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ABSTRACT
In this work, we expand and test the capabilities of our recently developed super-resolution (SR)model to generate high-resolution
(HR) realizations of the full phase-space matter distribution, including both displacement and velocity, from computationally
cheap low-resolution (LR) cosmological N-body simulations. The SR model enhances the simulation resolution by generating
512 times more tracer particles, extending into the deeply non-linear regime where complex structure formation processes take
place. We validate the SR model by deploying the model in 10 test simulations of box size 100 ℎ−1Mpc, and examine the matter
power spectra, bispectra and 2D power spectra in redshift space. We find the generated SR field matches the true HR result at
percent level down to scales of : ∼ 10 ℎ Mpc−1. We also identify and inspect dark matter halos and their substructures. Our
SR model generates visually authentic small-scale structures, that cannot be resolved by the LR input, and are in good statistical
agreement with the real HR results. The SR model performs satisfactorily on the halo occupation distribution, halo correlations
in both real and redshift space, and the pairwise velocity distribution, matching the HR results with comparable scatter, thus
demonstrating its potential in making mock halo catalogs. The SR technique can be a powerful and promising tool for modelling
small-scale galaxy formation physics in large cosmological volumes.
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1 INTRODUCTION

Cosmological simulations have steadily increased in size and com-
plexity over the last 40 years (see e.g., Vogelsberger et al. 2020 and
references therein). In a cosmological volume (a fair sample of the
universe), galaxies with masses as small as 108 "� can now be sim-
ulated with (baryonic) mass resolutions of 104 − 105 "� , resolving
length scales approaching and below 300 pc (e.g., Nelson et al. 2020,
Khim et al. 2020 ). Progress in this area has been closely linked to
developments in high performance computing (such as the advent of
parallel programming, e.g., Salmon 1991), and algorithms (includ-
ing trees for gravity, Barnes &Hut 1986, and adaptive time-stepping,
Porter 1985). Nevertheless, with foreseeable improvements in both
areas, cosmological simulations which include star and planet forma-
tion seem likely to be out of reach for many years (Nagamine 2018).
However, the Artificial Intelligence (AI) revolution now touching
many aspects of society offers us a way to make advances, and po-
tentially reach many of the scientific goals that raw increases of
computing power by many orders of magnitude would otherwise
necessitate. Simulations of astrophysical processes is a multi-scale
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problem, and different techniques are used in scales below a cos-
mological context. For example the recent STARFORGE models of
magnetohydrodynamic star formation (Grudić et al. 2020) form clus-
ters of stars with typical mass resolution of 10−3 "� . Formation of
Earth-like planets in a dissipating gas disk was modelled by Walsh
& Levison (2019). Traditionally, such small scale physical processes
are included in cosmological simulations as sub-grid effective or
mean-field models, in order to control the computation cost and the
complexity of the numerical model. However, to fully understand
the roles of these astrophysical processes in cosmology, one can ask
whether it is possible to include them in a consistent fashion.

The technique of AI-assisted super-resolution offers us a route
towards doing this. Super-resolution (SR) is the addition or recovery
of information below the resolution scale, and it is most employed
in the context of two dimensional images. Among the variety of
methods for carrying out SR, AI assistance has shown great promise
(Yue et al. 2016), and is the basis of our work on this topic.

SR enhancement is a very challenging problem even in the context
of two dimensional images, because there are always multiple high
resolution (HR) realizations corresponding to a single low resolution
(LR) image. In spite of this, however, new techniques based on Deep
Learning (DL) have proven amazingly effective (see e.g., the review
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of DL based image super-resolution by Wang et al. 2019). One of
the most promising DL approaches so far to SR use Generative
Adversarial Nets (GAN) (e.g. SRGAN; Ledig et al. 2016). GAN
(Goodfellow et al. 2014) is a class of DL system in which two Neural
Networks (NN) compete in a game: the generator network generates
candidates while the discriminator network evaluates the quality of
the candidates by comparing learned ‘features‘ or statistics against
the authentic high resolution images. As the networks are trained
against examples of training data, the fidelity of the output increases
as both the generator and the discriminator become better at doing
their jobs.
Deep Learning is finding many other applications in training sur-

rogate models for cosmological simulations. For example, NNs have
been used to predict the nonlinear structure formation from the linear
cosmological initial condition (He et al. 2019; Berger & Stein 2019;
Bernardini et al. 2020; Alves de Oliveira et al. 2020) and from the
dark matter density field (Kodi Ramanah et al. 2019). Generative net-
works have been applied to directly produce multiple cosmological
simulation outputs such as 2D images (Rodríguez et al. 2018), density
fields (Perraudin et al. 2019) and cosmological massmaps (Perraudin
et al. 2020). Models have also been trained to predict various bary-
onic properties from dark matter only simulation, such as galaxy
distribution (Modi et al. 2018; Zhang et al. 2019), thermal Sunyaev-
Zeldovich (tSZ) effect (Tröster et al. 2019), 21 cm emission from
neutral hydrogen (Wadekar et al. 2020), stellar maps and various gas
properties (Dai & Seljak 2021), etc. Recently, Villaescusa-Navarro
et al. (2020a,b) have started the Cosmology and Astrophysics with
MachinE Learning Simulations (CAMELS), a set of over 4000 hy-
drodynamical simulations run with different hydrodynamic solvers
and subgrid models for galaxy formation, providing a large train-
ing set to study baryonic effects with machine learning applications.
Works has also been carried out to apply SR technique to directly
enhance the spatial or mass resolution of cosmological simulations.
Kodi Ramanah et al. (2020) developed a SR network to map density
fields of LR cosmological simulations to that of the HR ones.
In our previous work Li et al. (2020) (hereafter Paper I), we pre-

sented a powerful SRmodel for cosmological simulations. Themodel
enhances the resolution of cosmological #-body simulation (so far,
of dark matter only) by a factor of 8 in spatial and 512 in mass, pro-
ducing the full particle distribution in Lagrangian prescription. Our
SR model extends to scales orders of magnitude below the LR input
and give statistically goodmatch comparedwith theHR counterparts,
such as matter power spectrum and halo mass function.
However, in this first work, we did not explore higher order statis-

tics of the large-scale structure and the internal sub-structure of grav-
itationally bound objects. These statistics are more difficult to predict
due to increased accuracy requirement on the modelling of nonlin-
earity. We also did not include peculiar velocity field of the tracer
particles when training our SR model.
In the present paper, we improve our SRmethod and compare these

statistics of our SR model against the HR results. Our motivation for
the work in this paper is the following:

• In addition to the 3-dimensional displacement field, we now
also generate the SR enhanced 3-dimensional velocity field, expand-
ing the model to cover the full 6-dimensional phase space. The 6-
dimensional field can be analyzed in the same manner as a full
#-body simulation;
• We make use of the velocities to test redshift-space clustering

statistics;
• We test higher order statistics, specifically the bispectrum as a

measurement of the non-Gaussianity in the evolved density field is
captured in SR;
• Wemake the first attempts at predicting the spatial clustering as

well as the internal substructure of dark matter halos in SR simula-
tions.

We note that the last point (modelling substructure) is highly non-
trivial with our Lagrangian coordinates based SR enhancement ap-
proach because it requires that the results must remain accurate well
beyond orbit-crossing.

The paper is organized as follows. In Section 2, we review our
methodology, training dataset and the training process, as well as the
GAN architecture used to train our generative model. We present our
major results in Section 3, where Section 3.2 examines the statistics
of the full density and velocity field generated by the SR model,
while Section 3.3 focuses on the statistics of mock halo catalogs. We
discuss our results in Section 4 and conclude in Section 5.

2 METHOD

2.1 Super-resolving an #-body simulation

#-body simulation is a powerful numerical method for solving the
non-linear evolution of cosmological structure formation. By dis-
cretizing the matter distribution into mass particles and evolving
them under gravity, it predicts the 6D phase-space distribution of the
evolved dynamic field through the positions and velocities of a large
number of massive tracer particles.

The number of tracer particles # determines the scale upon which
the underlying physical field is properly resolved. However, with
most of the popular gravity solvers (e.g., the Tree-PMmethod, Bagla
2002) for cosmological simulation, the computational complexity of
#-body simulations typically scales with number of time steps to
integrate the particle equations of motion. High resolution #-body
simulations can be rather costly due to accurate time integration of
the nonlinear orbits, even with the help of adaptive time stepping
schemes.

In this work, we train an SR model to generate HR #-body sim-
ulation outputs given LR #-body inputs. The generated SR field
preserves the large scale features of the LR input, and add small
scale structures in the density and velocity fields that statistically
match the predictions of HR #-body simulations but are absent in
the LR inputs.

We perform the SR simulation task following the Lagrangian de-
scription, where the particles are tracers of the displacement field d8
and the velocity field v8 . The displacement field d8 = x8 − q8 , where
x8 is the current position of the tracer particle, and q8 is the original,
unperturbed position of the particle (typically on a uniform grid as
in our case). The {d8 , v8} (8 = 1...#) pair of Lagrangian fields can
be concatenated and structured as a 3D image with 6 channels. Each
channel corresponds to one component of the displacement or veloc-
ity vector of the tracer particle originating from the 8-th voxel. The
generative model takes the LR 6-channel field as input, and outputs
a realization of the {d8 , v8} field, representing more tracer particles
of higher mass resolution. There are several advantages of using the
Lagrangian description. (i) By learning the displacement of tracer
particles (instead of the density field in the Eulerian description), the
mass of the output field is naturally conserved. (ii) The generated
SR field can be formatted identically to the output from a real #-
body simulation, with distinguishable tracer particles each evolved
through time. We obtain the particle positions by moving them from
their original positions on the lattice using the displacement vectors.
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Figure 1. Left panel: Schematic of our GAN training process. The generator takes as input 6 channels of displacement and velocity fields of the simulation
particles (the Lagrangian description), and generates the super resolution fields. The discriminator scores the generated SR samples and their HR counterparts to
assess their authenticity. In addition, we concatenate the low resolution input and Eulerian space density field (computed from displacement field using the CIC
scheme) to the discriminator. Right panel: Architecture of the generator and discriminator networks. Generator: The left part shows the entire network, with
details of the components given on the right. The ladder-shaped generator upsamples by a factor of two at each rung. The 3 convolution blocks on the left (“conv”
in blue plates) operates in the high-dimensional latent space, and is projected (“proj” in yellow plates) at every step to the low-dimensional output space on the
right rail. The projected results are then upsampled by linear interpolation (“interp” in gray plates), before being summed into the output. Noises (red plates)
are added in the "conv" block to bring stochasticity to each resolution level. Discriminator: Composed from residual blocks with detailed structures given on
the right. In addition to the residual blocks, the first “conv” block is a 13 convolution followed by an activation, and the last one has a 13 convolution to double
the channel, an activation, and a 13 convolution to reduce single channel. All activation functions (“act” in green plates) in both generator and discriminator are
Leaky ReLU with slope 0.2 for negative values.

(iii) The Lagrangian prescription preserves an advantage of particle-
based #-body simulations: they adaptively resolve small scales in
high-density regions. As a result it may better describe fields with
a large dynamic range compared to the Eulerian prescription with
the same grid size. In the Eulerian prescription, one needs to map a
simulation field onto a uniform grid, where the spatial resolution is
limited to the grid size. In the Lagrangian description, one can instead
be more accurate to much smaller scales in high-density regions.
Our SR learning task is to enhance the Lagrangian spatial res-

olution by a factor of 8 and the mass resolution by 512. In other
words, the SR field upsamples the number of tracer particles by 512
times compared to the LR input, allowing us to save the much higher
computational cost of running an HR #-body simulation.

2.2 Dataset

To train and validate our SR model, we prepare training and test
sets with dark-matter-only #-body simulations using MP-Gadget1.
The #-body code solves the gravitational force with a split Tree-
PM approach, where the long-range forces are computed using a
particle-mesh method and the short-range forces are obtained with a
hierarchical octree algorithm.

1 https://github.com/MP-Gadget/MP-Gadget

Our training and validation sets contain 16 and 1 LR-HR pairs
of simulations respectively. The box size of all the simulations are
(100 ℎ−1Mpc)3, with 643 LR and 5123 HR particles respectively.
Here the LR is used as the input of SR model, and HR is used to train
the discriminator by serving as one authentic realization of the high
resolution field which shares the same large scale feature with their
LR counterpart. The mass resolution is <DM = 2.98 × 1011 "�/ℎ
for LR, and <DM = 5.8 × 108 "�/ℎ for HR, 1/512 of the LR mass
resolution. We use 1/30 of the mean spatial separation of the dark
matter particles as the gravitational softening length. The simulations
have the WMAP9 cosmology (Hinshaw et al. 2013) with matter
density Ωm = 0.2814, dark energy density ΩΛ = 0.7186, baryon
density Ωb = 0.0464, power spectrum normalization f8 = 0.82,
spectral index =B = 0.971, and Hubble parameter ℎ = 0.697. We
train our model separately on snapshots at I = 2 and I = 0, to
validate it at different levels of nonlinearity.

As for the test set, we ran another 10 different pairs of LR-HR
simulations, of the same box size and cosmology as the training set.
Throughout this work, we test the performance of our trained models
on these 10 test realizations in statistical comparison between the HR
and SR results.
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2.3 Training and models

The left panel of Figure 1 shows the schematic of our training process.
We first preprocess the LR (HR) simulation by converting the particle
positions to displacements, which are then concatenated with the
velocities of the tracer particles to form the input (output) as 3D fields
with 6 channels. The displacement and velocity fields are labelled by
theLagrangian particle positions on the gridq8 . Due to the limitations
of GPU memory, we crop the 100 ℎ−1Mpc simulation boxes into
cubical chunks, of side length ∼ 20 ℎ−1Mpc, and pad extra margins
around the LR input in a periodic fashion. The latter compensates for
the loss of edge voxels by the convolution operations, and preserves
translational symmetry. The grid sizes of the fields are noted in the
network architecture diagram in Figure 1.
In our GAN model, the generator � transforms an LR input ; to

SR displacements and velocities � (;) at 512× the LR resolution,
while the discriminator � evaluates the authenticity of both the
generated SR and the simulated HR realizations. To this end, we
use the Wasserstein GAN (WGAN) in which the loss function is
the distance between the distributions of real and fake images by
optimal transport, known as the Wasserstein distance. In WGAN,
the discriminator is constrained to be Lipschitz continuous with a
Lipschitz constant of 1. WGAN is empirically superior to the vanilla
GAN, as it is more stable, requires less tuning, and has an informative
loss function. A lower WGAN loss can in principle indicate a better
model as the distance between the generated field distribution and
the authentic distribution is shorter. But to maintain the Lipschitz
constraint it requires more computation per batch. The most popular
variant adds a gradient penalty regularization term in the loss function
(WGAN-gp; Gulrajani et al. 2017). We train our SR networks using
the WGAN-gp method, and for efficiency only penalize the critic
gradient every 16 batches.
Specifically, the WGAN-gp loss function is

!WGAN−gp = E;,I [� (;, � (;, I))] − E;,ℎ [� (;, ℎ)]

+ _ E;,ℎ
[ (
‖∇8� (;, 8)‖2 − 1

)2]
. (1)

The first line is the Wasserstein distance, and the second gives the
gradient penalty, for which a random sample 8 is drawn uniformly
from the line segment between pairs of real (ℎ) and fake (� (;, I))
samples, with the latter generated from LR samples ; and white noise
maps I (described in Sec. 2.4). _ is a hyperparameter to balance the
adversarial loss and the Lipschitz constraint, and we set it to the
recommended and typical value 10. See Gulrajani et al. (2017) for
more details onWGAN-gp. Note that training� involves minimizing
all three terms of !WGAN−gp, whereas training � only maximize the
first one.
Since the HR and LR fields correlate on large scales, we can teach

the discriminator the dependence of short modes on the long ones by
feeding the LR field as additional input. As shown in Equation 1, we
condition � on the LR input ; and make the networks a conditional
GAN (cGAN). This helps� to generate HR samples with right long-
and short-wavelength mode coupling, i.e. forming smaller structures
depending on the surrounding environments. In practice, we tri-
linearly interpolate the LR field to match the size of the SR and HR
fields before concatenating the upsampled field to both, respectively.
In addition, we also concatenate the Eulerian space density field

to the discriminator, computed from the displacement field using
a differentiable Cloud-in-Cell operation. The discriminator is then
able to see directly structures in the Eulerian picture. This is crucial
for generating visually sharp features and predicting accurate small-
scale statistics. In order to concatenate a higher resolution Eulerian
density field that resolves a scale smaller than the fundamental grid

size (!box/#g), we assign particles to a grid 2 times finer than the La-
grangian particle grid, use an “inverse pixel shuffle”(Shi et al. 2016)
to re-shape the finer pixel values as extra channels, and concatenate
the shuffled high-resolution density field to the input of the discrim-
inator. In this case, the discriminator takes in 20 channels in total
(see the discriminator block in Figure 1), with 6+6 channels from the
LR+SR {d8 , v8} field and 8 = 23 channels from the Eulerian density
field. We find this training scheme giving us the current best model.

2.4 Details of the architecture

The architecture of our GAN model follows those used in Li et al.
(2020). We have released our framework map2map2 to train the SR
model. The structure of the generator network and its components
is shown in the right two panels of Figure 1. The colored plates
represent different operations, connected by arrowed lines from the
input to the output. The sizes (channel number × spatial size) of the
input, intermediate, and output fields are labelled. The generator has
a ladder shaped structure, with each rung upsampling the fields by
a factor of two. The left rail has 3 convolution blocks (blue “conv”
plates), operating in high-dimensional latent space. The horizontal
rungs project (yellow “proj” plates) the latent-space fields to the
low-dimensional output space on the right rail. The projected results
are then tri-linearly interpolated (gray “interp” plates), before being
summed together to form the output. A crucial ingredient is the
injection of white noise (red plates), that adds stochasticity that are
absent from the input. These white noises are then correlated and
transformed on different scales by the subsequent convolution layers
and activation layers. The convolution kernel sizes are labeled in their
plates, e.g., “conv 33” for a 3 × 3 × 3 convolution. Throughout we
use Leaky ReLU with slope 0.2 for negative values for the activation
(green “act” plates). All the “conv” blocks have the same structure
as shown in the “conv” plate, except the first one, which begins with
an additional 13 convolution (to transform the number of channels)
and an activation.

The discriminator network architecture is also illustrated in Fig-
ure 1. It follows a fully convolutional ResNet-type structure (He et al.
2016). Our residual block has two branches: the so-called “skip”
branch is a 13 convolution, and the “residual” branch consists of 33

convolutions and activations. The two branches are summed and then
downsampled by 2× with linear interpolation. Other than the resid-
ual blocks, the first “conv” block is a 13 convolution followed by an
activation, and the last “conv” block has a 13 convolution to double
the channel, an activation, and a 13 convolution to reduce to single
channel. Each output voxel values represent a score whose receptive
field is a patch of the input to the discriminator. Thus each score
only evaluates part of the input field. Class of fully convolutional
discriminator like this is known as patchGAN (Isola et al. 2017).
Scores of all voxels are averaged to evaluate the Wasserstein distance
in Equation 1.

3 RESULTS

3.1 Visual comparison

As a first validation, we visually compare one generated SRfield to an
authentic HR realization from an #-body simulation. Figure 2 shows
3D visualizations of the dark matter density and velocity field from

2 https://github.com/eelregit/map2map
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Super-resolution simulations 5

Figure 2. 3D visualization of low-, high-, and super-resolution (LR, HR, and SR) dark matter density and velocity fields at I = 0. The left panels show a
(60 ℎ−1Mpc)3 sub-volume from one of the 100 ℎ−1Mpc test simulations to illustrate the density field on large scale. The blue background shows the density
field of all the dark matter particles, smoothed with a Gaussian filter of width 5 ℎ−1 kpc. On top of this the particles in FOF groups are coloured orange to help
visually identify the halos. The middle and right panels zoom into the pink and red boxes shown in the left panel, with sizes of (20 ℎ−1Mpc)3 and (10 ℎ−1Mpc)3,
respectively, to reveal finer details of the structures and also to illustrate the velocity field. The arrows in the right two columns give the velocity field calculated
by averaging the particle velocity in each voxel and projecting onto the image plane. The color of the arrows is scaled by the particle number in that voxel, from
purple to yellow indicating small to large particle numbers. We only show velocity arrows for voxels with more than 200 particles for the HR and SR fields, and
with more than 5 particles for the LR field. The top two rows show the LR and HR simulations, which share the same seed for initial conditions but are 512
times different in mass resolution. The bottom panels show the SR realization generated by our trained model.

one test realization at I = 0. The images are renderedwith gaepsi23.
The top panels show the LR simulation used as the input to generate
the SR realization shown in the bottom ones. The middle row shows
an HR realization, from an HR simulation that has 512× higher mass

3 https://github.com/rainwoodman/gaepsi2

resolution but shares the same random seed (same modes at small k
or on large scales) as LR in the initial conditions.

The left column of Figure 2 shows the LR, HR, and SR density
fields in a (60 ℎ−1Mpc)3 sub-box.We identify haloswith the Friends-
of-Friends (FOF) halo finder and highlight the halos in orange. To
illustrate finer details of the evolved structure and also to visualize
the velocity field, in the right two columns we zoom into two smaller
sub-boxes of size (20 ℎ−1Mpc)3 and (10 ℎ−1Mpc)3, centered on

MNRAS 000, 000–000 (2021)
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Figure 3. The upper panels give the dimensionless matter power spectrum
Δ2 computed for the LR (purple), HR (blue) and SR (black) density field at
I = 2 and I = 0. The vertical dashed lines mark the Nyquist wavenumber
:Nyq = c#mesh/!box. The lower panels give the ratio between the SR and
HR power spectrum. The SR power spectra match the HR curves within 5%
at both redshifts, giving a dramatic improvement compared with LR. The
shaded area shows the 1f deviation measured from our 10 test sets. The
brown dotted line in the lower panel is the result from our previous model in
Paper I.

two massive halos, as shown by the pink and red boxes in the left
panel, respectively. The colored arrows show the spatially averaged
velocity field, calculated by evenly dividing the box into voxels and
projecting the averaged particle velocities in the voxels onto the
image plane. The length of the arrows is scaled by the projected
velocity magnitude, and the color by the number of particles in the
corresponding voxel, from purple to yellow indicating small to large
particle numbers. The velocity field shown in the two sub-volumes
coherently points to the central large halo, as the matter field is falling
into the large structure under gravity.
The visualization of the density field contains morphological and

high-order statistical information that the human eyes can easily
recognize and classify. This visual comparison between the HR and
SR fields shows that our model can generate visually authentic small
scale features conditioned on the large-scale environment set by the
LR input. The SR field is able to form halos where the input LR can
not resolve them, and thus enables us to probe a halo mass range
enhanced by orders of magnitude, making our method promising for
a variety of applications based on halo (and subhalos) catalogs, as
we will further quantify in the following sections.

3.2 Full field statistics

3.2.1 Matter power spectrum

The matter power spectrum is one of the most commonly used sum-
mary statistics for the matter density field. It is the Fourier transform
of the 2-point correlation function b (A) defined as

b ( |r|) =
〈
X
(
r′

)
X
(
r′ + r

)〉
%( |k|) =

∫
b (r)e8k·rd3r

(2)

where X(r) = d(r)/d̄ − 1 is the density contrast field, k is the 3D
wavevector of the plane wave, and its magnitude : (the wavenumber)
is related to the wavelength _ by : = 2c/_. %(:) quantifies the
amplitude of density fluctuations as a function of scale, and that

encodes the complete summary information for a Gaussian random
field. %(:) can be used as a reliable metric to evaluate the fidelity of
the SR field.

In Figure 3, we compare the dimensionless matter power spectra
Δ2 (:) ≡ :3%(:)/2c2 at I = 2 and I = 0. The vertical dashed lines
mark the Nyquist wavenumber :Nyq = c#mesh/!box with #mesh =

512 and !box = 100 ℎ−1Mpc. The monotonically increasing Δ2 (:)
is equivalent to the contribution (in log(:) bins) of different scales
to the variance of the matter density fluctuation, and thus a useful
indicator that divides the linear and nonlinear (towards increasing :)
regimes at :NL where Δ2 (:NL) ∼ 1.

We compute the density field by assigning the particle mass to a
5123 mesh using the CIC (Cloud-in-Cell) scheme, for each of the
LR, HR, and SR fields. Note that here we do not apply the decon-
volution correction for the resampling window of mass assignment
Jing (2005), as that would amplify the noise and leads to artifacts in
the LR results.

The SR power spectra successfully matches the HR results to
percent level (differed by less than 5%) to :max ≈ 16 ℎ−1Mpc at
all redshifts, a dramatic improvement over the LR predictions. This
is remarkable considering the fact that the SR model fares equally
well from the linear to the deeply nonlinear regimes. We compare
the matter power of the HR and SR fields down to a scale of :max ∼
16ℎ−1Mpc. This corresponds to the Nyquist frequency of the HR
(SR) simulation and that beyond that point there is not justification
to require agreement. The brown dashed line in Figure 3 shows the
test set power spectrum from the model of Li et al. (2020) which
only generates the displacement field of tracer particles. The model
presented in this work produces the full phase space of tracer particles
while yielding a generatedmatter density field of equivalently fidelity
(measured using P(k)) to our previous model.

The shaded areas in the bottom panels of Figure 3 show the stan-
dard deviation of the ratio compared to the averaged HR power
spectrum. The average value and its deviation are measured over the
10 test sets. We can see that the variance of the amplitude of power
coming from the HR test sets is comparable with that from the SR
sets, implying a reasonable 4-point function between the HR and SR
simulations. Beyonds this, we also find that SR variants (using differ-
ent random input noise) have almost identical power (within ∼ 1%).
This is because sample variance on small scales is suppressed under
the large-scale constraint.

3.2.2 Redshift-space power spectrum

Redshift space distortion (RSD) is an important probe of cosmology
from ongoing and upcoming large scale structure surveys (see e.g.,
Percival et al. 2011 for a review). With the full phase space dynamic
field generated by our SR model, we can examine the 2D power
spectrum of the RSD matter field, which encodes the velocity field
information as further validation of our generated SR field. Here we
analyze the entire dark matter field in redshift space, and will further
discuss the redshift space halo correlation in Section 3.3.4.

For an #-body simulation output, the distortion from real space
to redshift space is performed by moving the particles along one
specific direction (line of sight) according to their peculiar velocity.

s = x + EI

0� (0) Î, (3)

where s is the redshift-space coordinate, x the real-space counterpart,
and EI is the peculiar velocity of the tracer particles, whereas Î
denotes the unit vector along the line of sight.

We measure the 2D matter power spectrum %(:, `) of the RSD
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Figure 4. Multipoles of the 2D matter power spectrum with redshift space distortion along a specified line of sight, for LR (purple), HR (blue) and SR (black)
fields at I = 2 and I = 0. %ℓ projects the 2D power % (:, `) onto a basis defined by Legendre weights, with ℓ = 0 (solid line), ℓ = 2 (dashed line) and ℓ = 4
(dotted line) representing the order of the Legendre polynomial. The shaded area shows the 1f deviation measured from the 10 test sets.

Figure 5. The statistics of the 3D bispectra for LR (purple), HR (blue) and SR (black) of test sets at I = 2 and I = 0. The shaded area gives 1f deviation
measured from the test sets. Left panel: The bispectra given in equilateral configuration with :1 = :2 = :3. Right panel: The cross bispectra between LR field
and HR (the blue line), and between LR and SR field (the orange line) for the test sets. Here the bispectra are given in isosceles triangle configuration with fixed
:1 = 0.3ℎ−1Mpc and :2 = :3.

matter density field. Here ` is defined with respect to the line of sight
` = : ‖/: and : ‖ is the component of the wavevector : along the
line of sight. We split ` into 5 bins ranging from ` = 0 to ` = 1.

Figure 4 gives the resultant 2D power spectrum by projecting
%(:, `) onto the basis of Legendre Polynomials

%ℓ (:) = (2ℓ + 1)
∫ 1

0
3`%(:, `)Lℓ (`) (4)

whereLℓ is the order of Legendre Polynomials represented by differ-
ent line styles. The lines in each panel show the mean value measured
from the 10 test sets and the shaded area is the 1f standard deviation.
%ℓ for the LR sets drops off quickly when extending to large : due

to the lack of small scale fluctuations. The monopole moment %ℓ=0
of LR goes negative on small scales because of the subtraction of the
shot noise. Meanwhile the SR field predicts a %ℓ that matched the
HR results well, with only a small excess of power one the smallest
scale. At : = 10 ℎ Mpc−1, the averaged SR %ℓ prediction is about
13% higher than HR at I = 2 and 8% higher than at I = 0.

3.2.3 Bispectra

As they are products of non-linear structure evolution, we need
higher order statistics to characterize the non-Gaussian features of the
evolved density fields. One of the fiducial tools used to probe higher
order statistics and to quantify the spatial distribution of the cosmic
web is the bispectrum (Scoccimarro 2000; Bernardeau et al. 2002).
It is the Fourier transform of the three point correlation function,
defined as

(2c)3� (k1, k2, k3) XD (k1 + k2 + k3) = 〈X (k1) X (k2) X (k3)〉
(5)

where X� is the Dirac delta.
In Figure 5, we compare the bispectra for the LR, HR and SR

density fields at I = 2 and I = 0 separately. The solid lines in each
panel shows the mean value measured from the 10 test sets while the
shaded area shows the corresponding 1f standard deviation.

The left panel of Figure 5 shows bispectra for an equilateral config-
uration, :1 = :2 = :3. �(:) for LR drops off quickly when extending
to large : , as the LR field lacks fluctuations on small scales and �(:)
is cut off by the large shot noise in LR field. On the other hand, the
SR field gives good agreement with the HR result. At a small scale of
: ∼ 8 ℎ Mpc−1, the mean �(:) for SR field differs from the HR field
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by about 7%.We note that the difference between theHR and SRfield
for different realizations exhibits relatively large variations (±10 %)
on small scales. These differences are an order of magnitude larger
than those for the power spectrum of different realizations (Figure
3). This indicates that the small scale fluctuations that differ between
realizations are more sensitively probed by higher order statistics.
In the right panels of Figure 5, we examine the cross bispectra

between the LR and HR fields (blue line), and between LR and
SR fields (black line) for the test sets at I = 2 and I = 0. The
bispectra is given for an isosceles triangle configuration, with fixed
:1 = 0.3ℎ−1Mpc and :2 = :3. The notation used, 〈XLR XHR XHR〉
indicates that :1 is sampled from the LR field while :2, :3 are from
the HR field. For comparison, we also show 〈XLR XLR XLR〉 as a
purple line.
The cross bispectrum quantifies the response of the modes of the

HR (SR) field to those of the LR field. With the isosceles triangle
configuration, :2 = :3 >> :1 corresponds to the squeezed limit
that characterizes the response of the small scale modes to the large
scale modes. For the cross bispectra, the SR field again matches the
HR results well, within the 1f standard deviation. At the squeezed
limit of : ∼ 8 ℎ Mpc−1, the mean �(:) for the SR field differs from
the HR field by about 6%. The good agreement between HR and
SR implies that our generated SR field can reproduce the high order
statistics of the density field with fidelity.

3.3 Mock halo catalog analysis

Dark matter halos contain a lot of substructure. Subhalos are the
most important, corresponding to local maxima of the density field
inside halos. The subhalos are expected to contain galaxy hosts and
can be related to the observed galaxy population. In cosmological
studies, mock galaxy catalogues are constructed (via various analyt-
ical or semi-analytical techniques) based on the dark matter halo and
subhalo catalogs extracted from #-body simulations to compare to
a variety of observables and to infer cosmological parameters from
observed galaxy populations.
In this section, we generate the halo and subhalo catalogs from

the 10 test sets of LR, HR and SR fields and examine the statistical
properties of the halo and subhalo populations. Understanding how
well substructure is generated is an important validation of our SR
models.
We identify dark matter halos (and subhalos) in our LR, HR and

SR fields using the Amiga halo finder (AHF) (Knollmann & Knebe
2009). AHF uses adaptive refined meshes to identify local density
peaks as centers of prospective halos (subhalos) and defines the halos
as spherical overdensity regions that enclose densityΔvir times larger
than the average background matter density:

" (< 'vir)
4c
3 '

3
vir

= Δvirdb (6)

where we use Δvir = 200, and 'vir is the virial radius of the halo,
and db is the average matter density of the universe. Throughout this
work, we examine halo and subhalo populations with virial mass
"h ≥ 2.5 × 1011 "� (i.e. which contain at least 300 tracer particles
in our HR (SR) test set). This value corresponds roughly to the typical
host mass of emission line galaxies (ELGs, see e.g., Rodrigues et al.
2016). We specify this mass threshold as a sufficiently resolved halo
in our HR (SR) set.

3.3.1 Visualization

To visualize the substructure we identify, Figure 6 shows the matter
density field for the LR, HR and SR fields within a (5 ℎ−1Mpc)3 sub-
volume centered around a massive halo. The panels in each column
show the same region in the test sets of LR HR and SR, We select
2 sub-regions around different halos at I = 2 and I = 0. One sub-
region is for a halo from the most massive bin and the other is from
a moderate mass bin. We use these two examples to illustrate the
nature of substructures in different environments. We mark all the
host halos with red circles and the subhalos with orange circles, with
the radius of the circle proportional to the virial radius of the halo
'vir.
Comparing the LR, HR and SR fields in each column, we find that

the LR field only forms the skeleton of the large scale structures while
the poor resolution can barely capture any small halos or substructure.
However, conditioned on these large scales, the SR model is capable
of generating small scale structures identified as gravitational bound
objects. These appear visually as authentic when compared to the
samples of the HR field obtained from a real #-body simulation.

We note again that, the HR field shown here is one true sample of
a high resolution realization that shares the same large scale features
as the LR field. We emphasize that the task of the SR model is to
generate realizations of high resolution field that statistically match
the HR distribution instead of expecting one to one correspondence
between HR and SR substructures that form below the LR resolution
limit. In the following subsection, we validate the generated SR field
by examining different statistical properties of the halo substructure
including its clustering, based on the halo catalogs derived from the
SR and the HR fields.

3.3.2 Halo and subhalo abundance

Figure 7 shows the abundance of halos and subhalos as measured
from the LR, HR, and SR (100 ℎ−1Mpc)3 test set fields at I = 2 and
I = 0. The halo mass function is defined by q ≡ #/log10"h/+box,
where # is the number of halos above threshold mass "h and +box
is the comoving volume of the simulation. The purple, blue and
black lines show the mean value from the LR, HR and SR test set
results, respectively, with the shaded areas giving the 1f standard
deviation. The vertical dotted line corresponds to a halo mass of
"h = 2.5 × 1011 "� , which we specify as the mass threshold for a
resolved (300 particle) halo in our HR (SR) test set.

The solid lines in the left two panels of Figure 7 show the mass
function of all the halos (including subhalos) identified by AHF.
Because of the large particle mass and low force resolution, the LR
simulations only resolves halos above "h ∼ 1013 "� .

Using our GAN model, the SR field generated from the LR input
is able to generate halos over the whole mass range down to "h ∼
1011 "� . The generated SR fields predict overall halo populations
that agree remarkably well with the HR results. Close to the low
mass limit "h = 2.5 × 1011 "� , the SR fields have a slightly lower
halo abundance than the HR fields (8% lower at I = 2 and about
13% lower at I = 0). This is mostly due to a deficit in the number of
subhalos around this mass.

The left two panels of Figure 7 show also the mass function of sub-
halos identified by the AHF in dashed lines. Again the LR simulation
cannot resolve subhalos properly due to the poor mass resolution.
Our SR field predicts a subhalo abundance that statistically matches
the HR field down to "h > 1012 "� . However at the lower mass
end the SR model misses some of the subhalo population especially
at I = 0. For the overall abundance of subhalo within mass range of
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Figure 6. Visualization of the small scale substructures of the LR (top panel), HR (middle panel) and SR (bottom panel) fields in the test set at I = 2 and I = 0.
All the panels shown here are (5 ℎ−1Mpc)3 in size centered on a massive halo with the halo mass "h given in the legend. The blue backgrounds show the
projections of the smoothed density fields rendered by gaepsi2, We employ the AHF (see text) to identify halos and subhalos in each field and mark the host
halos with red circles and subhalos with orange circles to help identify the substructures. The radius of the circle is proportional to the virial radius, 'vir. All
halo and subhalos shown here have virial mass "h > 2.5 × 1011 "� , that corresponds to 300 tracer particles in HR (SR) field.

Figure 7. Left panel: The halo and subhalo populations of the LR (purple line), HR (blue line) and SR (black line) field at I = 2 and I = 0. The solid lines show
the populations of all the halos (including subhalos), and the dashed lines only include the subhalos. The vertical dotted line marks where "h = 2.5× 1011 "� ,
corresponding to 300 tracer particles within our HR (SR) mass simulation. The shaded area shows the 1f standard deviation measured from the 10 test sets.
Right panel: Mean occupation number of subhalos vs host halo mass the for LR, HR and SR fields at I = 2 and I = 0. The H axis is the averaged number of
subhalos with "h > 2.5 × 1011 "� in each host halo mass bin. The shaded area shows the 1f standard deviation from the test sets.
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Figure 8. The two point correlation function of the halo distribution from
HR (blue lines) and SR (black lines) field at I = 2 and I = 0. The values
of A in G axis give the spatial distance between two objects in comoving
coordinate. b (A ) is calculated based on the halo catalog identified by AHF.
The upper panels show b (A ) for all the halo (and subhalos) population with
"h > 2.5×1011 "� which corresponds to 300 dark matter particles, and the
lower panels apply a higher "h threshold of 1012 "� . In all the panels, the
dashed lines are for the 1-halo component and the dotted lines for the 2-halo
component. The shaded area shows the 1f standard deviation measured from
the 10 test sets.

[2.5× 1011 "� , 1012 "�], our SR field predicts subhalo abundance
about 12% lower at I = 2 and about 40% lower at I = 0. This is also
evident in the illustrative example in Figure 6: the SR field has fewer
subhalos (marked with orange circles) than the HR.
Figure 7 shows the mean occupation number of subhalos as a func-

tion of the host halo mass. Here the vertical axis is 〈#subhalo |"host〉,
corresponding to the expected number of subhalos with "h >

2.5 × 1011 "� in each host halo mass bin. The shaded area shows
the 1f standard deviation from the test sets. At I = 2, the occupation
numbers are consistent. At I = 0, we find an offset in #subhalo for the
SR field compared to HR. For the host halo population in the mass
range of [1012 "� , 1015 "�], the mean number of subhalos in the
SR field is about 20% to ∼ 40% below that of the HR field.
However, the deficit in subhalos and halo occupation number

should not be fundamental, but in principle fixable. Recall that we
feed the generator outputs to the discriminator network also in the Eu-
lerian description. The fact most missing halos are low-mass implies
that the results can be improved once our SR model can evaluate the
Eulerian fields in higher resolution and thus better resolves the small
substructures. We leave this for future improvement, with which sta-
tistically accurate mock catalogs can be released.

3.3.3 3D halo correlation function

Apart from the 1-point statistics of halo abundance, it is also impor-
tant to quantify the spatial correlation function of the halos and their
subhalos. In Figure 8, We first measure the 3D spatial correlation
function b (A) for the halo population (with "h > 2.5 × 1011 "�) in
the HR and SR field at I = 2 and I = 0. Here we do not include the re-

sult from LR fields because the mass resolution is too poor (LR only
has halos with "h > 1013 "�) and does not have information on the
spatial distribution of halos comparable to the HR simulation. We
calculate the two point halo correlation b (A) using the Landy-Szalay
estimator (Landy & Szalay 1993).

bLS (A) =
�� (A) − 2�'(A) + ''(A)

''(A) (7)

where DD(A) is the number of sample (data) pairs with separations
equal to A , RR(A) is the number of random pairs with the separations
A , and DR(A) measures the pair separation between the data set and
the random set.
b (A) can be further decomposed into one-halo and two-halo term

contributions respectively, with

b (A) = b1ℎ (A) + b2ℎ (A) (8)

where A is the comoving distance between halos, b1ℎ (A) is the cor-
relation function for subhalos which reside in the same halo, and
b2ℎ (A) accounts for those that reside in separate halos. The dashed
and dotted line in Figure 8 give the b1ℎ (A) and b2ℎ (A) component
separately. For each redshift, we show the halo correlation function
for the halos (and subhalos) above two different mass thresholds.
The top panel of Figure 8 includes all the halos (and subhalos) with
"h > 2.5 × 1011 "� which is our applied halo mass threshold for
well resolved objects, and the lower panels apply a higher "h thresh-
old of 1012 "� .

All the lines in Figure 8 show the averaged value of b (A) which we
measure from the 10 test sets, while the shaded area corresponds to
1f standard deviation. Comparison between the HR and SR results
show that the 2-halo term b2ℎ matches well at both redshifts. The
SR field has a slightly suppressed b1ℎ term compared with the HR
result. For the overall halo population (upper panels), the b1ℎ term
for SR deviates fromHR by about 30% for I = 2 and 50% for I = 0 at
separation distance A . 0.5ℎ−1Mpc, which is a direct consequence
of the lack of subhalo abundance in SR field.

In the lower panel of Figure 8, we increase the halo mass threshold
and calculate b (A) for halo (and subhalo) population above "h >

1012 "� , forwhich the subhalo abundance ofHR and SR in thatmass
range agrees better (left panel of Figure 7). The resultant b1ℎ (A) term
of SR andHR differences are only at the 1f level, in better agreement
compared with b1ℎ (A) term in the upper panel. Moreover, for this
halo mass threshold, b (A) has a higher normalization than before.
Higher clustering is indeed expected for more massive halos.

3.3.4 Redshift space correlations

Redshift space statistics encode information from the peculiar veloc-
ities that arise due to gravitational evolution, and so are an important
complementary probe of the structure formation process. Peculiar
velocities of galaxies distort large scale structures in redshift space,
rendering the real space isotropic distribution of galaxies instead
statistically anisotropic, and with a unique pattern which can be
quantified. In particular, redshift space distortions due to peculiar
velocities enhance power along the line of sight on large scales due
to the Kaiser effect (Kaiser 1987) and reduce power on small scales
due to virialized motions causing so-called Fingers-of-God (FOG)
effect.

Figure 9 shows measurements of the 2D correlation function
b (A? , c) based on the HR (solid lines) and SR (dashed lines) catalogs
in redshift space at I = 2 and I = 0. We account for the redshift space
distortion by moving the halos along a specified line of sight ac-
cording to their peculiar velocity (c.f. Equation 3) and measuring the
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Figure 9. The contour of two-dimensional redshift space correlation function
b (A? , c) for redshift-space halos in HR (solid lines) and SR (dashed lines)
field at I = 2 and I = 0. A? is separation across the line of sight, and c
is the separation along the line of sight. Here we include all the halos with
"h > 2.5 × 1011 "� . Contours show lines of constant b at b = 2, 1, 0.5,
0.3, 0.2 respectively. The contours are calculated based on the averaged result
of b (A? , c) field on the 10 test sets.

Figure 10. The projected correlation function l? (A?) for redshift-space
halos in HR (solid lines) and SR (dashed lines) field at I = 2 and I = 0. A?
is separation across the line of sight. The shaded areas gives 1f deviation
measured from the 10 test sets. The lower panel gives the ratio between the
SR and HR result for the test sets.

resultant spatial correlation b as a function of separation A? across
and c along the line of sight. The lines in Figure 9 show the contours
of constant b at b = 2, 1, 0.5, 0.3, 0.2 respectively, calculated based
on the b (A? , c) averaged over the 10 test sets.

The limited volume (100ℎ−1Mpc) of our training and test sets
affects our ability to simulate the large-scale coherent peculiar mo-
tions which lead to Kaiser enhancement of power. These scales are
well into the regime resolved by the LR simulation however, and so
we are free to concentrate on measurements of b (A? , c) on scales
A . 10ℎ−1Mpc, where the FOG effect dominates. The contours of
b (A? , c) shown in Figure 9 are therefore elongated in the c direction
and compressed in the A? direction. Overall, the contours of bHR and
bSR show good agreement at I = 2 and I = 0, indicating that the SR
field generates reasonable peculiar velocity distribution for virialized
objects. However, we do note that bSR at I = 0 is slightly less elon-
gated in c direction compared to bHR at separation A > 6ℎ−1Mpc,
partly due to the limited statistics at large separations in our test

Figure 11. The pair-wise velocity distribution of the halos in the LR (purple),
HR (blue) and SR (black) fields. Here f12 (A ) is dispersion of the radial
pairwise velocities of all halos with"h > 2.5×1011 "� as a function of the
distance between the halos. The shaded area shows the 1f standard deviation
measured from the test sets.

volume. We will further examine the peculiar velocity distribution in
the next subsection.

What is often measured in the observations, however, is the real
spatial clustering of galaxies that projects the 2D correlation b (A? , c)
along the A? axis.

l? (A?) = 2
∫ ∞

0
3cb (A? , c) (9)

As redshift space distortions affect only the line-of-sight component
of b (A? , c), integrating over the c direction leads to a statisticl? (A?)
which is independent of redshift space distortions. In Figure 10, we
plot the projected correlation function l? (A?) for halos in redshift
space for the HR and SR fields and give their ratio in the lower
panel. The HR and SR field measurements of l? (A?) are in good
agreement, with differences within the 1f standard deviation.

3.3.5 The pair-wise velocity distribution of halos

The pairwise peculiar velocity dispersion of galaxies is an important
measure of the structure and clustering of the universe on large scales
and is used as a test of cosmological models. As a direct validation
of the peculiar velocity field of the halos, we examine the radial
pair-wise velocity distribution of halos as a function of the distance
between halo pairs.

The radial pair-wise velocity E12 (A) of halo is defined as

E12 (A) = ®E1 · ®A12 − ®E2 · ®A12 (10)

where ®E is the mass center (peculiar) velocity of the halo. In Fig-
ure 11, we select all the halos with mass "h > 2.5 × 1011 "� and
give the dispersion of the radial pairwise velocity for the halo pairs
separated by distance lying within the corresponding radial bin. The
lines in Figure 11 show the averaged f12 (A) measured from the 10
test sets, and the shaded area corresponds to the 1f standard de-
viation. The velocity dispersions for the HR and SR field are good
matches. Compared to that of HR, the averaged f12 for SR is about
3% higher at I = 2 and about 5% lower at I = 0, within 1f standard
deviation for the different realizations. For comparison we also show
the LR result as a purple curve. The LR curve has large variations
because of the limited number of halos that can be resolved. It drops
off at small separations due to the missing low mass halo population.
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4 DISCUSSION

Applying SR techniques to cosmological simulations has also been
explored by Ramanah et al. (2020). In that work, the SR dark matter
density fields are generated from an LR input with 2 times lower
spatial resolution. The SR model presented in our work, however,
is trained to produce the full 6D phase space output of the dynamic
field in the Lagrangian prescription (represented by the displacement
and the velocity field of the particle distribution). The displacement
field contains more information than the density field: different dis-
placement fields can produce the same density field. With the full
phase space distribution, our generated SR field can be treated in
the same fashion as an output from a real #-body simulation with
distinguishable tracer particles. Moreover, this framework allows us
to generalize the SR model to trace the time evolution of the dark
matter particles, something that we plan to do in follow-up work.

In this work we have gone 83 times higher in mass resolution in the
SR compared to the LR simulation. While this task seems ambitious
(to predict scales that are orders of magnitude below the LR input)
here we have assessed quantitatively that the generated small scale
structure and higher order statistics in the SR arewell captured, just as
they arise from complicated non-linear structure formation process
in a direct #-body simulation. In terms of computing requirements,
with 643 particles in a 100 ℎ−1Mpc volume, the LR simulations
takes less than 1 core hour, easily achievable on a personal laptop.
The corresponding 5123 HR simulation would take more than 2k
core hours to evolve to I = 0. The generation of SR field, however,
takes only a few seconds (∼ ten) on a single GPU (including the I/O
time), a tiny fraction of the cost of the HR counterpart. The success
with our SR models prompts us to invest further in the exploration
of these techniques for cosmological hydrodynamic simulations. The
high resolution required to capture baryon physics appropriately on
small (galaxy) scales and the subsequent increase in computational
cost makes the application of SR techniques even more relevant for
hydrodynamic simulations. The recent, ambitious CAMEL project
(Villaescusa-Navarro et al. 2020b), should provide ideal training data
to embark in this direction.

In this work, we focus on validating our SR model by statisti-
cally comparing the generated SR fields with the HR counterparts
from real #-body simulations. Therefore, we have performed our
analysis on 10 test sets with the same volume (100 ℎ−1Mpc) as that
of the training sets. We chose this because HR simulations of a
larger volume become expensive to run. In Paper I, however, we have
shown that our SR model can be deployed to a cosmic volume of
1 ℎ−1Gpc, much larger than the 100 ℎ−1Mpc training sets. The gen-
erated 1 ℎ−1Gpc SRfield produces good statistics for halo abundance
and yields reasonable morphologies for large structures unseen in the
training sets, indicating that our SR model is likely to generalize well
to larger volumes. However, we note that, in order to apply our SR
model to a large cosmic volume for mock catalog generation, one
may want to use larger volume simulation as training data, so that the
SR model can be trained on a larger number of massive objects (e.g.
∼ 1015 "� clusters) and produce small scale features corresponding
to large modes.

In our present study, we have extended the work of Paper I into
the regime of substructure of virialized objects, as well as now being
able to predict the full velocity and position phase space of the SR
simulation particles. There are many next steps, even with dark mat-
ter only simulations, and we aim to address them in the future. These
include training a single NN using data from multiple redshifts, and
training using multiple cosmological models with different parame-

ters. Both of these are necessary for the SR technique to become a
flexible cosmological tool.

We have seen that the accuracy with which the SR modeling
is able to match HR results is of the order of one to ten percent,
varying for different statistics. Depending on the application (e.g.,
mock catalogs, rapid parameter study, semi-analytic modeling base),
this may be sufficient, but if more accuracy is required, we have
seen through our work that changes in hyperparameters and model
architecture are able to bring improvments. Conventional N-body
simulation methods (e.g., Feng et al. 2016) also vary in accuracy,
but unlike the generative methods used here, improving the accuracy
while maintaining speed is more difficult.

5 SUMMARY AND CONCLUSION

We have compared power spectra, halo mass functions, clustering,
and bispectra from our recently developed super resolution models
to cosmological #-body simulations of corresponding resolution.
Our SR task is specified from a Lagrangian prescription, and the
SR model generates the full phase space displacement and velocity
field represented by tracer particles which is equivalent to the output
from a real #-body simulation. Conditioned on the LR input, our SR
model enhances the simulation resolution by generating 512 times
more tracer particles, extending to the deeply non-linear regime.

In this work we perform a detailed validation of our SR model by
statistically comparing the generated small scale features of the SR
field with those in HR field realizations. Specifically, we deploy the
SR model on 10 test sets of 100 ℎ−1Mpc volume LR-HR simulation
pairs and compare the generated SR field with the HR counterparts.

We first validate our SR model by examining statistics of the
entire dark matter field: we show that our generated SR fields match
the power spectra of true HR realizations to within 5%. This level
of agreement applies well below the LR resolution limit of : &
10 ℎ Mpc−1. To evaluate the non-Gaussianity of the evolved density
field, a measure of non-linear evolution, we examine the bispectrum
of the generated SR field. First, we measure the bispectra in the
equilateral configuration to examine scale dependence. Second, we
measure the cross bispectra in an isosceles triangle configurations to
probe the coupling of small and large scale modes in the squeezed
limit. In both cases, the SR results yield good agreement, within 10%
of the HR results at all scales down to : ∼ 10 ℎ Mpc−1, indicating
that our SRfield is able to capture higher order statistical behaviour of
the evolved density field. We also validate the SR generated velocity
field by measuring the redshift space 2D powerspectra. We find that
the resultant SR field performs well on scales beyond those possible
with the LR simulation, matching the HR field with deviations which
reach about 10% on small scales.

We expect that one important application of our SR model will
be generating mock catalogs from low resolution cosmological sim-
ulations. To this end, we identify and inspect dark matter halos and
their substructures from the generated SR fields. We show that our
SRmodel is able to generate visually authentic small-scale structures
that are well beyond the resolution of the LR input, with statistically
good agreement compared to that from the direct #-body simula-
tions.

We quantitatively examine the abundance of the halo and subhalo
population in the test sets. The SRfield yields good agreement (within
10%) for the overall halo population down to "h = 2.5 × 1011 "� ,
while missing some subhalos in a small mass range, [2.5×1011 "� ,
1012 "�]. This deficit of subhalo abundance is about 12% at I = 2
and about 40% at I = 0. Nevertheless, the SR field still gives rea-
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sonable results in terms of the halo occupation distribution, halo
correlations in both real and redshift space. The pairwise velocity
distribution of halos matches that of the HR output with comparable
scatter. The results demonstrate the potential of AI-assisted SR mod-
eling as a powerful tool for studying small-scale galaxy formation
physics in large cosmological volumes.
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We have released our framework map2map to train the SR model
(https://github.com/eelregit/map2map). It is a PyTorch-
based general neural network framework to transform field data. The
trained SRmodels and the pipeline to generate the SR fields would be
available on (https://github.com/yueyingn/SRS-map2map).
Training and test sets data generated in this work will be shared
on reasonable request to the corresponding author.
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