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ABSTRACT. We introduce a free probabilistic quantity called free Stein irreg-
ularity, which is defined in terms of free Stein discrepancies. It turns out that
this quantity is related via a simple formula to the Murray-von Neumann di-
mension of the closure of the domain of the adjoint of the non-commutative
Jacobian associated to Voiculescu’s free difference quotients. We call this di-
mension the free Stein dimension, and show that it is a *-algebra invariant. We
relate these quantities to the free Fisher information, the non-microstates free
entropy, and the non-microstates free entropy dimension. In the one-variable
case, we show that the free Stein dimension agrees with the free entropy di-
mension, and in the multivariable case compute it in a number of examples.
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bras.
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INTRODUCTION

In free probability, given an n-tuple of self-adjoint operators X := (x1,...,x,)
in a tracial von Neumann algebra (M, 7), a regularity condition is some quantita-
tive behavior of the joint distribution of X that implies some qualitative behavior
of the individual operators x1, . . ., x, or the algebras (von Neumann or otherwise)
that they generate. All of the well-studied regularity conditions fall broadly into
two categories: microstates and non-microstates. Examples of the former include
Voiculescu’s microstates free entropy x(X), microstates free entropy dimension
4(X) [24], modified microstates free entropy dimension &y(X) [25], upper free
orbit dimension £;(X) [11], and 1-bounded entropy h(W*(X)) [14]. Examples
of the latter include non-microstates free entropy x*(X), free Fisher informa-
tion @*(X) [26], non-microstates free entropy dimensions 6*(X) and 6*(X), and
A(X) [6].

Roughly speaking, microstates quantities examine the joint distribution of
X in terms of how well it is approximated by finite dimensional matrix algebras,
whereas non-microstates quantities consider the behavior of certain derivations
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on the polynomial algebra generated by x4, ..., x,. We recall a few of the regular-
ity conditions corresponding to the aforementioned free probabilistic quantities:

(o) If *(x) < oo, then the spectral measure of x is Lebesgue absolutely con-
tinuous with density in L3(IR, m) (this is an unpublished result of Belinschi and
Bercovici; see also Proposition 8.18 in [19]).

(o) If 6(x) = 1, then x is diffuse (i.e. its spectral measures has no atoms) [24].

(o) If 6p(X) > 1, then W*(X) has no Cartan subalgebras and does not have
property I' [25].

(o) If 6p(X) > 1, then W*(X) is prime [10].

(o) If &*(X) < o0, then W*(X) does not have property I' [7].

(o) If 6*(X) = n > 1, then W*(X) is a factor [7].

(o) If *(X) = n, then every non-constant, self-adjoint p € C(xy,...,x,) is
diffuse [4], [17].

(o) If *(X) < oo, then x*(p) > —oo for every non-constant, self-adjoint p €
C(x1,...,x0) [2].

In the present paper, we propose new quantities that fall into the non-micro-
states category: free Stein irregularity and free Stein dimension (see Definitions 2.1
and 2.12). Motivated by work of the second author in [9], these quantities are
defined via the free analogues of Stein kernels and Stein discrepancy (see [15] and
its references). Given an n-tuple (&1,...,&;) € L2(M)", the free Stein discrepancy
of X relative to this n-tuple (see Subsection 1.2) is a non-negative quantity that
measures how close ¢, ..., ¢, are to being the conjugate variables to x1, ..., x;.
In particular, the free Stein discrepancy is zero if and only if &y,...,¢, are the
conjugate variables, in which case ®*(X) < oo and so the above results tell us that
W*(X) does not have property I' and x*(p) > —oo for every non-constant, self-
adjoint p € C(xy,...,x,). Of course, determining that the free Stein discrepancy
was zero required preexisting knowledge of the n-tuple (¢y,...,{,), or a very
lucky guess.

In this paper, we explore what can be said if instead one merely supposes
that the free Stein discrepancy can be made arbitrarily small by varying the n-
tuple (&1,...,&) € L>(M)". We are therefore naturally driven to consider the
infimum of free Stein discrepancies, which we define as the free Stein irregu-
larity, and the situation of interest is simply the regularity condition of having
zero free Stein irregularity. One immediately has that this is a weaker regular-
ity condition than ®*(X) < oo, but it turns out to be a stronger condition than
0*(X) = n (see Corollary 4.4). Interestingly, in the one variable case 6*(X) = 1is
equivalent to having zero free Stein irregularity. This is because for X = (x1), the
square of the free Stein irregularity can be computed explicitly and is given by
the sum of the squares of masses of any atoms in the spectral measure of x; (see
Theorem 4.5). In the general case, the free Stein irregularity is (somewhat sur-
prisingly) given by a formula involving the Murray-von Neumann dimension of
the domain of an unbounded operator (see Theorem 2.11): namely, the adjoint
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of the non-commutative Jacobian associated to Voiculescu’s free difference quo-
tients (see Subsection 1.1). We call this dimension the free Stein dimension of X,
and are able to further relate it to a module of closable derivations on the alge-
bra C(x1,...,x,). From this characterization it follows that the free Stein dimen-
sion is a *-algebra invariant (see Theorem 3.2). Furthermore, we also consider
the above quantities when x4, ..., x,, are considered as variables over a unital *-
subalgebra B C M.

The structure of the paper is as follows. In Section 1, we establish some no-
tation and recall the definitions of free Stein kernels and free Stein discrepancy.
In Section 2, we define free Stein irregularity, derive some elementary properties,
and define free Stein dimension. In Section 3, we characterize free Stein dimen-
sion through modules of closable derivations and use this to show algebraic in-
variance. In Section 4, we relate the free Stein irregularity and dimension to free
Fisher information and non-microstates free entropy dimension(s), and compute
both explicitly in the one-variable case. In Section 5, we compute the (multivari-
able) free Stein irregularity and dimension for a tuple generating a group algebra
or finite-dimensional algebra. We conclude the paper with a few appendices de-
tailing interesting examples and computations.

1. PRELIMINARIES

1.1. NOTATION. Throughout (M, T) denotes a tracial W*-probability space. We
denote by L?(M) the GNS Hilbert space corresponding to T and identify M with
its representation on this space. We let M° = {x° : x € M} denote the opposite
von Neumann algebra, represented on L?(M°) which can be identified with the
dual Hilbert space to L?(M). We let M@M° denote the von Neumann algebra
tensor product, which is equipped with the tensor product trace T ® 7°. We will
typically omit the “o” notation on elements of M®M°. We denote by Jrgo the
Tomita conjugation operator on L?(M®M?°) determined by Jrgrea @ b = a* ® b*
fora,b € M.

Throughout, X will denote a tuple (x1,...,x,) € M" (not necessarily self-
adjoint), and B C M will be a unital subalgebra. We will always assume that
foreachi = 1,...,n, x; = x; for some j (possibly j = i if x; is actually self-
adjoint). T will denote a family (#y,...,t,) of indeterminates of the same length
as X, and B(T) will be the algebra generated by f4,...,t, and B. Note that there
is a unique unital homomorphism B(T) — B(X) which sends each ¢; to x;, which
we will denote evy; evy is always surjective but may fail to be injective. We
will also use evy to denote the corresponding maps on B(T)", B(T) ® B(T)°, and
M, (B(T) @ B(T)°).

For each i, the free difference quotient 9; : B(T) — B(T) ® B(T)® is defined to
be the (unique) linear map with 0;(t;) = ¢;—;1 ® 1 and B C ker 9;, satisfying the
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Leibniz rule; more precisely,

d
9;(boti brti, - bg_1ti,bg) = Y & —ibot; by - -
k=1
We similarly define 0 : B(T) — (B(T) ® B(T)°)" by op = (d1p,...,9,p), and let
7 B(T)" — M, (B(T) ® B(T)°) be the non-commutative Jacobian:

lk 1bk 1 ® bktlk+1 o tldbd

dip1 -+ up1 ap1

dip2 -+ Oup2 ap2
A= . =

alpn anpn apn

For & = (&1,...,&n), H = (y1,...,1n) in either L2(M)" or L2(M@M°®)"
denote

Z SjoMj)2-
]:

For A, B € M, (L*(M®@M?®)) denote

n
(A, B)us == ) ([Aljx [B
jk=1

We denote by # the usual product in M®M® ((a @ b)#(c ® d) = (ac) @ (db)),
the usual product in M, (M®M?®), the action of M@M?® on L*(M) ((a ® b)#c =
ach), the diagonal action of M®M?® on L?(M)", and the action of M,(M®@M?®) on
L>(M)".

In the case that X satisfies no B-algebraic relations, we can view 9;,9, and
# defined on polynomials in the variables X rather than the indeterminates T,
and so they become densely-defined operators on L?(B(X)) or L?(B(X))" with
codomains L2(M®M°®), L>(M@M°)", or M,(L?2(M®M°®)), respectively. Even if
X admits B-algebraic relations, we can still treat these maps as giving relations
between appropriate L?-spaces; for example, letting d correspond to

{(evx(p),evx od(p)): p € B(T)} C L*(M) ® L>(M@M°)".

Since the domain of this relation is dense, we are able to define its adjoint as an
unbounded operator. We record this in the following definition.

DEFINITION 1.1. We denote by 07 5, 0%.5, and _#5.; the adjoints of the corre-
sponding relations with domains L?(M) or L?>(M)". Thus 9} is the unbounded
operator with domain consisting of those a € L?(M®M?®) for which there is some
1 € L2(B(X)) satisfying

(,evx(p)) = (a,evx 09;(p)) Vp € B(T);
we then set 075 (a) := 1. We define 0%.; and _#y.; similarly.
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The fact that evy has dense range in L?(M) (or in L2(M)" for the case of
Zx.p) ensures that if such an 77 exists, it is unique, and so these adjoints are indeed
functions which can readily be checked to be linear. They are not, in general,
densely defined. Further, notice that the domain of _#3.p consists of matrices
whose rows lie in the domain of 9%.5, so

dom( 7y;p) = dom(dx.p)"-
Lastly, let us take the convention of suppressing X or B in the subscripts above

when they are clear from context.
As a final convention, let us denote

1®1 0

0 1®1
sothat ¢ (X) =1.

1.2. FREE STEIN KERNELS AND FREE STEIN DISCREPANCY. We recall some defi-
nitions below from [9]. These have been modified slightly to accommodate our
consideration of non-algebraically free operators X over a unital subalgebra B,
but when X is algebraically free and B = C, we recover the original definition.
By working in this broader generality, we reap a number of benefits: we are able
to consider freeness with amalgamation; we are able to compute free Stein dimen-
sions in finite-dimensional algebras; and we are able to derive some interesting
statements about the free Stein dimension of certain generators of interpolated
free group factors (see Appendix B). The reader may find it useful to gain intu-
ition by considering (as the authors have) the simpler case outlined in Remark 2.2,
where B = C, X is algebraically free and self-adjoint, and the free difference quo-
tients are densely defined operators.

Given Z € L?(M)", we say that

A € My(L*(B(X) ® B(X)®))

is a free Stein kernel of X relative to = over Bif A € dom(_¢y.p) and 75 .5(A) = &:
to wit, if
(1.1) (E,evx P>2 = <A,EVX O/(P»HS VP e B<T>n.
In this case we say (after [21]) that = is a partial conjugate variable to X correspond-
ing to A.

The free Stein discrepancy of X relative to = over B is the quantity

ZH(X|E: B) = inf | A~ 1us,

where as before the infimum is over all free Stein kernels of X relative to Z over
B. Equivalently, X*(X | Z : B) = |[II(A) — 1||us where A is any free Stein kernel
of X relative to = and I is the orthogonal projection onto the closure of the range
ofevxo Z.
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A priori the free Stein discrepancy could be infinite, since a free Stein kernel
for X need not exist. Indeed, if Z is not orthogonal to B" C L?(M)" then for some
Z € B" we have

(E,evx Z)s 0= (A,evxo Z(Z))us YA € Mu(L>(MBM®)).

For general unital subalgebras B, it is not clear if the condition = 1 B" is sufficient
to guarantee the existence of free Stein kernels. However, in the case B = C it
suffices by Theorem 2.1 of [3], which we state below.

PROPOSITION 1.2 ([3]). For E = (&,...,&n) € L2 (M)" & C",

1 n _
Azi=[sEe1-108)Hye1-10y)] € My(IA(MBM?))
ij=
is a free Stein kernel for X relative to E. Consequently, Z*(X | E) < oo always.

REMARK 1.3. For larger unital subalgebras B, Az given in Proposition 1.2
may fail to be a free Stein kernel. Indeed, if x, s are freely independent semicircu-
lar variables, B = C[s], and ¢ = sxs, one can compute that (¢, sxs) = 1 while

(2Ee1-100Hro1-181),s@s) =0.

One might hope that in nice cases Az is the free Stein kernel which attains
the free Stein discrepancy of X, but unfortunately this holds if and only if & = 0
(see Appendix A). However, we do obtain the following corollary.

COROLLARY 1.4. The map
L2 (M)"©C" 3 E— ZF(X| E)
is continuous.

Proof. For Z,E' € L*(M)" © C" let Az and Az be as in Proposition 1.2.
Then

[Z(X18) = 2*(X| &")| = ||I1(Azg) — Lllus — [1T(Az) — 1| ms]
< 11(Az)-I(Ag) |ns <[ Az — Az |lus < C| E—Z'|2,

where C > 0 is a constant depending only onn and X. 1

REMARK 1.5. If X*(X | E) = 0, then 1 is a free Stein kernel for X and hence
<E,6VX P>2 = <]l,evX O/(P»HS VP € (C<X>n

That s, = is the usual conjugate variable to X. In fact, this is precisely why the free
Stein discrepancy is defined to measure the distance between a free Stein kernel
A and 1. We remind the reader that the free Fisher information of X is defined as
the quantity

@*(X) = |18II3
if B is the conjugate variable to X, whereas it is defined to be +co if no conjugate
variable exists (cf. Definition 6.1 of [26]).
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Furthermore, Z*(X | X) = 0if and only if X is the conjugate variable to X if
and only if X is a free semicircular family.

2. FREE STEIN IRREGULARITY

We begin with the definition of free Stein irregularity. In order to better
motivate and clarify the definition, it is immediately followed by an examination
of the special case of algebraically free variables over the scalars.

DEFINITION 2.1. Let X = (x1,...,X) € M" be a tuple of operators such
that foreachi =1,...,n, xj = X; for some j. Let B be a unital *-subalgebra of M.
The free Stein irreqularity of X over B is the quantity

I*(X:B):=inf{Z*(X|Z:B): Z € L2(M)"}.
For R > 0, the R-bounded free Stein irregularity of X over B is the quantity
ZH(X:B) :=inf{Z*(X|Z:B): & € L}*(M)" with | Z|» < R}.
Note that Z*(X : B) = I%n% Xi(X:B) = Rlim X%(X : B). In the particular case
> —r00
B = C, we will use the shorthand XZ*(X) := Z*(X : C).

REMARK 2.2. Consider the following special case: let X = (xq,...,x,) be
an n-tuple of self-adjoint operators generating M. Assume that x1, ..., x; are al-
gebraically free so that evy : C(T) — C(X) is a x-algebra isomorphism. This
allows us to view the free difference quotients E)j, j=1,...,n,as defined directly
on C(X), and, moreover, as densely defined (unbounded) operators of the form

9; : L*(M) — L*(M®M°).

Similarly, 0 and _# may be regarded as maps densely defined on the appropriate
Hilbert spaces.

In this context, a free Stein kernel A of X relative to some Z is simply an
element of dom(_#*) with _#*(A) = 5. Consequently, the free Stein irregularity,
which is given by the formula

IH(X) == inf{Z*(X | E) : E € L2(M)"},

(see Definition 2.1), is equivalently the distance between 1 and (the closure of)
dom(_¢*) in My, (L2(M®M?®)). The free Stein irregularity can be thought of as
quantitative measurement of how close the n-tuple X is to having conjugate vari-
ables. Indeed, capturing such a defect was the original motivation for defining
this quantity and if we consider the following technical modification

(X)) = inf{Z* (X | &) : & € L2(M)" with || E, <R}, R >0,

then X} (X) = 0if and only if an n-tuple of conjugate variables to X exists and is
bounded by R (see Theorem 4.1).
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It turns out that the Hilbert subspace dom(_#*) C M, (L>(M®M?®)) is a left
M®MP°-module (see Lemma 2.10) and that its Murray—von Neumann dimension
is related to the free Stein irregularity by the following formula:

n— £(X)? = dimyg, (e, (dom( 7))
(see Theorem 2.11). We are thus compelled to study the quantity on the left-hand

side, which we denote by ¢ (X) and call the free Stein dimension of X. Analogously
to free entropy dimension, it satisfies the inequality

c(X,Y) <o(X)+o(Y),

where Y is another tuple of self-adjoint operators generating some (potentially
larger) von Neumann algebra along with X; equality holds if X and Y are freely
independent (see Corollary 2.8). It is also a *-algebra invariant (see Theorem 3.2)
and compares to the non-microstates free entropy dimensions:

7(X) < 6*(X) < 6*(X)

(see Corollary 4.4). Moreover, it is known to agree with these other dimensions
in a number of cases (see Theorem 4.5, Proposition 5.1, and Corollary 5.2). In
particular, when n = 1 and x is a self-adjoint operator with spectral measure
we have
o(x) =1- ) pe({th?%
teR

It is thus natural to wonder whether these dimensions always agree. However,
some basic relations still elude us. For example, when x*(X) > oo itis known that
0*(X) = 6*(X) = n, but it remains open whether or not this implies ¢(X) = n as
well.

REMARK 2.3. Observe that
Y¥*(X:B)= inf X*(X|E:B)

EcL2(M)"
- inf |A=1[lus=  inf = [[A—1ps.
(AB), F5.5(A)=E Acdom( fxp)

Thatis, £*(X : B) is the distance between 1 and (the closure of) dom(_#%.5).

REMARK 2.4. Notice thatif B C C C M, there are fewer free Stein kernels
of X over B than over C (as there are more polynomials and so more relations
must be satisfied); it follows that Z*(X : B) < X*(X : C). More formally, if
E: M®M° — W*(B(X) ® B(X)?) is the trace-preserving conditional expectation
onto the von Neumann algebra generated by B(X) ® B(X)°, then the claimed
inequality follows from the inclusion (£ ® I)(dom(_#%.-)) C dom(_#%.5).

2.1. ELEMENTARY PROPERTIES. We derive some useful properties of free Stein
irregularity.

PROPOSITION 2.5. X*(X : B) = X*(X : W*(B)).
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Proof. Denote N = W*(B). We have X*(X : B) < X*(X : N) by Remark 2.4,
so we need only establish the other inequality. Now, let us suppose that A is
a Stein kernel for X relative to = over B. Fix p = bot; by ---t;,b; € N(T) with
bo,...,by € N and for j = 0,...,d take a sequence (b;(k))rey C B converging
strongly to b; with norms uniformly bounded by ||b;|| (such exists by Kaplansky’s
density theorem). Then if we let

p(k) :=bo(k)t; by (k) - - - t;,ba(k) € B(T),

we find evx(p(k)) converges to evy(p) in L?>(M), while evx 0d(p(k)) converges
to evy 0d(p) in L2(M®@M°®)". If P € N(T)" and P(k) are chosen in a similar way,
it follows that

(E,evx P) = I};&(S, evyx(P(k))) = klgrolo@‘l,evx o #(P(k))) = (A,evxo 7 (P));

that is, A is also a Stein kernel for X relative to = over N. Hence X*(X : N) <
X*(X:B). 1

LEMMA 2.6. Let B,C C M be unital x-subalgebras, and let D C BN C be a
common unital x-subalgebra with conditional expectation € : (BV C)(X) — D, where
BV C is the x-algebra generated by B and C. If C is free from B(X) with amalgamation
over D, then

S*(X:BVC)=X*(X:B).
In particular, if X is free from C, then Z*(X : C) = X*(X).

Proof. By Remark 2.4, it suffices to prove X*(X : BV C) < X*(X : B). Since
dom(_#5.5) = dom(9%.5)", it further suffices by Remark 2.3 to show dom(9%.5)
C dom(0%.5,c)- Let 7 € dom(d%.p), with § := 9%.5(17). Take cg,...,c; € C
with E(¢;) =0fori=1,...,d—1,and Py,...,P; € B(T) with E(evx P;) = 0 for
i=1,...,d;set P =coPicy - - Pycy.

We claim

(¢, evx P)y = (17,evx 0dx:pvcP)o.

If d = 0, the left-hand side is (§, £(cp)) = 0 since ¢ is orthogonal to D C B and
free from C with amalgamation. The right-hand side is zero by the definition of
dx.gvc- If d > 2, it is not hard to check that both sides are zero due to freeness
with amalgamation over D. Thus it remains to establish the claim whend = 1. In
this case, invoking freeness with amalgamation, we have:

(¢ evx(coPic1))2 = (G, co(evx Pr)er)2 = (G, E(co)(evx P1)E(c1))2
= (¢, evx(E(co)P1€(c1)))2 = (11, evx 09x:5(E(co) P1E(c1)))2
= (17,E(co) -evx 0dx.(P1) - E(c1))2
= (11,&(co) - evx 0dx.pyc(P1) - E(c1))2
= (1,c0 - evx 0dx.pyc(P1) - c1)2 = (17,evx 0dx.pyc(coPict))a-
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This completes the proof of the claim. Finally, since such elements P span (B V
C)(T), this shows that 7 € dom(9%.p,,), completing the proof. 1

THEOREM 2.7. Let B, C C M be unital x-subalgebras, and let X € M",Y € M™

be tuples. Then
SHX:B)24+ZH(Y:C)? < Z*(X,Y: BVC)?
< ZH(X: (BVO)(Y))2+ZH(Y : (BVC)(X))2

Moreover, suppose D C BN C is a common unital x-subalgebra with conditional expec-
tation € : (BV C)(XUY) — D. If B(X) and C(Y) are free with amalgamation over D,
then the above inequalities are equalities.

Proof. Let A € dom( A Y):B\/C)‘ Let A; be the entry-wise projection of

the top-left n x n sub-matrix of A onto L?(B(X) ® B(X)°), and let A, be the
entry-wise projection of the bottom-right m x m sub-matrix of A onto L?(C(Y) ®
C(Y)°). One easily checks that Ay € dom(_#¥.5) and A, € dom(_¢7.-). Hence

ZH(X: B+ ZH(Y: C)? < || A — Lfis + | A2 — 1ffis < | A - 1 s

Since A € dom( ¢, (X,Y):Bv ) was arbitrary, this yields the first inequality.

Next, let A; € dom(/;g:(BvC)(Y)) and A, € dom(/{fz(BvC)(XQ. It is easily
checked that

A 0
A= { 0 A } € dom(/(*x,y):Bvc)'
Thus
ZHX,Y:BVC)P? < [|A—-1ffs = 1A — Lllfs + [[ A2 — 1lFs,

and so the second inequality follows.
Finally, if B(X) and C(Y) are free with amalgamation over D, then by Lem-
ma 2.6 we have

(X :(BVC)Y)) =Z"(X:BV(C(Y))) = Z*(X: B).
Similarly, Z*(Y : (BV C)(X)) = Z*(Y : C). This forces the claimed equality. &

Applying the previous theorem to the special case B = C = D(= C), yields
the following corollary.

COROLLARY 2.8. (i) If B(X) and B(Y) are free with amalgamation over B, then
I*(X,Y:B)? = Z*(X: B)2+ X*(Y : B)%.
(ii) If X and Y are free, then
(X, Y)? = ZF(X)2 4+ ZF(Y)2

PROPOSITION 2.9. The function R — X} (X : B) is convex.



FREE STEIN IRREGULARITY AND DIMENSION 111

Proof. Let0 < Ry < Ryp. Let Ay, Ay € dom(_75.p5) with ||_#%.5(A:) |2 < R
i=1,2,. Thenfort € [0,1], (1 —t)A; +tAp € dom(_7Z¥.5) with

| Zx5((1—1t)A1 +tAs) |2
< (=8| Ixp(A1) 2+t Fx.p(A2)[2 < (1 — )Ry +Ro.

Hence
R 4ty (X 1 B) < [(L = 1) Ay + A — 1[ns
< (1—t)[|A; — 1f|us + t|| A2 — 1||ps.

Taking the infimum over A; and A, completes the proof. &

2.2. FREE STEIN DIMENSION. In this subsection we give a characterization of the
free Stein irregularity in terms of the Murray-von Neumann dimension of the
closure of dom(_#%.5) in M, (L2(M®M®)), viewed as a left M@M°-module. We
first show, in the following lemma, that dom(d%.;) admits a left B(X) ® B(X)°
action; this is the multivariate analogue of Proposition 4.1 in [26] and follows by
an identical proof.

LEMMA 2.10. For y = (#1,...,1n) € dom(d%.p) and p,q € B(T), evx(p ®
q)#n € dom(0%.p) with

ox.p(evx(p ® q)#n)

n
=evx(p ® q)#d%.5(y Z (1®1°)(evx p - [n#evx 0di(q*)*])

— (t®@1)([n#evx 0d;(p*)*] - evxq).

From this lemma we see that dom(9%.5) is invariant under the left action
of B(X) ® B(X)°. Consequently, the Kaplansky density theorem implies that
dom(9%.p) is a closed, left M®M°-module. Observe that for A € dom(_¢%.5),
if A; = (Aj, ..., Ai) (e the i-th row of A) fori = 1,...,n, then Aq,..., A, €
dom(9%.5). It then follows that dom(_¢5.;) is also a closed, left M,,(M®@M°®)-
module satisfying dom(_#3; ) = dom(d%.) . This identification immediately
gives the second equality in the following theorem. The proof is similar to that of
Lemma 4.5 in [6].

THEOREM 2.11. For B C M a unital x-subalgebra and X = (x1,...,x,) € M"
such that M = W*(B(X)),

n— X*(X : B)? = dim g0 dom(d% ) = ndimy;, (vzme) dom( 25 p)-

Proof. Lete € M, (L?(M®M?®)) be the projection of 1 onto dom(_#5.5) so
that X*(X : B) = ||e — 1||us. Hence

n—X*(X:B)? = n— ellfis +2Re (e, 1)ns — [ L]Ifss = llellfss.
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Now, identify M®M° with its diagonal representation M®M° ® I, on
L>(M®M°)". The commutant of M®M°® under this identification is given by
M, (N) where N := (M@M°)' N B(L*(M®M?")). Observe that

dom( 73 ;) = dom(d%.p)
= {(Tvy,...,Toy) : T € My(N), T-L>(M®M°)" C dom(d%.5)},

where v; € L*(M®M?°)" is the vector with 1® 1 in the j-th entry and zeros
elsewhere. In fact, (Tovy,...,Tv,) in the last space is sent to its transpose in
the first space. Let f be the projection of L>(M®M°®)" onto dom(d%.5), so that
f € Mu(N); then fT € dom(_#3.;), and we further claim that f7 = e. Indeed,
for A € dom(_#5.5) let Ay,..., Ay € dom(d%.5) be the rows of A as in the dis-
cussion preceding the theorem. Hence fA; = A; and so

n

(fT, Aus = (1, fTA)us = Y (1@ 1, [fT]:[Alij)us

ij=1

= L (101, [l )ns = -iﬁl &1, £l (40 s
ij= ij=

:f<1®1 (FA); f1®1 s

I
—

I
=

(1®1,[Ali)ns = (1, A)us = (e, A)ns.

I
—

Thus fT = e and

dimy e (dom(9%.5)) = [Ifllfss = I1fT IIfss = llellfss.
So the result follows by our previous computation.
In light of the above theorem, we make the following definition.

DEFINITION 2.12. For an n-tuple X, the free Stein dimension of X over B is
the quantity

o(X:B):=n—X*(X:B)>

We can rephrase Theorem 2.7 and Corollary 2.8 in terms of free Stein dimen-
sion as follows.

COROLLARY 2.13. Let B,C C M be unital *-subalgebras, and let X € M",
Y € M™ be tuples. Then

o(X: (BVC)Y)) +o(Y: (BVC)X)) <o(X,Y:BVC) <o(X:B)+o(Y:C).

Moreover, suppose D C B N C is a common unital x-subalgebra with conditional expec-
tation € : (BV C)[XUY]| — D. If B(X) and C(Y) are free with amalgamation over D,
then the above inequalities are equalities.
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In particular, if B(X) and B(Y') are free with amalgamation over B, then
o(X,Y:B)=0(X:B)+0c(Y:B).
Furthermore, if X and Y are free, then
o(X,Y)=0(X)+o(Y).

3. VIA CLOSABLE DERIVATIONS

In this section we characterize o(X : B) in terms of certain closable deriva-
tions on B(X). This perspective yields a number of invariance results; in particu-
lar, that (X : B) depends only on the algebras B and B(X).

For an inclusion of two *-subalgebras B C C C M with M = W*(C), con-
sider the set

Derig1(B C C) := {d: C — L2(M®M?®) : d is a derivation with
B C ker(d)and1®1 € dom(d™)}.
This set of derivations admits a right C ® C°-action:
d-(a®@b):=d(- )#(axDb).
Indeed, a* ® b* € dom(d*) by the same proof as Proposition 4.1 of [26] and so
[d-(a@b)]"(1®1) =d*(a" ®b").

LEMMA 3.1. For B C M a *-subalgebra and X = (x,...,x,) € M", the conju-

gate linear map
¢x : Deryg1(B C B(X)) — dom(9%.p)
d— (Jrerd(x1),. .., Jrored(xy))
is a bijection that maps the right B(X) ® B(X)°-action on Der1g1(B C B(X)) to the left
reqular B{X) ® B{X)°-action on L>(M®@M?®). Consequently, when M = W*(B(X))
0(X : B) = dimyzpe ¢x(Derier (B C B(X))).

Proof. First notice that each element of Derj 1 (B C B(X)) is determined by
its values on X. Hence ¢y is injective.
Now, given d € Deryg1(B C B(X)), we have for any p € B(T)

(@ (1e1),evxp)y = (1®1,d(evx p))

= <1 X 1, i evy oai(p)#d(xi)>2 = <¢X(d),evx Oa(p)>2

i=1

Thus ¢x(d) € dom(d%.5)-
Givena = (ay,...,a,) € dom(d%.5), define

- n
do : B(T) 3 p—= Y _ evyx 00;(p)#]raroa;.
i=1
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Then for p,q,r € B(T) one has

(evx(p @ q),da(r))us = (evx(p @ g)#a, evx 09(r))ns
= (Ox.p(evx(p @ q)#a), evx(r))ms,
where the last equality uses Lemma 2.10. It follows that d, = d, o evy for some
d, € Deryg1(B C B(X)) withd;(1® 1) = 9%.5(a). In particular, d,(x;) = da(t;) =
Jrore (ﬂ,‘). Thusa = (Px(du) S ¢X(Der1®1 (B C B<X>)) 1

3.1. ALGEBRAIC INVARIANCE. If Y € B(X)™ satisfies B(Y) = B(X), then ¢y o
¢y yields a left B(X) ® B(X)°-module isomorphism of dom(d%.;) = dom(3%.p).
This extends to a left M®M°-module isomorphism dom(0%.,) = dom(d5.5). Us-
ing Theorem 2.11 we obtain the following theorem.

THEOREM 3.2. IfY € B(X)™ satisfies B(Y) = B(X), then

c(Y:B)=0(X:B).

REMARK 3.3. It follows from Theorem 3.2 that for any Y € B(X)™, we have
o(X,Y:B) =0c(X:B).
In particular, if Y € B" then (Y : B) = 0.
For every Y € B(X)™ we have the following map:
¥x,y : Derg1(B C B(X)) — Derig1(B C B(Y))
d — d|gyy-

Of course, if B(Y) = B(X) then this map is the identity map, but otherwise it
is potentially neither injective nor surjective. Nevertheless, one can therefore al-
ways consider the composition ¢y o Px y © (p;(l.

PROPOSITION 3.4. Let Y € B(X)" with Y = evx F for some F € B(T). Then
for a € dom(9%.5), we have
(3.1) Py o Pxy o Py (a) = atevyo 7 (F)* € dom(d}.5),
with 8 (a#tevy o 7 (F)*) = d%.p(a). Moreover, py o pxy o px" extends to a map
px,y : dom(d%.p) — dom(93.5), and when M = W*(B(X)) one has
(X :B) <o(Y:B)+ dimyzye (ker(oxy))-

Proof. LetY = (y1,...,Yym) and F = (f1,..., fm). Fora = (ay,...,a,) €
dom(d% ), we have that ¢y ' (a) is given by the derivation d, defined in the proof
of Lemma 3.1. In particular, d,(x;) = Jrgroa;. It follows that

Py o Pxy o Px' (a)
= (IT®T°du(yl)r oo Jrereds (]/m))
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n n

= (]T@TO 2 €vx Oai1 (fl)#]T®TO Aips- - o Jrere Z €vx Oaim (fm)#]T®T°aim)

i=1 im=1
(Zall#evx 09;, (f1)*,. Zalm#evx 09;, (fm)" ) =a#tevxo ¢ (F)",

and so equation (3.1) holds. As the right action of M,,(B(X) ® B(X)°) isbounded,
we immediately obtain the extension px y. Furthermore, px y commutes with the
left action of M®M° and so is a left M®M°-module map when M = W*(B(X)).
Hence the claimed inequality follows from Theorem 2.11 and the rank-nullity
theorem. 1

This structure in many cases puts restrictions on the sort of free Stein kernels
that may be produced for a given tuple. For example, in light of Theorem 2.7
(and in particular its proof) one may ask whether a kernel for X may always be
extended to a kernel for a larger system (X, Y), as in many nice cases this can be
done. However, using the above proposition, Example B.5 shows that this is not
always possible.

REMARK 3.5. Theorem 3.2 and Proposition 3.4 can be generalized slightly
by considering the following non-commutative power series. After [4], for R > 0
we denote by B(T)g the completion of B(T) in the norm

Ipllg = inf { 3 1boll -+ ball R : p = Y- boti by -+ tibuy bo,by, .., by € B}

Note that this is in fact a Banach norm. We also denote
T)sr:= |J B(T)r
R'>R
This space should be regarded as non-commutative power series with radius of
convergence strictly greater than R. Observe that if R > max ||x;||, the evaluation
1

evy extends continuously to a homomorphism B(T)~g — M that sends ¢; to x;.
We denote B(X)~r = evx(B(T)>g).

It is readily seen that the derivations 9;, i = 1,...,n, extend to derivations
on B(T) - that are valued in the projective tensor product B(T)~g®B(T)< . The
evaluation map on B(T) @ B(T)° extends to B(T)~g®B(T)2 ; and is valued in
M®M?°. Consequently, when R > max ||x;||, any d € Derjg1(B C B(X)) can be

1

extended to evy p € B(X)-r by

d(evy p) Zevxa YV (x;).

That is,

Derie1(B C B(X)) C Derig1(B C B(X)>R).
In fact, the above inclusion is an equality. Indeed, all concerned derivations are
closable by virtue of having 1 ® 1 in the domain of their adjoints. Consequently,



116 IAN CHARLESWORTH AND BRENT NELSON

such a derivation on B(X)-r is uniquely determined by its values on B(X). It
follows that for Y € B(X)"p,if B(Y)>r = B(X)-g theno(Y : B) = (X : B).
We also wish to point out the relation between Dery1(C C C(X)) and
a class of derivations considered by Shlyakhtenko in [23]: Der,(C(X); C(X) ®
C(X)). This class consists of derivations d : C(X) — L?(M®M®°) satisfying
d*(1®1) € C(X)~g for some R > max ||x;|| and such that d(x;),...,d(x,) are
1

likewise contained in a certain power series completion of C(X) ® C(X). Thus
we immediately have
Der, (C(X); C(X) ® C(X)) C Der11(C C C(X)).

In Corollary 17 of [23], under the assumption that W*(X) embeds into the ultra-
power of the hyperfinite II; factor, it is shown that

dim gz §x (Dera(C(X); C(X) © C(X))) < do(X),
where ¢y is the microstates free entropy dimension (see Definition 6.1 of [25]).
While this does not immediately imply any relation between ¢(X) and dy(X), it
certainly bears future investigation.

3.2. THE SPECIAL CASE OF B = C. We consider now the special case B = C. Of
particular interest to us will be the case when 0 gives a closable densely defined
operator @ : L>(M) — L2(M®M°®)", in which case we denote its closure by 0.
(We will see in Corollary 4.7 that this is equivalent to the condition o(X) = n.)
Since 0 is a derivation which is symmetric in the sense that

(a-0(b),0(c))2 = (d(c*),a(b*) -a*)y a,b,c e C(X),
it follows from [8] that d is a symmetric derivation on dom(d) N M, which is itself

a x-algebra.

THEOREM 3.6. Let M = W*(X). Suppose d : L>(M) — L*(M®M°)" gives a
closable densely defined operator. Then for any Y = (y1,...,ym) € (dom(a) N M)™
with d(y;) € (MR®M®)" for each j =1,...,m, we have ¢(X) = o(X,Y).

Proof. First note that since dom(d) N M is a x-algebra, it contains C(X,Y).
Moreover, since 8]/]- € M®M?° for eachj = 1,...,n, we have dp € M®M° for
every p € C(X,Y).

We will proceed by constructing a bijection

¥ : Derg1(C C C(X)) — Der1z1(C C C(X,Y)).

Given d € Dery1(C C C(X)) define ¥(d) : C(X,Y) — L2(M®M°®) by
[¥(d)](p) := féi(p)#d(xa = 9(p)#d(X).

Note that ¥ is injective since ¥(d)|c(xy = d. We claim ¥(d) € Der1(C C

C(X,Y)). Indeed, it is a derivation by virtue of d being a derivation on dom(d) N
M D C(X,Y). Tosee that 1 ®1 € dom(¥(d)*), note that for any p € C(X,Y)
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there is a sequence (px)reny C C(X) converging to p in L?(M) with (3(p))ken
converging to d(p) in L2(M®M°)". Consequently,

(d*(1x1),p)2 :kli_>1'1;10<d*(1®1), Pk)2 :kli_{g(l@l, d(pr))2 :kh_gloi{@i@k)*r d(x;))2

= é@i(p)*,d(xi»z = (101 [¥@d)](p))2

where the second-to-last equality follows from the fact that the adjoint is an isom-
etry on L2(M®M?®). Thus 1® 1 € dom(¥(d)*) with ¥(d)*(1®1) = d*(1®1).
This establishes the claim.

Next consider d € Deryg1(C C C(X,Y)). We claim d(y;) = 0(y;)#d(X) for
eachj=1,...,m. Note that this implies d = ¥ (d|cx)) and hence ¥ is a bijection.
This will conclude the proof since Lemma 3.1 will then imply o(X) = (X, Y).

For each j = o1 let (y(k) Jken € C(X) be a sequence converging to yj in

L?(M) with (a(y](.k)))keN converging to d(y;) in L*(M&M°)". Then for each j =
1,...,mand any a € C(X) ® C(X)° we have

- f@i(yj),a#nwd(xi»z - <5<yj>#d<x>,a>z.

This yields the claimed equality since C(X) ® C(X)° is dense in L2(M®@M°®). &

REMARK 3.7. For R > max ||x;||, Theorem 3.6 applies to any y € C(X)-r
1

as in Remark 3.5. It also applies to f(p), where p € dom(d) N M is self-adjoint
withd(p) € (M®M°)" and f € C}(R). In this case 9(f(p)) = 9,(f)#d(p), where
dp(f) is the image of the function

_ fe)=ft)
Fan={ 0 Horh
f'(s) ifs=t,
under the identification of the unital C*-algebra generated by p ® 1 and 1 ® p with

continuous functions on its spectrum. Moreover, this can be further extended to
Lipschitz functions f on R (see Theorem 5.1 of [8]).

Lastly, we show that 1 is a lower bound for ¢(X) as soon as W*(X) contains
a diffuse element. In particular, this implies that c(X) > 1 for any generating set
X of the hyperfinite II; factor R.

THEOREM 3.8. If W*(X) contains a diffuse element, then o(X) > 1.
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Proof. We first note that for any elementary tensora ®b € M® M°,d(-) :=
[-,a* ® b*] defines an element of Derj g1 (X) with
d*(1®1) =at(b) — t(a)b.

Furthermore,
n
[(Jrwred(x1), .., Jrored(xa)) 13 < 2 Y llxi]1?]la @ b]3.
i=1

Thus we can extend the map a @ b — (Jrgred(x1),..., Jrerd(xy)) to all of
L?>(M®M?®) and obtain by Lemma 3.1 a left M®M°-module map
¢ : L2(M®M®) — dom(d%).
If ¢ is injective, then it will follow that
o(X) = dimyz e dom (k) > dimyzye L(MEOM®) = 1.

Suppose 7 € L2(M®@M°) satisfies ¢(17) = 0. Consequently, [x;, 5] = 0 for i =
1,...,n and so it follows that [y, 5] = 0 for all y € W*(X). Letyy € W*(X) be a

diffuse element, which exists by hypothesis. Since we can identify L?(M@M®) =
HS(L?(M)), [yo,17] = 0 implies 7 = 0. Thus ¢ is injective. &

4. RELATION TO FREE ENTROPY

We now turn to an examination of how free Stein irregularity and dimen-
sion relate to the free Fisher information and non-microstates free entropy dimen-
sion(s).

THEOREM 4.1. For R > 0, £%(X : B) = 0 if and only if *(X : B) < R?,
Proof. Suppose Z%(X : B) = 0. Then there exists a sequence (Z®)),cy C
L2(B(X)) such that |E®|, < Rand Z*(X|E® : B) < i forallk € N. Let

Aj be a free Stein kernel of X relative to Z%) over B such that ||A; — 1|gs =
=*(X | E® : B). Then Ay — 1. Hence for every P € B(T)" we have

lim (2®), evy P), = lim (Ay,evico 7 (P))ns = (1, evx o7 (P))ns.

k—o0

The density of B(X) in L2(B(X)) implies the sequence (£, (since it is uni-
formly bounded) converges weakly to some E € L2(B(X))". Moreover, the above
limit implies = is the conjugate variable of X with respect to B and

o*(X:B) =||E|3 < li;nianE(k)H% < R
—00

The converse is immediate. 1
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The following result is a minor generalization of Theorem 2.7 in [21] (which
corresponds to the special case B = C). We state it here using our notation and
terminology, but the core idea of the proof is not novel.

PROPOSITION 4.2. Let S be a free semicircular family, free from B(X). Then

limsup t®* (X + VS : B) < Z*(X : B)2.

t—0

Proof. Let f : (0,00) — (0, 0) be any decreasing function such that

lim f(t) = 400, but }5% \/Ef(t) =

t—0
(E.g. f(t) = t~1/4). Then

}E%Zf( )(X :B) =X*(X:B).

For each t > 0, let Q; € L?(B(X))" be such that ||Q¢||» < f() and such that there
exists a free Stein kernel A; for X relative to Q; over B such that

[Ar = T[s < Zp ;) (X 2 B) 4t

Recall that the conjugate variables to X + 1/tS with respect to B are &(\%S) where

& W*(B(X,S)) — W*(B(X + +/tS)) is the conditional expectation (cf. Corol-
lary 3.9 of [26]). By the same proof as in Lemma 2.3 of [21], it follows that

E(Qr) = E(AS).
Thus
VIO (X + ViS : B)2=VH|E(J:9) 2 <VEHIE((L = AD#S) 12+ VE|E(Q1) 2
<ﬂll(ﬂ—At)#$SHz+\ff()= 11— Alls + VEf(2)
(4.1) < Zj (X2 B) + £+ VEf().
This tends to Z*(X : B)ast — 0. 1

We remind the reader that the relative non-microstates free entropy of X with
respect to B is defined as the quantity

N\»—\

x5 ( / *(X+VtS:B)dt+ = log(27te)
0

where S is a free semicircular family free from B(X) (cf. Definition 7.1 of [26]). The
following is a minor generalization of Corollary 2.8 in [21]. As with the previous
result, we state it using our notation and terminology, but the core idea of the
proof is not novel.
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PROPOSITION 4.3. Let S be a free semicircular family free from X. Then
lim sup XX+ VeS : B) < X*(X:B)2
e—0 (1/2) log €

Proof. Using Corollary 6.14 of [26] and implementing the change of variable
t = t — € in the integral appearing in the above definition of x*, we obtain

1
lim sup X (XS B) = lim sup ! / "
e—0 (1/2)loge eso  loge J I+t—e

— @*(X +/tS: B) dt.

Now, for any free Stein kernel A relative to some Q over B we have

(X + VES 1 B) < (|€((1 — AL5)]la + |E(A#5) 1)

1 2
<= Ale+ —|1-A + 10|13
tH [ \/EII Iusl|Qll2 + QI3

Thus
1
n
— —P*(X tS: B) dt
/1+t—e ( + VIS )d
€

> nlog(2 —€) +log(e)[[1 — Allfis — 4(1 — Ve) |1~ AllmsllQll2— (1-€) [Ql2-
Since log(e) < 0 for € < 1, this in turn implies
limsup X' (XH VeS: B)

P (172)loge

Since A was an arbitrary free Stein kernel over B, we obtain the desired inequal-
ity. 1

< - Allss.

We remind the reader that the there are two versions of the relative non-
microstates free entropy dimension of X with respect to B:

5*(X : B) = 1 — liminf X X+ V€S : B)
e—0 (1/2)loge

0*(X:B):=n —limiglf(—:@*(X—l— VeS: B),
€—

where S is a free semicircular family free from B(X); moreover, 6*(X : B) <
0*(X : B) (cf. Section 4.1.1 of [6]). Although this paper was interested only in the
case B = C, the idea generalizes straightforwardly by using the relative versions
of x* and @*. Thus from Proposition 4.3 we obtain the following corollary.

COROLLARY 4.4. For any *-algebra B and n-tuple X,
o(X:B) <6 (X:B)<d(X:B).
Recall that in the self-adjoint one-variable case X = (x), one has

F(x) =" (x) =1- Y u({1})?

teR
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by Proposition 6.3 of [24], Propositions 7.6 of [26], and [6], where y is the distri-
bution of x on R. Thus, in particular, the following theorem shows that the above
inequalities are in fact equalities.

THEOREM 4.5. Let x € (M, T) be self-adjoint with distribution p on R. Then
()2 =) p({1)?
teR
Consequently, X* (x) = 0 if and only if x has no atoms.

Proof. Recall that in the one-variable case

X'(X+4/ES:B) )
liminf (1/2)loge tgﬂ({t}) '
Thus Corollary 4.4 implies
> () < T (0

teR
To see the reverse inequality, consider for € > 0 the function

ge(t) == 2/ ((t_s) du(s).
R

t—s)2+e2

Observe that |ge(t)]| < e%(|t| +1(|x])) € L?(u). In particular, for any polynomial
p we have

[ setopte) dntty =2 [ FE2E0 auoancs
QST IOESTE) B

(t—s)2+
_ (t—s) (t) —p(s)
// t—s)2+e2  t—s dp(s)dp(t).
That is, Ac(t,s) = (tf;)% is a free Stein kernel for x relative to g.. So we

compute for § > 0

2 (2 < e =, = [[ 14c(t5) = 1P du(t)dn(s)

64
- // (=) 5 ey HHduls)

< [ Sanane)+ [[ 1auwants

|t—s|>0 |t—s|<d
4
€
<G tem(ts) eR |t —s| <d}).

Letting first € tend to zero and then J, we obtain the other inequality. &
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REMARK 4.6. As a particular example of Theorem 4.5, for x € My (C)s.a. we
have

2@

L

where k < n is the number of distinct elgenvalues of x with respective multiplic-
ities mq,...,m; € N.

The inequalities in Corollary 4.4 also enable us to prove the following corol-
lary.

COROLLARY 4.7. Suppose M = W*(X). Then 0(X) = n if and only if 7 gives
a densely defined closable operator

7 L2(M)" — M, (L2(M@M°)),
and if and only if 9 gives a densely defined closable operator
0: L2 (M) — L2(M®M°)".

Proof. Let us suppose that o(X) = n; since 0(X) < 6*(X) < n, X has full
free entropy dimension. It then follows from [4] that X satisfies no algebraic
relation, and hence we may view _# and 0 as densely defined operators with
the above domains and codomains. Moreover, by Theorem 2.11, #* and 9* are
densely defined, whence _# and d are closable.

Contrariwise, when either _# or 0 gives a linear operator, its adjoint as an
unbounded operator and its adjoint arising from evaluation of polynomials in

C(T) agree. The closability of # or 9 is then equivalent to their adjoints having
dense domains, and so Theorem 2.11 yields the result. 1

This also allows us to reword Theorem 3.6 as follows.

COROLLARY 4.8. Let M = W*(X). Suppose 0(X) = n. Then for any Y =
(Y1,...,ym) € (dom(d) N M)™ with 5(%-) € (M®M°)" foreachj =1,...,m, we
have 0(X,Y) =

4.1. REGULARITY HIERARCHY. Let us relate the condition ¢(X) = n to other
well-studied regularity conditions. We have the following picture:

A x*(X) > —o0 N
| & (X) < o | |6°(X) = |

> c(X)=mn Z

The top two arrows are of course well-known results: the first is Proposition 7.9 of
[26] while the second follows from Proposition 7.5 of [26] and the definition of §*
in Section 4.1.1 of [6]. The bottom two arrows follow from Theorem 4.1 and Corol-
lary 4.4, respectively. Thus it is natural to ask what the relationship is between
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having finite non-microstates free entropy and having full free Stein dimension.
In the case n = 1, we see that the former implies the latter by Theorem 4.5.

REMARK 4.9. The above raises some interesting questions:
(i) Does x*(X) > —oo imply ¢(X) = n in general?
(ii) Does 0(X) = ¢6*(X) in general?
We begin to investigate the first question below; then, in Section 5, we ex-
hibit some cases where the equality in the second question holds.

In order to be begin analyzing the relationship between these two condi-
tions, consider the following quantity:
In X% (X)

mR < [—00,0].

(4.2) « := limsup

R—o0

That is, « compares how quickly X% (X) decays as R grows. Note that if X*(X) #
0 we have a = 0; however, it may be that « = 0 even when X*(X) = 0. Indeed,
consider the Example B.3 below.

PROPOSITION 4.10. With « as above, if & < 0 then x*(X) > —oo.
Proof. Leta < B < 0. Then there exists Ry > 0 such that for all R > Ry we

have
ZH(X) < RP.
Let vy € (0,1). Then substituting R = ”% we have
1

* —vB/2 .
T3 (X) SETP2VE< = 27
0

Using equation (4.1) we therefore have

O* (X +V1S) < %

= (HBN2 L2 22y <,

Since # > —1and —} > —J we have that the above quantity is integrable
on [0,fp].

5. SOME COMPUTATIONS OF FREE STEIN DIMENSION

We provide some examples in which the free Stein irregularity and dimen-
sion can be explicitly computed. In particular, we show that in these examples the
free Stein dimension agrees with the non-microstates free entropy dimensions.
The first result concerns Atiyah’s £2-Betti numbers for discrete groups (cf. [1],
[5]). Also see Chapter 1 of [16] for the definition considered here, and [18] for the
connection to free entropy dimension.
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PROPOSITION 5.1. Let I be a discrete group and let x1, ..., x, € C[[]sa. gener-
ate the group algebra. Then

o(x1,...,x0) = B(r) = P (1) +1,

where [3(()2) (I') and ,8%2) (I') are the £*>-Betti numbers of I'.
Proof. It was shown in Theorem 4.1 of [18] that
5 (x1, .. xn) = 8% (x1,. ., xn) = BE(I) — BE(T) + 1.

So, by Corollary 4.4, it suffices to show

o(x1,. .., %) = BE(I) = B2(D) +1.
We make use of the following space from Section 2 of [22]: H; = FTHS where
H{ :=span{(z1,...,2z4) €HS(L*(M))" : IY=Y* unbounded, densely defined with

1 € dom(Y), [Y,xj] =zjforeachj=1,...,n}.
We can identify H; with a closed subspace in L?(M®@M?®)" using the identifica-
tion
L2(M&M®°) = HS(L*(M))
a®b° — aP;b,

where P is the rank one projection onto 1 € L?(M). By Theorem 1 of [22], for

every Z := (z1,...,zy) € Hf wehave 1®1 € dom(d}) where 97 : C(T) —
L?(M®M?®) is the derivation defined by

n
dz(p) = ) _ evx 0dj(p)#z;.
j=1

Observe that for p € C(X) we have

n

(1®1,0z(p))2 =) (1©1,evx 9j(p)#zj)2
=1

—.

™=

(Jrorozj,evx 9j(p))2 = (JrwrZ,evx d(p))2.

j=1
Consequently, 1 ® 1 € dom(9%) if and only if JrgeZ € dom(9*). It follows that
JroreH1 C dom(9*) and so
dimM@Mo (dom(a*)) > dimMgMo (H]),
where the latter dimension is as a right M®M°-module. In the proof of Corol-

lary 4 in [22] it was shown that the latter dimension is ,652) (r)— ,Béz) (I')+1,and
so Theorem 2.11 completes the proof. 1
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Our final example concerns finite-dimensional von Neumann algebras, for
which 6%, 6%, &y, and A are known to agree. We show here that ¢ can be added to
this list.

COROLLARY 5.2. Consider a finite-dimensional algebra for the form

d

(M, 7) = P (M, (C), A try,),
i=1

where the A; are positive and sum to one, and try, is the normalized trace on My, (C).
Then for any tuple of generators X = (x1, ..., x,), we have

In particular, 0(X) = 6*(X) = 6*(X) = 6o(X) = A(X) =1 — Bo(M, 7).
Proof. In the proof of Corollary 5 in [22] it is shown that
d )2
1

1-— Z; Z= §*(X) = dimyzp (Hr),
1= 1

where Hj is as in the proof of Proposition 5.1. Hence equality with ¢(X) follows
from the proof of Proposition 5.1. The remaining equalities are then simply ([22],
Corollary 5; see also [6], namely Proposition 2.9 and equation 3.10). 1

APPENDIX A.

In this appendix we will demonstrate that for X self-adjoint and algebraically
free, the Mai kernel Az (given in Proposition 1.2) satisfies

|Az —1|lps = Z*(X | &)

if and only if & = 0. We emphasize that any free Stein kernel attaining the free
Stein discrepancy of X is necessarily contained in the closure of the range of 7.

Let d : L2(M) — L?2(M®M°®) be the derivation given by commutation
against 1®1: { — (®1-1®. Given Z = ({1,...,ln) € L2(M)", let D :
L2(M)" — L*(M®M°®)" be given by applying d to each coordinate: D(Z) =
L))

LEMMA A.1. Suppose that r € 9C(X) C L2(M®@M°®)". If (px)xen is a sequence
in C(X) so that

r = lim apk,
k—o0
then
r-D(X) = lim (py ®1—1® py).
k—o00
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Proof. Observe that D(X) € (M®M?°)", so thatit has a bounded right action
on L2(M®M°)". Thus the equation follows from a straightforward computation:

rD(X) = lim(@py) - D(X) = lim

=1
k—o0 :

n
1a]pk#(x]®l—1®x]):kh_{ilopk@l—l@pk 1
]:

The lemma applies, in particular, to the rows of any free Stein kernel that
attains the free Stein discrepancy of X.

PROPOSITION A.2. Suppose & = (&q,...,&) € L2(M)" © C", and let Az be
as in Proposition 1.2:

Ag = [%(éi ®1-1®¢)#(x;®l-1 ®x]9’)]?j:1 € M, (L>(M®M°)).

If|Az — 1||gs = Z*(X | E), then & = 0.

Proof. First note that it suffices to assume that 7(x;) = --- = 7(x,) = 0.
Indeed, let

X =¥, %) = (1 —1(x1),..., %0 — T(xn)).

Then clearly C(X) = C(X) and consequently = € L2(W*(X))". Moreover, Az is
unchanged when replacing X with X. Now for any

A € My(L2(W*(X)BW*(X)?)) = Ma(L2(W*(X)@W* (X)),

if A is a free Stein kernel for X relative to =, then by the chain rule it is also a free
Stein kernel for X relative to &, and vice versa. Hence Z*(X | Z) = X*(X | Z) and
so, replacing X with X if necessary, we may assume 7(x;) = - - = T(x,) = 0.

Note that the i-th row of Az is given by $d(&;)#D(X) =: r;, and from the as-
sumption that Z* (X | £) = || Az — 1||gs we have that r; € 9C(X) C L2(M@M°)".
Now, pick (pk)ken in C(X) so that dpy — r;; since C1 € kerod, we may assume
T(px) = 0, replacing pi by px — 7(px) if needed. Then from Lemma A.1, we have
ri-D(X) = ]CILm Pk ®1—1® pi. Hence

1®1°)(r;-D(X)) = lim pr and (t®1)(r;- D(X)) = — lim py.
k—oc0 k—o00
We compute
) 2_ .2 2
Z%@ixj ®©1—20xj @ xj+ & @ x7 —x7 @G + 2% @ ;8 — 1@ x7¢;
]:

=2r;- D(X) :2klg£10pk®1—1®pk
=[(1®7°)2r,-DX))|®@1+1®[(t®1)(2r;- D(X))]
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(Zéz 2 +7(x2)) +2xj7 (jéi)—r(xféi))@)l
+1® (i —27(¢ixj)xj — (T (sz) +x]2)Ci)

- z 28 @1+ T(D)A(E) + 2r(xEd(x) — 10 28,
Subtracting common terms on each side, we find
(A1) ZCZ [xF — (x)] + 25 ® [%;& — T(x;8))]

2[Gixj — T(Gixj)] @ xj — [XJZ —7(x; H] @& =0.

As X is algebraically free, we may find polynomials p and g such that (x2, p) = 1
while p is orthogonal to all other monomials of degree at most two, and (x1,q) =
1 while g is orthogonal to all other monomials of degree at most three. Applying
the map 1 ® ( -, p)2 to the above equality yields

§1+22x1 xiCi, p ) — [x 7T( )]<€zr ) =0,

whence {; is a polynomial in X of degree at most two. Now, applying 1 ® ( -, q)2
to equation A.1 and using the fact that x;¢; is a polynomial of degree at most
three, we find

2x1(x18;,q) — 2(Gix1 — T(&ix1)) — (Girq Z x —7(x7)) = 0.

From this it follows that ¢;x; is a linear combination of 1, xq, x%, x%, .., x%. But
then ¢; must be a linear combination of 1 and x3; say §; = s + tx1. Looking at
the coefficient of x% in the above equation, we find that —2t — (&, q} = (; since
(&,q) =t,wehavet = 0, whence &; € C. As & € L2(M)© C,& =0. 1

APPENDIX B.

In this appendix we consider a few informative examples. The first two
show that for certain tuples generating interpolated free group factors L(F;), the
parameter f can be recovered through a formula involving the free Stein dimen-
sion of the tuples.

EXAMPLEB.1. Letsy,sy,...,s, be a free semicircular family. Let B = W*(sg)
and for each j = 1,...,n, let ¢, f; be projections in B that are either equal or
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orthogonal. Define k; = 1 if ¢; = f; and k; = 2 otherwise. Then by [20] we have
M :=W* (So, 6131f1, e ,ensnfn) = L(Ft)

where

t—1+2kr (f)).

j=1

n
Let K = )} kj and let X be the K-tuple consisting of the e;s;f; (and f;s;e; if
j=1

ej # f;). We claim
(B.1) o(X:B)+o(sg) =t
Indeed, define P; to be the K x K diagonal matrix whose (i,7) entry is € ® f] if
x; = ¢;s;fj. Note that P} is a projection, and by freeness one easily sees that P} €
dom( _#5.5) with 7.5 (P:) = X. Consequently, Z*(X : B) < ||Pt — 1||gs. On the
other hand, evx T = X = Pi#X = evyx(Pi#T). Thus for any A € dom(_¢5.5) we
have

(A Dns = (Fxp(A),evx Tha = ( Fxp(A), evx(P#T))2 = (A, Pr)ns
Consequently
1A = 1lifs — 1P = 1l = | Allfis — 2Re (A, L)ns — || Pt[[fis + 2Re (Pr, 1)ns

= ||Allfis — 2Re (A, Pr)ns + || PrlIfis = [1A — Pel[fis > 0

Thus
n
S(X:BP =P —1lfs = Y ko101l —¢® f;)
=1
n
=K—) kit(e))t(fj) = K+1—t

j=1
Equation (B.1) then follows since o'(sg) = 1.

EXAMPLE B.2. Fix a finite, connected graph I' = (V, E) with vertex weight-
ing u : V — [0,1] satisfying Z #(v) = 1,and let I' = (V,E) be the associ-

ated directed graph (cf. [13]). Recall that the free graph von Neumann algebra
(M(T, 1), ) is generated by operators {x. : € € E} and an orthogonal family of
projections {p, : v € V}, which satisfy the following graph relations:

(o) T(py) = p(v) forallv € V;

() xZ = xcop foralle € E;

(®) PoXePw = Gp—s(e)0uw—t(e)Xe forallv,w € Vand e € E.

Moreover, there is a trace-preserving isomorphism between M and the in-

terpolated free group factor L(IF;) with parameter

tr=1- Y u(@?+ Y u(®) Y nowp(w)

veV veV w~v
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where 1,4, is the number of edges connecting v to w.

Let X := (xc: € € E), Y :=(py:v € V), and B := C(Y). We claim
(B.2) o(X:B)+o(Y) =t
By Lemma 3.9 of [12] (see also Lemma 2.1 of [13]), one has Py € dom(_#5.p)
where Py is the projection given by the |E| x |E| diagonal matrix with (e, €)-entry
given by p,() ® py(e)- Then one has £*(X : B) < ||Pv — 1|us. On the other hand,

observe that evx T = X = Py#X = evx(Py#T). So the other inequality follows
by precisely the same argument as in the previous example. Thus

Z(X:B)? =[Py~ Lfs = ) t®T° (1@ 1~ py(e) © Pr(e))

ecE
= 21 — u(s(e))u(t(e))
ecE
=[E| = Y pu(v) ¥ noup(w

veV W~
Finally, appealing to Corollary 5.2 yields equation (B.2).

The next example was concocted to demonstrate explicitly that « = 0 in
equation (4.2) does not imply X*(x) > 0. It also demonstrates the fact that full
free entropy dimension is strictly weaker than finite free entropy, by explicitly
constructing a probability measure with no atoms and infinite logarithmic en-
ergy; while this result is already known, we are not aware of an explicit example
in the literature.

EXAMPLE B.3. Let I, C [0,1] be a disjoint sequence of intervals such that
the Lebesgue measure A(I,) < e 2". Define a function f as follows:

fZR—>R>0

to L sy e

By construction f is non-negative, integrable, and has mass 1, so it is a probability
density; let 4 be the measure with density given by f. We claim that the (negative)
logarithmic energy of y is infinite. Indeed,

/ log |x — y| du(x) dyu(y Z/ log [x — y|du(x) du(y)

R2
© n
2 e 12 4_ = —o0.

Now, since supp(y) is bounded and has a diffuse component, there exists a
bounded, self-adjoint, algebraically free operator x with spectral measure p. It
follows from Proposition 4.10 that & = 0, and by Theorem 4.5 we have Z*(x) = 0.
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As a decreasing convex function, if R +— X} (X) ever plateaus it remains
constant forever. This happens, for example, when conjugate variables actually
exist: X3 (X) = 0 for R > /@*(X). One may wonder, then, if this behaviour can
occur when 2H(X) > 0; we prov1de a family of examples to show that it can.

EXAMPLE BA4. Let y = Jo + 16, where do(t) = X[—22)(t )5 V4 — 12 dt is
the semicircle law. Then we will show that if [a| > 2 and x has spectral measure
1, then there is R > 0 so that X5 (x) = Z*(x) = %

As in the proof of Theorem 4.5, define the functions

selt) =2 [ ).
R

As before, we have a free Stein kernel for x relative to g. given by
(t—s)

(t—s)24 €2’

Notice that as € — 0, Ae(t,s) — Xizs =: A(t,s) which has ||A —

u({a})?; so it suffices to show that A is a free Stein kernel.

Here we will use the fact that a ¢ supp(c) to conclude that g converges
in L2(u) as € — 0. This can be checked by, for example, recognizing that g,
converges in both L?(4,) and L?(¢): in the former space,

1
Qe — /Eda(s),

which converges since a is outside the support of ¢; in the latter,

Ac(t,s) ==

U2y =

1
K -
ge(t) — t+t—a’

where we have used the fact that the Hilbert transform of the semicircle distribu-
tion is t while a is, once again, outside of the support of 0. Let g = linb ge with
e—

the limit in L?(p).

We claim that A, above, is a free Stein kernel for x relative to g, whereupon
Zh(x) = u({a}) = L forR > gllr2()- (However, note that ||g|2(,,) diverges as
la| — 2.) To see that, notice that 8* 1s closed since 9 is densely defmed Since
Ae € dom(0*) with 0*(A¢) = ge (by virtue of being a free Stein kernel) we
therefore have A € dom(9*) with 0*(A) = g. Thatis, A is a free Stein kernel
for x relative to g.

One may be tempted to guess that if A is a Stein kernel for X and Y is
arbitrary that there is some Stein kernel for (X, Y) of the form

()

This is true when Y € C(X)™ or when Y is free from X. However, this does not
happen in general.
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EXAMPLE B.5. Let y be any measure which is diffuse and so that s%t ¢
L?(]0,1]%, 4 x u). Note that s? is diffuse as s isand so 1 € dom(d%); we will show
that there is no element of the form (1,«) € dom(a?52 ) )

Notice that because (0,s) and (s?,s) generate the same algebra, the map

0(0,5),(s2,s) from Proposition 3.4 provides a bijection between the closures of
the free Stein kernels. In particular, if (0,b) € dom(az‘OS)) then ((s +t)b,b) €

dom(&?szrs) ), and every element is of this form. Hence if (1, a) were to be in the do-
1

. i 1
main of B(Szls), we would have & = STiv

o & L2(0,17%, 1 x ).

which is absurd, as we would then have

Acknowledgements. The authors would like to thank Dimitri Shlyakhtenko for his
useful comments and suggestions; in particular, for suggesting a cleaner approach to the
results in Section 3. They would also like to thank Michael Hartglass, Benjamin Hayes,
and David Jekel for helpful discussions related to this paper. Finally, they would like to
thank the anonymous referee for their constructive comments and careful proofreading.
This work was initiated while the authors were attending the Park City Mathematics In-
stitute (PCMI) Summer Session on Random Matrices. Part of this research was performed
while the authors were visiting the Institute for Pure and Applied Mathematics (IPAM),
which is supported by the National Science Foundation. The first and second authors were
supported by NSF grants DMS-1803557 and DMS-1502822, respectively.

REFERENCES

[1] M.F. ATIYAH, Elliptic operators, discrete groups and von Neumann algebras, in Col-
loque “Analyse et Topologie” en I’'Honneur de Henri Cartan (Orsay, 1974), Astérisque,
vol. 32-33, Soc. Math. France, Paris 1976, pp. 43-72.

[2] M. BANNA, T. MAI, Holder continuity of cumulative distribution functions for
noncommutative polynomials under finite free Fisher information, arXiv:1809.11153
[math.PR].

[3] G. CEBRON, M. FATHI, T. MAI, A note on existence of free Stein kernels,
arXiv:1811.02926 [math.OA].

[4] I. CHARLESWORTH, D. SHLYAKHTENKO, Free entropy dimension and regularity of
non-commutative polynomials, J. Funct. Anal. 271(2016), 2274-2292.

[5] J. CHEEGER, M. GROMOV, Ly-cohomology and group cohomology, Topology 25(1986),
189-215.

[6] A. CONNES, D. SHLYAKHTENKO, Lz-homology for von Neumann algebras, J. Reine
Angew. Math. 586(2005), 125-168.

[7] Y. DABROWSKI, A note about proving non-I' under a finite non-microstates free
Fisher information assumption, J. Funct. Anal. 258(2010), 3662-3674.



132 IAN CHARLESWORTH AND BRENT NELSON

[8] E.B. DAVIES, ].M. LINDSAY, Noncommutative symmetric Markov semigroups, Math.
Z.210(1992), 379-411.

[9] M. FATHI, B. NELSON, Free Stein kernels and an improvement of the free logarithmic
Sobolev inequality, Adv. Math. 317(2017), 193-223.

[10] L. GE, Applications of free entropy to finite von Neumann algebras. II, Ann. of Math.
(2) 147(1998), 143-157.

[11] D. HADWIN, J. SHEN, Free orbit dimension of finite von Neumann algebras, J. Funct.
Anal. 249(2007), 75-91.

[12] M. HARTGLASS, Free product C*-algebras associated with graphs, free differentials,
and laws of loops, Canad. J. Math. 69(2017), 548-578.

[13] M. HARTGLASS, B. NELSON, Free transport for interpolated free group factors, J.
Funct. Anal. 274(2018), 222-251.

[14] B. HAYES, 1-Bounded entropy and regularity problems in von Neumann algebras,
Int. Math. Res. Not. 1(2018), 57-137.

[15] M. LEDOUX, I. NOURDIN, G. PECCATI, Stein’s method, logarithmic Sobolev and
transport inequalities, Geomn. Funct. Anal. 25(2015), 256-306.

[16] W. LUCK, L2-invariants: theory and applications to geometry and K-theory, Ergeb. Math.
Grenzgeb., vol. 3. Folge 44, Springer-Verlag, Berlin 2002.

[17] T. MAIL, R. SPEICHER, M. WEBER, Absence of algebraic relations and of zero divi-
sors under the assumption of full non-microstates free entropy dimension, Adv. Math.
304(2017), 1080-1107.

[18] I. MINEYEV, D. SHLYAKHTENKO, Non-microstates free entropy dimension for
groups, Geom. Funct. Anal. 15(2005), 476—490.

[19] J.A. MINGO, R. SPEICHER, Free Probability and Random Matrices, Fields Inst. Monogr.,
vol. 35, Springer, New York; Fields Inst. Res. in Math. Sci., Toronto, ON 2017.

[20] F. RADULESCU, Random matrices, amalgamated free products and subfactors of the
von Neumann algebra of a free group, of noninteger index, Invent. Math. 115(1994),
347-389.

[21] D. SHLYAKHTENKO, Some estimates for non-microstates free entropy dimension with
applications to g-semicircular families, Int. Math. Res. Not. 51(2004), 2757-2772.

[22] D. SHLYAKHTENKO, Remarks on free entropy dimension, in Operator Algebras: The
Abel Symposium 2004, Abel Symp., vol. 1, Springer, Berlin 2006, pp. 249-257.

[23] D. SHLYAKHTENKO, Lower estimates on microstates free entropy dimension, Anal.
PDE 2(2009), 119-146.

[24] D.-V. VOICULESCU, The analogues of entropy and of Fisher’s information measure
in free probability theory. II, Invent. Math. 118(1994), 411-440.

[25] D.-V. VOICULESCU, The analogues of entropy and of Fisher’s information measure
in free probability theory. IIl. The absence of Cartan subalgebras, Geom. Funct. Anal.
6(1996), 172-199.



FREE STEIN IRREGULARITY AND DIMENSION 133

[26] D.-V. VOICULESCU, The analogues of entropy and of Fisher’s information mea-
sure in free probability theory. V. Noncommutative Hilbert transforms, Invent. Math.
132(1998), 189-227.

IAN CHARLESWORTH, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CAL-
IFORNIA, BERKELEY, BERKELEY, CA, 94720, U.S.A.
E-mail address: ilc@math.berkeley.edu

BRENT NELSON, DEPARTMENT OF MATHEMATICS, MICHIGAN STATE UNIVER-
SITY, EAST LANSING, MI, 48824, U.S.A.
E-mail address: brent@math.msu.edu

Received August 29, 2019; revised April 24, 2020.



	INTRODUCTION
	1. PRELIMINARIES
	1.1. Notation
	1.2. Free Stein kernels and free Stein discrepancy

	2. FREE STEIN IRREGULARITY
	2.1. Elementary properties
	2.2. Free Stein dimension

	3. VIA CLOSABLE DERIVATIONS
	3.1. Algebraic invariance
	3.2. The special case of B=C

	4. RELATION TO FREE ENTROPY
	4.1. Regularity hierarchy

	5. SOME COMPUTATIONS OF FREE STEIN DIMENSION
	Appendix A. 
	Appendix B. 
	REFERENCES

