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Multi-Agent Reinforcement Learning Based Coded
Computation for Mobile Ad Hoc Computing

Baogian Wang' Junfei Xie?

Abstract—Mobile ad hoc computing (MAHC), which allows
mobile devices to directly share their computing resources,
is a promising solution to address the growing demands for
computing resources required by mobile devices. However,
offloading a computation task from a mobile device to other
mobile devices is a challenging task due to frequent topology
changes and link failures because of node mobility, unstable and
unknown communication environments, and the heterogeneous
nature of these devices. To address these challenges, in this
paper, we introduce a novel coded computation scheme based on
multi-agent reinforcement learning (MARL), which has many
promising features such as adaptability to network changes,
high efficiency and robustness to uncertain system disturbances,
consideration of node heterogeneity, and decentralized load allo-
cation. Comprehensive simulation studies demonstrate that the
proposed approach can outperform state-of-the-art distributed
computing schemes.

I. INTRODUCTION

In recent years, we have witnessed the significant growth
of mobile applications that are based on advanced artifi-
cial intelligence and deep-learning models, such as face
recognition, object detection and natural language process-
ing. These applications stimulate the demands for greater
computing resources, which may be difficult to support in
one device. To address this need, one promising solution is
to offload computation-intensive tasks from resource-limited
mobile devices to remote clouds or nearby edge computing
facilities [1]. Nevertheless, this solution can suffer from high
transmission delays and becomes infeasible when there are
no communication infrastructures nearby, e.g., in rural areas
or emergencies. Local computing is thus essential for delay-
sensitive applications, or when there is no or weak wireless
Internet connection to remote clouds and when nearby edge
computing devices are not available.

Mobile ad hoc computing (MAHC) [2], [3] is coined
recently to provide local computing services, by enabling re-
source sharing among mobile devices. However, the research
on MAHC is still in its infancy. Existing studies have mainly
considered smartphones [4] or ground vehicles [5] as the main
resources. A few recent studies attempted to move computing
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resources up to the unmanned aerial vehicles (UAVs) and
create a networked airborne computing system [6], [7] that
allows UAVs to share resources between each other through
direct flight-to-flight communications. This can be considered
as one type of MAHC, but studies along this direction are still
very limited.

Offloading a computation task from a mobile device to
other mobile devices nearby is challenging, due to the mobil-
ity and heterogeneity of these devices. Particularly, devices’
movement can cause frequent topology changes and com-
munication instability/failures. Furthermore, mobile devices
may not have an explicit knowledge of its communication
environment and the computing powers of other devices. In
this paper, we aim to address these challenges, by exploring
coded computation [8] and multi-agent reinforcement learning
(MARL) [9].

Coded computation is a promising technique for improving
the resilience of distributed computing systems to uncertain
system disturbances, such as communication bottlenecks,
node/link failures, slow-downs of computing nodes, etc.
Different coded computation tasks have been explored for
systems with homogeneous computing nodes, such as matrix-
vector multiplication [10], gradient descent [11], multivariate
polynomials [12], etc. Coded computation for heterogeneous
systems has also been recently investigated. For example,
[13] introduced a Heterogeneous Coded Matrix Multiplication
(HCMM) scheme that maximizes the expected computing
results received by the master node. Our research group de-
veloped a batch processing based coded computation (BPCC)
scheme [14], [15], which allows partial results to be returned
and is highly efficient and robust to uncertain system dis-
turbances. However, all these works assume static networks
and adopt simplified communication and computing models.
Recently, a coded cooperative computation protocol (C3P)
[16] was proposed that considers mobile computing systems,
and allocates tasks in a dynamic and adaptive manner based
on the time lag between two consecutive tasks. However, this
method requires explicit knowledge of the delay model.

MARL has been widely used for applications that in-
volve interactions among multiple agents, such as multi-robot
control, multiplayer games, Internet of Things, to name a
few. Although multiple studies apply RL/MARL to solve
computation offloading or resource allocation problems, e.g.,
[17], [18], the use of MARL for MAHC, especially with
coded computation, has not been investigated.

In this paper, we consider distributed computing over a
MAHC system that consists of multiple mobile and het-
erogeneous computing devices, with unknown computing
power and communication environment. As a preliminary
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investigation, we focus on a classical distributed computing
task, the matrix-vector multiplication problem, which is a
building block of many computation tasks and machine
learning algorithms. Based on this task, our main contribution
is an innovative MARL-based coded computation framework
with the following key features: 1) adaptability to time-
varying communication changes caused by node mobility;
2) capability to address node heterogeneity; 3) applicabil-
ity for any MAHC or mobile edge/fog computing (MEC)
systems without having to know their communication or
computing characteristics; 4) high computational efficiency
by applying the multi-agent deep deterministic policy gradient
(MADDPG) [19], the state-of-the-art MARL algorithm, and
adopting the batch processing procedure proposed in our pre-
vious studies [14], [15]; and 5) decentralized load allocation
that relieves the computation burden at the master node. To
demonstrate these promising features, we conduct simulation
studies on a networked airborne computing system.

In the rest of this paper, Sec. II describes the computing
system, distributed computing schemes, and the optimization
problem. Sec. III transforms the original problem into a
MARL problem and then presents a MADDPG- and batch
processing based solution. Simulation results are presented in
Sec. IV, followed by the conclusion in Sec. V.

II. PROBLEM DESCRIPTION

In this section, we first describe the computing system
and the computation tasks considered in this study, and
then present the uncoded and coded distributed computing
schemes. Finally, we formulate the optimization problem.

A. Computing System

Consider a MAHC system that consists of multiple mo-
bile devices with different computing powers. These devices
can talk to each other through wireless communication.
Suppose one of the devices receives/has a sequence of K
matrix-vector multiplication tasks to complete, denoted as
{Ax1,Ax9,...,Axk}, where A € RP*™ is a pre-stored
matrix and x; € R™*1, j € [K] := {1,2,..., K} are input
vectors. Due to limited computing power, this device, often
called the master node, offloads the computation tasks to its NV
neighbors, known as the worker nodes, in a sequential order,
with task j being offloaded only after the previous task j —1
has been completed.

Offloading a computation task j is achieved by first par-
titioning the task into /N subtasks. Each worker node then
executes one subtask and returns the result to the master node
after completion. The master recovers and outputs the value
of task j, i.e., Ax;, after receiving sufficient results and then
moves on to the next task. In the following subsection, we
describe how the traditional uncoded and coded computation
schemes partition and allocate a task.

B. Distributed Computing Schemes

1) Uncoded Scheme: The traditional uncoded scheme par-
titions a matrix-vector multiplication task Ax; by decompos-
ing matrix A row-wise into N non-overlapping submatrices
{Al,ja AQJ', . ,ANJ}, where Ai,j S Rzi‘jxm. Each worker
node ¢ computes subtask A; ;x;, ¢ € [N]. The master

node is able to recover Ax; after receiving results from all
the worker nodes, by simply concatenating the results, i.e.,
AXj = [Al,ij; AQ,ij; ey AN,ij]~

One major drawback of this scheme is that the master
node cannot recover Ax; until all results from the worker
nodes have been received. Because of this, the efficiency of
the uncoded scheme is bounded by the slowest worker node,
making it inefficient when uncertain system disturbances are
prominent, e.g., in a MAHC system.

2) Coded Scheme: The coded scheme overcomes the
drawback of the uncoded scheme by introducing redundant
computations using the coding theory. In particular, for each
task j, the coded scheme first encodes A into a larger matrix
Aj € R%*™ with additional rows, i.e., ¢; > p, by applying
the equation below

A; = GjA. 1)

where G; € R%*P is an encoding matrix with the property
that any matrix formed by any p rows of G; has full rank.
With Aj, the coded scheme then follows a similar procedure
to partition and allocate the task. Particularly, worker node ¢
executes subtask Ai,jxj, where A” e RGX™ 4 Nis a
submatrix of Aj, and Zfil b =q;.

To recover the final result Ax;, the master node waits until
sufficient, but not all, results are received. Specifically, let y;
be the results received by the master node by a certain time,
which satisfies y; = Gijj, where Gj is a submatrix of
G,. Ax; can then be recovered when |y;| > p via:

Ax; = (G]G;) Gy, @)
C. Optimization Problem

In distributed computing schemes, the load numbers /; ;
determine the amount of workloads assigned to each worker
node. As worker nodes have different computing powers and
the time required by each node to transmit the result is also
different and time-varying, it is crucial to choose a proper
load number ¢; ; for each worker node ¢ € [N] and each task
J € [K]. To determine the optimal load numbers £; ;, we
formulate an optimization problem to minimize the expected
task completion time.

Denote the time required by worker node ¢ to complete the
j-th task, i.e., A; ;jx; with A; ; € R%5%™ as T; ;. Then T}
can be captured by the following equation:

Ti,j ~ E,comm(xj) + T’i,com,p(Ai,ja Xj) + 71i,com,m(lAi,ij)
3
where Ti,wmm(xj) is the time spent to send x; from the

master node to the worker node ¢, T comp(A; ;,%;) is the
time spent to compute subtask Ai7jxj, and n,com,7rz(Ai,ij)
is the time spent to send the computation result back to the
master node. Note that T; ; is a random variable reflective
of various environmental and system uncertainties. Explicit
communication and computation models are not available to
the nodes.

With T; ;, we can then describe the task completion time

for each task j € [K] as follows:

Ty =min {t | Ri(t)>p} )
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where R;(t) = Zi\il i 511, ,<¢ is the total number of rows
of inner product results for task j that the master node has
received by time ¢. 1 is the indicator function [20]. Finally, the
optimization problem to solve can be formulated as follows,

K
E|Y T (5)
j=1

0;j € ZT,Yi € [N],Vj € K]

minimize
Ziyj ,Vi€[N] ,VjG[K]

subject to

N
> ti;>pVie[N],Vje[K] (6)

=1
IIT. MAIN RESULTS

In this section, we solve the optimization problem in (5),
by first transforming it into a MARL problem and then
developing a MADDPG- and batch processing based solution.

A. MARL-based Formulation

To solve the optimization problem in (5), we provide
a MARL-based formulation. In particular, the N worker
nodes are regarded as the agents that learn to achieve the
optimization goal in (5) by interacting with the environment.
The state of each agent 7 at time ¢ is denoted as s;(t) =
[di(t),d,i(t),Vi(t),V,i(t%Vm(t)]T € S;, where dl(t) and
d_;(t) represent the distance of agent 7 to the master node and
the distances of all agents except agent ¢ to the master node
at time ¢, respectively. v;(t), v_;(t), and v,,(t) represent the
velocity of agent 4, velocities of all agents except agent ¢, and
velocity of the master node at time ¢, respectively. S; is the
corresponding state space.

Upon start of a new task j, each agent ¢ decides the compu-
tation load it will execute for this task. This differs from the
traditional load allocation mechanisms where the master node
decides the computation load for each worker node (agent).
Now denote the time when the master node sends task j to the
agents as t;, we then define the action of each agent 7 taken at
time ¢; as a;(t;) = {; ; € A;, where A, is the corresponding
action space. It is reasonable to set .A; = [0, p], as the total
computation load required for completing task j is p. Note
that, during the execution of task j, agent ¢ does not take
any actions, and the next action is taken when the next task
j + 1 starts. The transition of the agent’s state from s;(t;)
to s;(t;41) is determined by the mobility model of the agent
described by Si(t]‘+1) = fl(sl(tj))’ and tj+1 = tj+Tj, where
T} is the time spent to complete task j. Here we assume the
velocities of all agents and the master node do not change
during the execution each task j.

After each transition, agent ¢ receives a reward
ri(s(t;),a(t;)) S x A +— R, where s(t) =
(s1(t),s2(t),...,sn(t) € S = JlignSi and a(t) =
(a1(t),az(t),...,an(t)) € A = [l;en)Ai are the joint
state and action for all agents, respectively, and S, A are the
corresponding joint state and action spaces. Here the reward
function is defined as r;(s(t;),a(t;)) = =1, — cly vy, <pe
which takes the constraint (6) into consideration and c is the
weight for the penalty term. Given state s;, each agent then
aims to choose a deterministic policy, specified by function

mi(s;) + S; — A;, such that the expected cumulative discount
reward given by

K
V() 1= Bugor [ 3007 (o)t ) =

a(tj)NTr

is maximized. In the above equation, ~y is a discount factor,
7w = (my,72,...,mN) is the concatenated policy of all agents,
and f = (fy, f2,..., f) is the concatenated mobility models
of all agents. V;™(s) is also known as the value function.
Alternatively, an optimal policy 7 for agent ¢ can be obtained
by maximizing the action-value function:

K .
QT (s.8) =E o)t [Z A Nr(s(t;), alty))|

a(tj)~m Lj=1
s(t1) = s,a(t]) = a] (7

and setting 7 (a;|s;) € argmax,, max, , Q;(s,a), where
QI (s,a) := max, QT (s,a) and a_; denotes the actions of
all agents except 1.

B. MADDPG- and Batch-Processing based Solution

To solve the above MARL problem, we apply an advanced
MARL algorithm proposed recently, called multi-agent deep
deterministic policy gradient (MADDPG) [19]. The MAD-
DPG is an off-policy algorithm that extends the deep deter-
ministic policy gradient (DDPG) method to multiple agents.
For each agent 1, it uses four neural networks to approximate
its policy m;(s;;60r,), action-value function QT (s,a;6q,),
target policy mi(s;;0, ), and target action-value function
QT (s, a; 0, ), respectively, where 7' = (7}, 75, ..., Ty ) is
the concatenated target policy of all agents. A replay memory
denoted by D is used to store the transitions {(s,a,r,s’)},
where r = [ri(s,a),ra(s,a),...,ry(s,a)] and s’ = f(s).
In each training iteration, a mini-batch B; is sampled from
the replay memory D and used to learn the parameters for
agent 4. In particular, the parameters 0, for the action-value
function are updated by minimizing the temporal-difference
error given as follows:

’ 2
:; > (L?(S’m)—QZ’(s,a;ﬂQi)) (8)

‘ z| (s,a,s’,r)EB;

where L™ (s',1;) = ri(s,a) + yQF (s, w’(s')). The policy
parameters 6, are updated using gradient ascent based on
the policy gradient theorem, with the gradient provided as
follows [21]:

Vo, J(0x,)

1
B

(s,a,s',r)€B;

Vo, mi(8i;07,)Va, QF (s,a). (9

The parameters for the target policy and the target action-
value function are updated via Polyak averaging using the

following equations:
0, 70, +(1—7)0y,

10
b, — 70, + (1 — 760, (10
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where 7 € (0,1) is a hyperparameter. The procedure of

MADDPG is summarized in Algorithm 1.

Algorithm 1: MADDPG Algorithm

// Initialize parameters
1 Initialize Hm,QQi,H;Z,G’Qi,W € [N]
2 for iteration = 1 : max_iteration do

// Collect transitions
3 for k = 1 : max_episode_number do
for j =1: K do
5 For each agent ¢, select
ai(tj)=mi(si(t;); Or,)-
6 Execute joint action a(t;) and receive new
state s'(¢;4+1) and reward r(t;41).
. Store (s(t;). alt;), v(s(t;),a(t;)). s (1)
in replay buffer D.
8 Sample a random mini-batch B; for each agent
i,Vi € [N].
// Update parameters
9 fori=1:N do
10 Update 0, by minimizing the
temporal-difference error in (8).
11 Update 6, using gradient ascent, with the
gradient provided in (9).
12 Update ¢ and 0, using (10).

To further improve the computational efficiency, we ap-
ply the batch processing procedure developed in our pre-
vious studies [14], [15]. In particular, we let each worker
node 7 further divide matrix A1 4 into a set of submatrices
{Az ik b esd row-wise, namely batches, where each submatrix
A”k has ij number of rows and w;; = [bl ﬂ is the
total number of batches. Note that the last batch has a size
of ¢; ; — (w;; — 1)b; ;. The worker node then multiples
the input vector x; with each batch one by one and sends
the partial result back to the master once available. In [14],
[15], we have shown nice properties of this batch processing
procedure in improving system’s efficiency and the resilience
to uncertain system disturbances through both theoretical and
experimental studies. Algorithm 2 summarizes the procedures
followed by the master and worker nodes during the execution
of computation tasks.

IV. SIMULATION STUDIES

In this section, we conduct simulation studies to evaluate
the performance of the proposed MADDPG- and batch-
processing based algorithm. As an illustration, we consider
a MAHC system formed by multiple UAVs. All experiments
are run on an Alienware Desktop with 32GB memory, 16-
cores CPU with 3.6GHz. In the rest of the section, we first
describe the simulation settings and then show the results.

A. Simulation Settings

1) Environment Description: We consider a MAHC sys-
tem that consists of multiple UAVs flying at the same altitude
[22]. Each UAV is equipped with a micro-computer with
different computing powers. The communication between two

Algorithm 2: Batch Processing Based Coded Scheme
Input: x;,x%o,...

y XK

Output: Axy,Axs,..., Axg
// Master node:
1for j=1: K do
2 |y (]
3 Broadcast x; to all worker nodes.
4 do
5 Listen to the channel and collect results

A kX, from the worker nodes.
6 Vi[53 Aijrx;]

7 | while |y;| <p

8 Send acknowledgements to all worker nodes.
9 AXj — (G;G])ilc};y]

10 return Ax;

// Worker node 1i:
11 for j=1: K do
12 Determine ¢; ; by applying the policy trained
using Algorithm 1.
13 Upon receiving X;:
14 Select ¢; ; rows from A to construct A; ;.
15 | Divide A;; into batches A, jx, k € [w; ;]
16 for k=1:w;; do

17 if Acknowledgement received then

18 | break

19 Compute Ai7j7kxj.

20 Send A, ; xx; back to the master node.

UAVs is achieved through directional antennas for extended
communication range and higher bandwidth. Assume the
directional antennas are always aligned during the movement,
which can be achieved by the control algorithms developed
in [22]. We can then describe the time to transmit a matrix
X € R™*™ between two UAVS as Topm (X) = 252,
where u (bits) is the average size of the elements in matrix X.
C =Wloga(1+ ﬁ) (bits/sec) is the data rate, according
to the Shannon’s theory, where W (Hz) is the communication
bandwidth between the two UAVs, Noise (Watts) is the noise
power, which is assumed to be constant. S (Watts) is the
signal power that can be modeled by S = 1O(Sd15%) , with
Sq = P;+20log;(A)—201og,o(4m) —201log,(d)+Gjapi+
w. Here, P, (dBm) is the transmitting power, A is the wave
length, Gjgp; is the sum of the transmitting and receiving
gains, w is Gaussian noise with zero mean and variance o,
and d is the distance between the two UAVs [22].

To capture the computation time, we adopt the modeling
technique used in many recent studies [13], [23]. Particularly,
we assume the time 1o, (A, X) to compute a matrix-vector
multiplication task Ax with A € R**™ and x € R™*!
follows an exponential distribution defined by:

P [Toomp(A,x) < 1] =1 — e~ 70700 an

where ¢ > af. 8 and « are straggling and shift parameters,
respectively, and both 3 and « are positive constants.
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To describe the mobility of the UAVs, we here adopt
a simple model: p(t') = p(t) + v(t)(t' — t), where p(t)
represents the position of a UAV at time ¢, and ¢’ > ¢. In
simulations, we assume the velocity v(t) of each UAV is
constant, i.e., v(t) = v.

2) Distributed Computing Schemes: For comparison, we
consider the following three distributed computing schemes
as the benchmarks:

¢ Uniform Uncoded: This is an uncoded computation
scheme which divides the computation loads equally, i.e.,
l; =%, Vie[N].

o Load-Balanced Uncoded [24]: This is an uncoded com-
putation scheme which divides the computation loads
according to the computing capabilities of the worker
nodes. In particular, the computation load assigned to
each worker node ¢ is inversely proportional to the
expected time for this node to compute an inner product,
ie., {; x (agﬂ) and Zfil l; =p.

e HCMM [24]: This is a state-of-the-art coded scheme
that computes the load number by ¢; = hi/\i, where

\; is the positive solution to e#iri = e®iBi(B\; + 1),
h= vazl H_%ﬁ, and ;, «; are the straggling and shift
parameters for worker node i, respectively.

Note that both load-balanced uncoded and HCMM schemes

require explicit knowledge of the nodes’ computing capabil-
ities, which is not required by our method.

3) Computation Scenarios: We consider three computation
scenarios described as follows:

e Scenario 1: N = 3, p = 6000.
e Scenario 2: N =4, p = 8000.
e Scenario 3: N =5, p = 10000.

In all scenarios, the total number of tasks is set to KX = 30,
and the size of each task x; is m = 10000. The initial
position of each UAV is sampled uniformly from the range
[—100,100]2, and its velocity is randomly selected from the
range [—10m/s,10m/s]? at each episode. The computing
parameter 3; of each worker node ¢ is randomly sampled
from the range [10% 10°] and «; is set to a; = é The
communication model is configured by setting W = 10%,
Noise = 1.1 x 1072, Sy = 6 — 20log10(d), and o = 1.

In our MADDPG- and batch processing based algorithm,
the learning rates are set to a = 0.01 and v = 0.95. To
approximate the policies and action-value functions, we use
neural networks with four fully connected layers. Each hidden
layer has 64 ReLU units. At the output layer, Sigmoid units
are used by the policy networks, and linear units are used by
the action-value networks. The weight for the penalty term in
each reward function is set to ¢ = 200.

B. Experimental Results

In this subsection, we first show the effectiveness of our
algorithm and then investigate the impact of an important
parameter, batch size b; ;, on the computing performance.
Comparison results with the benchmark schemes are pre-
sented at the end.

1) Effect of Training: Fig. 1 shows the training reward of
our algorithm in the three scenarios. Each value is obtained
by averaging the total rewards of all agents for every 250
iterations over 1000 episodes. We can see that in all scenarios,
the average total reward increases and finally converges with
the increasing numbers of training iterations.

—-300

—350 __,-._rl—‘"—'"
-400 [V'

5 —450 l

5 —500

2 -550

% _600 = Scenario 1
—650 Scenario 2
—-700 = Scenario 3

—75075 5 10 15 20

Training iteration (x250)

Figure 1. Training reward of our algorithm in different scenarios.

2) Impact of Batch Size: We investigate the impact of batch
size b; ; on the performance of our algorithm, by varying b; ;.
For each value of b; ;, we run Algorithm 2 to measure the
task completion times, with load numbers ¢; ; determined by
the policies trained using Algorithm 1. To also understand the
resilience of our algorithm to uncertain system disturbances,
we further consider the scenario with one uncertain straggler
and the scenario without any stragglers. The straggler is
introduced by randomly selecting a worker node at each
iteration to sleep for 10 times of the computation time of
that node using the time.sleep() function.

Fig. 2 shows the total completion time of all K tasks
averaged over 20 episodes in different scenarios. As we can
see, with the increase of batch size, the performance degrades,
which is consistent with our findings [14]. In the following
comparative studies, we set the batch size to b;; = 1,
Vi € [N] and j € [K].

~
o

= Scenario 1
Scenario 2

~
o

v 65 J]
£ = Scenario 3 £65/— scenario1
[} w ;
60 Scenario 2 J
g & 60 : L D
g s =+ Scenario 3 _»
55 o — K o=
P Fanat 55 .=
. ="
50 - y y 50 : - :
1 500 1000 1500 1900 1 500 1000 1500 1900
Batch size Batch size
(@) (b)

Figure 2. The average total task completion time for different batch sizes
when there is (a) no straggler and (b) one uncertain straggler in different
scenarios.

3) Comparative Studies: We compare our MADDPG- and
batch processing based algorithm with the three benchmark
schemes in different scenarios. For the load-balanced uncoded
and HCMM schemes, computing parameters [3; and «; are
assumed to be known.

The average total task completion time of each scheme
in different scenarios is shown in Fig. 3. As we can see,
our algorithm achieves the best performance in all scenarios
regardless of whether there are any uncertain stragglers.
This verifies the effectiveness of our algorithm in addressing
node mobility, and also demonstrates its high computational
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efficiency and resilience to uncertain system disturbances. Of
interest, when no stragglers are present (see Fig. 3(a)), the
two uncoded schemes outperform HCMM. This is because
HCMM introduces redundant computations, causing addi-
tional computation overhead. However, when stragglers are
present (see Fig. 3(b)), HCMM achieves better performance
than the two uncoded schemes, due to the use of the coding
technique. Additionally, the uniform uncoded scheme shows
the worst performance in most scenarios as it ignores the
heterogeneity nature of the computing nodes.

200

150
N Our approach

HCMM

I Our approach
HCMM

] © 150

E 100 MW Load balanced uncoded E B Load balanced uncoded
] mmm Uniform uncoded 0 10 | - Uniform uncoded

j= j=

o o

v 501 @ .l . ] . [

> >

X < 50

0Scenario 1Scenario 2Scenario 3 0Scenario 1Scenario 2Scenario 3

(@ (b)
Figure 3. The average task completion time of each scheme when there is
(a) no straggler and (b) one uncertain straggler in different scenarios.

V. CONCLUSION

In this paper, we present a MARL-based coded compu-
tation framework for the MAHC system that consists of
multiple mobile computing devices sharing resources among
themselves. This framework addresses both node mobility
and the heterogeneity nature of mobile devices, and can
be applied to any MAHC systems without having to know
their communication or computing characteristics. Moreover,
our framework, which applies the MADDPG, a state-of-
the-art MARL algorithm, enables the load allocation to be
determined in a decentralized manner, thus helping to relieve
the computing burden for the master node. It also adopts
a batch processing procedure developed in our previous
studies to further improve the performance in the aspects
of both efficiency and resilience to uncertain system distur-
bances. The comprehensive simulation studies show that our
MADDPG- and batch processing based algorithm achieves
the best performance compared with existing uncoded and
coded schemes, including the uniform uncoded, load balanced
uncoded, and HCMM. In the future work, we will extend this
study to consider more general scenarios, such as varying
node velocities and task sizes.
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