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Abstract—Reading and following visual signs remains the
predominant mechanism for navigation and receiving wayfinding
information in areas without accurate GPS coverage. This puts
people who are blind or visually impaired (BVI) at a great
disadvantage. There still remains a great need to provide a low-
cost, easy to use, and reliable auxiliary wayfinding system within
indoor and outdoor spaces that complements existing satellite-
based systems. Through both a user study and a quantitative
study of GPS accuracies in outdoor environments, this paper
highlights the need for auxiliary outdoor wayfinding tools for
people with visual impairments. A deep learning-based image
localization framework called PathLookup is proposed in this
work for accurately providing path advancement information
for outdoor wayfinding. Evaluation results show PathLookup to
be highly accurate and fast potentially proving to be a valuable
tool for future integration into outdoor wayfinding systems.

Index Terms—Accessibility technologies, outdoor wayfinding,
deep learning, computer vision, visually impaired persons

I. INTRODUCTION

Wayfinding is a critical task for independent living.
Wayfinding remains a challenge for people with disabilities in
our communities. For outdoor environments, recent advances
in satellite-based technologies (e.g. GPS) along with the
pervasiveness of smartphones provide an accurate and simple
to use means for wayfinding. However, there remain many
outdoor areas such as sidewalks, within and around office
buildings, public recreational areas, and university campuses,
where the effectiveness of satellite-based systems such as
global positioning systems (GPS) is limited or non-existent.
In areas with decent GPS coverage, often its accuracy is not
good enough for fine-grained pedestrian navigation. Existing
GPS-enabled navigation systems in mobile phones provide a
median of 5.0 to 8.5 m error in localization [1]. Furthermore,
wayfinding remains a challenge in many indoor environments,
especially those that are geographically large, such as grocery
stores, airports, sports stadiums, office buildings, and hotels.
Reading and following visual signs remains the predominant
mechanism for receiving wayfinding information in areas
without or inaccurate GPS coverage. This puts people who are
blind or visually impaired (BVI) at a great disadvantage. Thus,
there still remains a great need to provide a low-cost, easy to
use, and reliable wayfinding system within indoor and outdoor
spaces that complements existing satellite-based systems.

Recent work in developing systems for wayfinding use
low-cost, stamp-size BLE “beacon” devices embedded in the
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environment that interact wirelessly with smartphones carried
by users are promising in indoor environments [2]-[5] but
incur potentially large infrastructure costs to get adequate
coverage outdoors. The use of computer vision techniques to
provide critical inputs about the whereabouts of a person as
they navigate in outdoor auxiliary wayfinding environments
can reduce the reliance on infrastructure-based solutions (and
their associated costs). Some recent work in this direction
has appeared through the application of computer vision-
based techniques [6], [7]. These, have however been limited
efforts without solving some of the fundamental challenges in
pedestrian outdoor navigation.

For outdoor navigation, a fundamental building block is
to understand where a user is and which direction they
should advance next from their current location. Given GPS
inaccuracies, a major area of concern for pedestrian navigation
is recognizing the current path and where it is leading. This
is especially challenging at intersections where paths diverge
to possibly different destinations. This paper presents a deep
learning-based computer vision framework called PathLookup
that allows a user to capture an image in the direction of the
path they are taking (or intend to take) and receive details
about it. PathLookup uses a convolutional neural network
(CNN) to predict a path en-route to a destination and utilizes
a pre-constructed contextual database to provide associated
contextual information. This paper presents the design, imple-
mentation, and evaluation of PathLookup as a proof-of-concept
in a university setting where pedestrian navigation is of utmost
importance. Evaluation results show that the CNN network of
PathLookup performs with a 99.5% accuracy on a validation
dataset when identifying paths toward a destination.

II. RELATED WORK

There have been some recent efforts in Bluetooth-based
indoor localization, using BLE beacons for wayfinding for
the BVI, such as StaNavi [2], GuideBeacon [5], ASSIST
[8], PerCept [9], and NavCog [3]. All report significant im-
provement in the ability of BVI persons to navigate indoor
spaces independently. However, the biggest challenge with
BLE-based localization in GPS-limited areas is the scale
of infrastructure deployment needed, making it practically
infeasible for outdoor environments.



Localization without any infrastructure has relied on image
processing/computer vision, or utilizing Wi-Fi access points.
Limitations in Wi-Fi based localization include the need for a
high density of access points to achieve acceptable accuracies
for navigation, especially infeasible in outdoor environments.
There has been much work done on image-based localization
in the literature though there are very few works reported
aimed for BVI persons. Thoma et al. proposed methods for
image retrieval-based navigation in [10]. A CNN has been
implemented in PoseNet [11] to relocalize a camera’s 6-
DOF pose relative to a scene. Clark et al. proposed a deep
spatio-temporal model “VidLoc" in [12] to localize video-clip.
All these works did not focus on requirements necessary for
guiding BVI individuals in their outdoor wayfinding.

In order to assist BVI persons in their wayfinding, re-
searchers used image-based localization by following different
approaches. Tatsuya et al. [13] proposed such an approach
combining structure from motion (SfM) and radio wave in-
formation from BLE beacons. Tatsuya et al. proposed another
image-based localization in [14] by combining deep CNN with
bluetooth radio-wave signal readings.

In all prior works, there has been little focus on what
areas of outdoor pedestrian navigation have been troubling
for BVI individuals and how image-based localization can
provide much needed assistance to them. PathLookup, being
a tagless system, is expected to be scalable by not needing
infrastructure deployments. PathLookup also differs from prior
work in being a unified approach, combining path prediction
by a CNN network and other necessary location information
from a contextual database to assist BVI persons in their
outdoor wayfinding.

ITI. MOTIVATION AND PROBLEM FORMULATION
A. A user experience study of relying only on GPS

A simple user study was conducted to identify the chal-
lenges of real-time outdoor wayfinding and to gather feedback
from potential BVI individuals. Five participants with different
levels of vision impairment were recruited for the study
following appropriate institutional review board approvals. All
participants were unfamiliar with the place where the test was
conducted and were asked to find their way from a start point
outside a building to a destination (338 ft away on the shortest
route) (fig.1). The paths to the destination involved crossing a
street. The location had good GPS coverage, and participants
were given the option to use a mapping application of choice
on their smartphone.

Table I shows the navigation time and navigation steps taken
by the participants for the task. As can be seen, for a route
that should take only about a minute to navigate, participants
took much longer. Moreover, a significant variation can be
seen in the number of steps taken by participants to reach
the destination. Those who navigated, relied on Google Maps.
However, Google Maps couldn’t guide the users to navigate
in the right direction at intersection while crossing a street
and areas nearby the parking lot. These results clearly indicate
that just using a GPS-based mapping application is inadequate
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Fig. 1: A motivating Google Maps scenario

for the task of outdoor wayfinding, even when GPS coverage
is good and pedestrian paths are adjacent to streets carrying
vehicular traffic. As such, this study motivates the need of
an auxiliary wayfinding system, to guide people with visual
impairments in outdoor premises, complementing GPS-based
mapping applications.

B. A quantitative study of GPS accuracy

Upon determining that Google Maps (utilizing underlying
GPS signals) is not sufficient for outdoor navigation, a quan-
titative study of GPS accuracies for pedestrian navigation was
conducted on another test site. Fig. 2 depicts the pedestrian
navigation path in the test scenario, from Wallace Hall to
Jabara Hall in Wichita State University, Wichita, KS, collected
from Google Maps. This test site consists of many nearby
buildings, trees, intersections and circles on the path, etc. As
can be seen from fig. 2, Google Maps is unable to provide
something close to the shortest path from source to destination;
hence even a sighted person could be confused by Google
Maps if this place is unknown to the person.
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Fig. 2: Pedestrian navigation of a test scenario (Pol marked)

To investigate GPS coordinate accuracies received on this
route (Wallace Hall to Jabara Hall), five different sets of
data were collected for this study on a clear sky day. GPS
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Fig. 3: Variation of GPS coordinates in a test site

coordinates in terms of longitude and latitude, and accuracy
of the GPS were measured in this study. Due to the variability
of the GPS coordinates (fig. 3) provided by the mapping
application in the same route, a user could be confused
to reach the destination properly and within the expected
time. It was seen that for each navigation iteration, received
corresponding GPS coordinates (in fig. 3) had different levels
of accuracy. As such, any navigation application, developed by
integrating Google Maps API on it and completely based on
GPS coordinates in providing navigation guidance, would not
be effective enough for a BVI person in outdoor wayfinding.

C. PathLookup Design Approach

Based on the user study and GPS accuracy study above,
the motivation for an auxiliary outdoor wayfinding system
such as PathLookup should be clear. Because computer vision
techniques can perform localization without needing tags in
the environment, it is the preferred approach in the design of
the PathLookup system. CNN is more robust and reliable in
unfavorable conditions such as motion blur, changing lighting
conditions, etc. as opposed to local keypoint descriptor based
approaches in outdoor wayfinding. Nevertheless, a deep-CNN
based approach depends on extensive image training with
high-dimensional features. Thus, high-dimensional feature ex-
traction from training images and eventually predicting test
images can be computationally expensive in terms of time
and space if this type of approach is implemented real time on

a smartphone. To mitigate storage and processing limitations
of a phone, the solution approach used in PathLookup is
that of training a deep-CNN based framework in the server,
with end-users capturing an image from their smartphone
and offloading it to the server for lookup while navigating,
and finally receiving the results on the smartphone over the
network.
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Fig. 4: System architecture of the PathLookup

IV. SYSTEM DESIGN

The PathLookup algorithm named ‘“PLA-Sys” (Algorithm
1) is proposed in this section. The overall system architecture
of PathLookup is illustrated in fig. 4 and demonstrated below:

A. Preparation phase

Data collection and pre-processing: A set of possible point
of interests (Pol), v was identified based on a candidate set, «
of buildings / structures and a set of source-destination pair,
£ in a particular outdoor premise (fig. 2). Ground-truth GPS
coordinates, o are collected from Google maps and are used
to label all Pol in the scene. All available directional paths v
are created on each Pol in ~. Since f is already defined at the
beginning of the “PLA-Sys” algorithm, clock orientation, & is
identified for all available directional paths, ¥ and thus used
to label those elements.

Database creation: A contextual database, V was created
to provide critical information related to all identified direc-
tional paths. Among others, this contextual database contains
available directional paths 1 on each POI, ground-truth GPS
coordinate o associated with each POI, clock orientation £, and
path description A. A directional path query to this database

TABLE I: User study

Participants | Vision description Tzn.M faken | Steps needed Remarks / Feedback
(minutes) (number)
Cane user; Light perception (LP) Used Google Maps before, feels that Google Maps isn’t
P-1 4.2833 170 . . S
on both eyes fine-grained enough for pedestrian navigation.
P2 Cane user; LP on right eye, 53833 282 Used Google Maps before for pedestrian navigation;
) 20/500 on left eye . thinks that it doesn’t help much.
P3 Guide dog user; No vision in 825 404 Used Google Maps before but didn’t help; Tried another app named
) one eye, LP on the other eye . “BlindSquare” as well for pedestrian navigation but didn’t help either.
. . . Didn’t feel comfortable using Google Maps;
P-4 Visually impaired N/A N/A So didn’t participate in testing by using Google Maps.
. . . Didn’t feel comfortable using Google Maps;
P-5 Visually impaired N/A N/A So didn’t participate in testing by using Google Maps.




associated with path prediction, obtained by the computer
vision part of the proposed algorithm (Algorithm 1), would
be used in wayfinding assistance in the run-time phase of
PathLookup.

Algorithm 1: PathLookup algorithm towards overall
system development (PLA-Sys)

1 Initialize candidate set, o, of buildings / structures
consists of potential source and destination,
o = {bl, bg, bg, ) bn}
2 Determine a set of source and destination pair,
B={sd}st. S a
3 Create a set of possible point of interest (Pol), ~,
within the area of the graph G(V, E), where V = «
and E = connecting edges of «;
v={AB,C,... XY, Z}
4 Label all elements of v with ground-truth GPS
coordinates, o;
o ={01,02,03,..,0,} st. f:0—7~
5 Create a set of all available directional paths, 1, on all
particular Pols s.t. ¥ C ~;
Y ={{A1, A2, A3,..., Ay},
{By,Bs, B3, ..., Bp.},
{C1,C5,C5,...,Cp Y,

{Z1,25,2Z3,....Z,}}
6 Label all elements of ) with clock orientation, &,
specific to the path of 3;
§=1{&,62,8,&nt st fi =
7 Create a contextual database, V, containing path
description A = {A1, A2, Az, oes A ks st f 1 A = 1),
along with other attributes;
Vi ={¢i, 00, &, \i},
where i1 denotes rows in V and i = {1, 2, 3, ..., n}
8 Create an image dataset, X = {x1, 22, 3, ..., x,} and
label n samples (number of images) in X with
9 Implement a CNN network for maximum probability
prediction, €2, of a path s.t. 2 3 ¢ and estimated by,
Q; = argmax;c,, P(c; | z:),
where P(c; | x;) is the probability of directional path
class c¢; given image x;
10 Provide path advancement information based on path
prediction by CNN and contextual database;
©; ={Q,V,;}, where i = {1, 2, 3, ..., n}

Image training: A large image dataset, X corresponding
to ¢ was created and labeled appropriately in this work in
order for the learning through the CNN model. If there is any
overlapping among the elements of v along the path of §,
the number of elements of ¢ would be reduced by removing
redundancy. The outcome of the CNN model would be the
maximum probability prediction of a directional path.

B. Run-time phase

Wayfinding assistance request: During the run-time phase,
while navigating in an outdoor premise and in a situation of

uncertainty, a BVI user would capture an image from their
smartphone camera on the route through the app. Through
prior training, BVI users would be instructed beforehand on
the appropriate orientation and height of the camera from
which images should be captured. The captured image would
then be offloaded to the server by the app for localization in
a particular scene.

Recognition and localization: After a captured image/frame
is received at the server, it would be tested on the CNN model
and the result would be returned to the app on the smartphone
over the network. The result would be in the format of ©; that
is obtained by the proposed algorithm (algorithm 1) and could
be integrated in any navigation app. This ©; could provide
accurate scene-specific wayfinding assistance in route decision
to BVI persons in a particular scene.

V. IMAGE LOCALIZATION NETWORK
A. Dataset

Several high definition videos of 1 along the path of 3
= {Wallace Hall, Jabara Hall}, in Wichita State University
campus, were captured by a Samsung Galaxy Note 8 smart-
phone as per algorithm 1. Then those videos were converted
to images/frames at the resolution of 1080 x 1920 at 5 fps.
Image dataset for localization network was created from three
different sets of videos captured in different weather conditions
and timings (table II). All videos were collected in real-time
during the working day of the university. The camera of the
smartphone was held at chest-height as a user may do when
taking an image for lookup. A total of 20716 images are used
in training dataset and a total of 5179 images are used in
validation dataset for image localization network (table II).

TABLE II: Image dataset for CNN network

Set 1 Set 2 Set 3
Weather Rainy/cloudy Sunny Sunny
Timing 12pm-2pm | 10am- 12 pm | 2 pm - 4 pm
Total no. of images 8589 8485 8821

No. of training data
No. of validation data

20716 (80% of total images)
5179 (20% of total images)

B. CNN architecture model

A CNN architecture model (fig. 5) is proposed and im-
plemented in this work for PathLookup in order to train the
image dataset associated with v as per algorithm 1. The pre-
processed images are labeled with appropriate 1 value and
other necessary information. The CNN network is designed
empirically and is implemented by using Keras 2.0, a deep
learning Python library. All input images are resized to the
resolution of 128 x 128 and only one channel (gray-scale) was
used in the training to reduce the computational complexity.
The proposed CNN network is composed of a stack of
convolutional modules that perform feature extraction. A final
fully connected layer containing number of ¢ units is created
for the image localization network. The proposed CNN model
is trained to output a probability over v directional path classes
for each given image.
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Fig. 5: Architecture of the proposed CNN network of PathLookup

VI. EXPERIMENTAL RESULTS
A. Methodology

The methodology used to evaluate our CNN model includes
“model accuracy” and “classification performance”. Through
these metrics it is understood that how the proposed model in
this work performs in identifying a path in pedestrian navi-
gation. These information would be very useful in pedestrian
navigation for BVI persons. A commodity laptop computer
(Intel Core i5-4200U, CPU @1.60 GHz, 8.0 GB RAM, and
Intel HD Graphics) was used to train the CNN network in the
experiment.

B. Results

(a) Loss curve

(b) Accuracy curve

Fig. 6: Loss and accuracy curve comparison

1) Model accuracy: Fig. 6 illustrates the loss and accuracy
curves of the model comparing between training and validation
dataset. As can be seen from the fig. 6, the plot of training
loss and validation loss decreases to a point of stability after
epoch 15 and also validation loss has a small gap with the
training loss. These indicate our model has good fit learning
curves. Moreover, at the end of epoch 40, the model achieved
97% of training accuracy and 99.52% of validation accuracy.

2) Classification performance: Fig. 7 depicts the classifica-
tion performance of our model for predicting a directional path
in the test site. In this plot, “Precision” defines the quantity
of how much our model predicts correctly out of all the
directional path classes in 1. As can be seen from the plot
(fig. 7), the value of “Precision” is 1 in 50 directional path
classes out of 62, while it varies in the range from 0.94 to
0.99 in rest of the classes. Thus, a higher value of “Precision”
was achieved for all directional path classes in 1. Moreover,
how much our model predicts correctly, out of all the positive
classes, is defined by “Recall”. Fig. 7 shows the value of
“Recall” is 1 in 48 classes out of 62. In rest of the classes, the
“Recall” value varies from 0.90 to 0.99. Overall, a higher value
of “Recall” was also achieved for all directional path classes
in ?. The values of “F1-score” (harmonic mean of “Precision”
and “Recall”) are also illustrated in fig. 7 as compared to
“Precision” and “Recall” values.

C. Discussion of results

The proposed CNN model of PathLookup achieved 97%
accuracy on the training dataset. Since the training dataset
was prepared based on real-time images collected during the
business days of the University, pedestrians and other objects
located along the testing path created noise and did impact
on the training accuracy. However, still, the CNN model of
the PathLookup framework could predict an image accurately
enough (99.5%) along the path of source-destination on the
validation dataset. The classification error incurred by the
CNN network happened due to the lack of enough distinction
of features in closely spatially related directional paths. Since
the PathLookup framework could predict an image accurately
enough along the path of source-destination and also pro-
vides critical information of a particular path, the proposed
framework will be suitable to be integrated into any real-time
navigation application for blind and visually impaired users.

In addition to being accurate, PathLookup is found to make
an image prediction within the order of a few milliseconds
utilizing only a commodity laptop computer as the back end
server. By utilizing a server’s resources through an offloading
paradigm, the storage, battery, and processing limitations of
smartphones are circumvented.

VII. CONCLUSIONS AND FUTURE WORK

Through a user study and quantitative study of GPS ac-
curacies, this paper demonstrated the need for a mechanism
to assist BVI persons in outdoor wayfinding complementing
existing GPS-based systems. Subsequently, a deep learning-
based computer vision framework named PathLookup was
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presented for image localization that can help with outdoor
wayfinding for BVI individuals. The experimental results show
that the CNN network of PathLookup performs with 99.5%
accuracy on the validation dataset in predicting the path toward
a destination. The outcome of the CNN network in conjunction
with other location information from a contextual database
as constructed PathLookup can thus prove to be of great
assistance to BVI persons for outdoor wayfinding. This work
has made only the technical contributions towards an image
localization tool for outdoor wayfinding of BVI persons; there
remains scope for much additional work before it will be ready
to use as a commodity application for BVI individuals.
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