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A B S T R A C T   

Flooding is the most common natural hazard, leading to property damage, injuries, and death. Despite the po
tential for major consequences, urban flooding remains difficult to forecast, largely due to a lack of data 
availability at fine spatial scales and associated predictive capabilities. Crowdsourcing of public webcams, social 
media, and citizen science represent potentially important data sources for obtaining fine-scale hydrological 
data, but also raise novel challenges related to data reliability and consistency. We provide a review of literature 
and analysis of existing databases regarding the availability and quality of these unconventional sources that 
then drives a discussion of their potential to support fine-grained urban flood modelling and prediction. Our 
review and analysis suggest that crowdsourced data are increasingly available in urban contexts and have 
considerable potential. Integration of crowdsourced data could help ameliorate quality and completeness issues 
in any one source. Yet, substantial weaknesses and challenges remain to be addressed.   

1. Introduction 

Flooding is one of the most common, and amongst the most 
damaging, natural hazards in the United States (National Academies, 
2019). The vast majority of flood risks to life and property are concen
trated in cities (Ashley and Ashley, 2008). Cities are particularly 
vulnerable to pluvial flooding, which occurs when high volumes of 
stormwater runoff exceed drainage capacity in developed areas (Na
tional Academies, 2019). Another portion of this flood vulnerability 
arises when urban development expands into marshes and floodplains 
increasing fluvial and coastal flooding (Vidal, 2017). Further complexity 
is added by a non-stationary climate, meaning the future climate cannot 
be predicted by historical trends (Chester and Allenby, 2018; Milly et al., 
2008). Extreme precipitation events are increasing in magnitude and, in 
some regions, increasing in frequency (Larsen et al., 2009; Minnery and 
Smith, 1996; Prein et al., 2017; Schreider et al., 2000). Additionally, low 
magnitude, high frequency events may have consequences that exceed 
that of extreme precipitation events as seen with nuisance flooding 
(Moftakhari et al., 2017). This leads to questions regarding the adequacy 
of stormwater infrastructure design standards and development 

approaches used to address flood vulnerability (Markolf et al., 2020; 
Zevenbergen et al., 2008). 

Consequences of urban flooding include physical and non-physical 
direct impacts, indirect impacts, socioeconomic ramifications, and 
risks to human life and health, highlighting the interdependencies of 
infrastructure systems in urban spaces (Kim et al., 2017; König et al., 
2002; Markolf et al., 2019; Rosenzweig et al., 2021). These com
pounding impacts place a higher pressure on decision-makers and 
emphasize the need for urban flood monitoring. We refer to this set of 
decision-makers as flood managers, or practitioners and researchers who 
monitor, model, and manage urban flooding. Despite the recognized 
impacts, urban flood monitoring and forecasting remains extremely 
limited and unreliable, largely due to a lack of water level and stream
flow data availability at the very fine spatial scales at which urban 
flooding occurs (Rosenzweig et al., 2021). While the majority of pre
cipitation data are collected in cities (National Oceanic and Atmospheric 
Administration (NOAA), 2017), it is coarse-scale and, mostly, rural river 
flow observations that are used to predict flooding (United States 
Geological Survey, n.d.). Despite the 8,000+ streams that are currently 
gauged and operated by the United States Geological Survey (USGS) or 
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other local agencies, these groups do not have the capacity to cover 
fine-scale urban drainage systems—for instance, surface drainage (e.g., 
roadways) or subsurface drainage (e.g., stormwater systems)—or the 
nearly 400,000 named streams and the hundreds of thousands of un
documented streams throughout the United States (Wagner and Eberts, 
2020) (Fig. 1). From the purely practical perspectives of size, cost, 
manpower, and physical access, the professional-grade gauging used by 
the USGS and local flood agencies to monitor streamflow could never be 
deployed at scale in an urban landscape. For these reasons, existing tools 
for urban flood monitoring, modelling, and warning are widely recog
nized as incomplete (National Academies, 2019). For example, the Na
tional Water Model, which simulates flooding in 2.7 million waterways 
at a 250 m resolution, is unable to resolve the "human-scale" urban 
streams, wetlands, floodplains, and stormwater basins that mitigate or 
exacerbate flooding in cities (Viterbo et al., 2020). Much less monitor 
flooding directly within the cities themselves. Decision-makers, infra
structure managers, and citizens are not connected to adequate flood 
monitoring and forecasting where they arguably need it most—in their 
backyards and streets. Alternative technologies provide a practical 
source for hydrological data and may have added benefits that tradi
tional stream gauging does not. 

The continuing rapid evolution of sensor network and data fusion 
technologies may provide a solution. What cities currently lack in formal 
scientific infrastructure for stream and flood monitoring, they make up 
for in an abundance of people and a rapidly increasing density and va
riety of sensor and communication systems that exist for a multitude of 
reasons, such as citizen cell phones, traffic cameras, private and 
municipal webcams, social media streams, and increasingly sophisti
cated on-board sensor packages in vehicles. The term crowdsourcing 
denotes the opportunistic collection of data from otherwise autonomous 
dispersed sources. For the purposes of this discussion, we will use the 
term to refer collectively to novel, independent data sources with a focus 
on public webcams, social media, and citizen science. Citizen science, an 
extension of crowdsourcing, is a collaborative science technique, where 
professional scientists can partner with amateurs to collect and, in some 
cases, process scientific observations (Assumpção et al., 2018). Crowd
sourcing allows for near-real-time observational data to be collected in 
exactly the right place at the right time, i.e., in the exact locations where 
localized flooding occurs and creates impacts on people’s activities. 

To build flood monitoring and forecasting capacity in urban areas, 
we assert that crowdsourced data could be collected, integrated, and 
merged with formal hydrological observations like stream or pipe flow 
gauges, manual field methods, rain gauges and rain radars, or satellite 
remote sensing. Numerous crowdsourced data sets exist and are readily- 
accessible, including street-level traffic cameras, public webcams, social 
media posts, and citizen science approaches (Huwald et al., 2015; Lowry 
and Fienen, 2013; Sadler et al., 2018; Schnebele et al., 2014). 

Crowdsourced data have shown potential to help identify flood events 
and promote preparedness and adaptation in disaster risk management 
(Hultquist and Cervone, 2020; Paul et al., 2017). However, the capacity 
of crowdsourced and citizen science data to specifically support urban 
flood monitoring and forecasting has not been synthesized to date. A 
first step towards answering this question is a comprehensive survey of 
literature and investigation of existing databases in respect to what 
crowdsourced data are available; the nature, quality, and completeness 
of data they each provide; and their potential for helping support a 
viable data foundation for urban flood monitoring. 

Throughout this paper, we report on the feasibility of crowdsourced 
data integration in the context of our larger effort to develop a “smart 
city” infrastructure for managing urban flooding. The following section 
(Section 2) identifies twelve qualitative and quantitative metrics to 
assess the capabilities of crowdsourced data for urban flood monitoring 
and introduces the examined crowdsourced data: public webcams and 
traffic monitoring infrastructure, social media, and citizen science. We 
structure the subsequent analysis as two separate components: a liter
ature review that expands beyond urban flood monitoring to assess the 
feasibility of each data source (Section 3) followed by presentation of 
case studies that investigate the feasibility of existing databases, ranging 
in spatial and temporal scales but unified through reasonable expecta
tion to support urban flood monitoring (Section 4). For public webcam 
and social media databases, emphasis is placed on directories based in 
Arizona. Notably, cities within Arizona are representative of other 
modern U.S. cities in terms of infrastructure and technology, indicating 
that these technologies can be found across the country. In Section 5, we 
examine a case study beyond Arizona in Norfolk, Virginia. We extend 
our boundary to Norfolk due to the emphasis of public safety and inte
gration of flood managers within the highlighted citizen science project, 
showcasing a key advantage of urban flood monitoring not seen in 
existing projects examined in Arizona. In Section 6, the opportunities 
and challenges for each data source are evaluated. In Sections 7 and 8, 
we conclude with recommendations to improve integration of the 
diverse crowdsource data to provide a reliable basis for urban flood 
monitoring and forecasting. 

2. Identifying metrics of capability of crowdsourced data for 
urban flood monitoring 

The data types relevant and useful for flood modelling and fore
casting including stage (i.e., water level), streamflow, precipitation, 
snowpack, soil moisture, ground temperature, topography, vegetation 
dynamics, soil type, and land cover data (United States Geological 
Survey, n.d.) are often too coarse to capture the level of heterogeneity 
appropriate for urban spaces, where flooding is driven by high con
centrations of impervious surfaces. Furthermore, flood forecasting in 

Fig. 1. Active surface-water gauges with instanta
neous data available in the metropolitan regions of 
Maricopa County (left) and Norfolk County (right). 
Blue circles represent USGS stream gauges that have 
recorded data in the previous five years, and orange 
circles show operational water level gauges of the 
Flood Control District of Maricopa County (Flood 
Control District of Maricopa County, 2020; United 
States Geological Survey (USGS), 2020). The 
quantity of gauges does not provide fine-scale data 
for urban flood monitoring. Maps were computed 
using R statistical software (RStudio 1.1.383) and 
packages sbtools, dataRetrieval, sf, readr, and maps. 
*Norfolk County, as depicted, is comprised of mul
tiple independent cities, including Norfolk, Ports
mouth, and Chesapeake.   
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urban environments is not only an ecological and technological problem 
but a social one, where risks, vulnerabilities, and priorities must be 
considered (Rosenzweig et al., 2021; Uusitalo et al., 2015). Y. Wang 
et al. (2018) identified four primary drivers of inaccuracies in urban 
flood modelling:  

1) the spatial resolution of the topographic representations of terrain 
and urban key features;  

2) the lack of calibration and validation data;  
3) the approach used to consider the effects of underground urban 

drainage infrastructure (drainage capacity); and  
4) the uncertainty of accelerated land use changes in long-term 

modelling. 

Crowdsourced data could potentially serve to address the uncer
tainty posed by localized topographic and land cover variations and 
insufficient calibration and validation data, by providing context- 
specific observations (Assumpção et al., 2018; Uusitalo et al., 2015; Y. 
Wang et al., 2018). Three data sources—public webcams, social media, 
and citizen science—were chosen for analysis due to their potential for 
providing a large volume of observational data points at a 
spatially-relevant, urban scale and offering accessibility for immediate 
implementation and integration into urban flood monitoring. These data 
sources can be characterized as either secondary, where data is being 
opportunistically harvested from a data source established for another 
purpose, or directed, where the data source was purposefully put in 
place to collect water level data. Thus, the ‘public webcams’ and ‘social 
media’ data sources are commonly secondary sources, while ‘citizen 
science,’ as explored here, is a directed data source. We identified twelve 
metrics to assess the practical value of novel data sources to augment 
urban flood modelling: accessibility, format, data type, quantity, fre
quency, relevance, density, urban, location, durability, real-time, and 
nighttime. Each metric is defined in Supplementary Materials, Appendix 
A, Table 1. These metrics allow us to assess the novel data sources ca
pacity to augment urban flood monitoring. Throughout the survey of 
literature and investigation of existing databases, there are occasions in 
which the data source is not applicable to a metric, in which the metric is 
omitted, or does not provide enough information to calculate the metric, 
in which the value is omitted. 

3. Crowdsourced data assessment: academic literature 

3.1. Public webcams 

For the purposes of our analysis, public webcams refer to any sort of 
video camera accessible via the internet and able to provide still images 
or videos of flood-prone areas or drainages. These include personal or 
municipal webcams freely accessible to the public, as well as restricted 
access networks of cameras managed by city, state, or federal agencies 
that are accessible through negotiated access agreements. For instance, 
transportation departments across the U.S. host traffic cameras to 
monitor traffic conditions, which can be impacted by vehicular acci
dents and weather events. Nearly all of these cameras capture flood- 
related imagery. 

In general, webcam imagery combined with sophisticated automated 
image processing has tremendous potential as a data source, allowing 
extraction of a wide range of data—such as sensing turbidity (Leeuw and 
Boss, 2018) or determining vegetation phenology (Richardson et al., 
2018). The technique has also been explored in the field of hydrology 
with studies quantifying the accuracy of water-level image processing. 
While water stage extraction from images is a proven technology, the 
number of studies mobilizing pre-established webcams and traffic 
cameras is limited. Five studies were examined that use publicly avail
able webcams for image processing to assess the feasibility of deploying 
the technology to urban flood monitoring. Brief descriptions of each 
study are available in Supplementary Material, Appendix B, Table 1. Six 

metrics of capability are evaluated: quantity, frequency, relevance, 
density, urban, and accuracy. Quantity is defined by the total number of 
cameras available to the researchers within their broader study scope. 
Frequency represents the refresh rate of the webcam. If an exact refresh 
rate is unknown, qualitative indicators in the study are listed: “Contin
uous” is representative of real-time feedback; “Varies” indicates that the 
cameras are refreshed at unique intervals as specified by the listed range; 
and “Consistent” indicates there was a reported minimum common 
refresh rate for all cameras. Relevance is the total number of webcams 
utilized for the study analysis. Within the literature review, a camera 
may be considered irrelevant if it was of low resolution, low refresh rate, 
or down for maintenance. Additionally, a camera was irrelevant if it did 
not capture the subject of interest. For example, Castelletti et al. (2016) 
sought to capture images of mountains; therefore, the camera needed an 
unobstructed view of a mountain to be considered. Density is calculated 
by dividing the number of relevant webcams by the area of the study 
region. Urban spaces are defined as having a population greater than 50, 
000 people (Cromartie, 2019), and the urban metric is calculated as a 
percentage of observations that were located in an area with a popula
tion greater than 50,000. The omitted metrics include format, accessi
bility, data type, location, durability, real-time, and nighttime. The 
format for all studies was video, and all streams were publicly accessible 
due to constraining our study to public webcams. The public webcams 
are a secondary data source that are not designed to capture data per
taining to urban flood monitoring. All webcams provided point data. 
The real-time metric is captured in the frequency metric (noted as 
“Continuous”). Durability of the cameras and nighttime data were not 
confirmed in the majority of studies. An assessment of the capability 
metrics across studies is presented in Table 1, which emphasizes the 
importance of webcams being properly positioned to provide relevant 
data. 

While the presented studies expand beyond hydrology, initial 
research utilizing private cameras have shown an average error of 1.5 
cm for reading water levels from image processing (Eltner et al., 2018; 
Jiang et al., 2020; Kim et al., 2008; Lin et al., 2018; Ran et al., 2016; 
Schoener, 2018; Shin et al., 2008; Zhang et al., 2019). Accuracy and 
precision values reported by each study may be found in Supplementary 
Materials, Appendix C, Table 1. The main limitations to improved ac
curacy and precision throughout these hydrological studies are attrib
uted to camera movements, vibration in mounting structures, and 
abrupt movements of the water level as well as ambient noises, such as 
vegetation, weather, and variances in lighting and reflection. 

This introduces a prevalent challenge of webcam image processing: 

Table 1 
Assessment of Public Webcams as Presented in Academic Literature: Public 
webcams, when placed in opportune areas, can provide highly relevant data.   

Quantity 
total # 
cameras 
available in 
area 

Frequency 
image 
capture rate 

Relevance 
total # 
relevant 
cameras 

Density 
relevant 
camera/ 
km2 

Urban 
% 

Bothmann 
et al. 
(2017) 

13,988 Varies 
(1–60 min) 

13,095 – – 

Castelletti 
et al. 
(2016) 

3,500 Varies 
(1–60 min) 

62 1.8 0 

Guastella 
and 
Smith 
(2014) 

10 Consistent 
(at least 
daily) 

4 1.176a 25 

Morris et al. 
(2013) 

1,800 Continuous 650 0.0049 – 

Murdock 
et al. 
(2013) 

2,772 Continuous 2,000 0.0002 –  

a Reported per km as project measured along beach. 
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nighttime data. Nighttime use of public webcams has been either 
deemed irrelevant (Bothmann et al., 2017) or unusable due to poor 
low-light performance (Murdock et al., 2013). In the Gilmore et al. 
(2013) study, an inexpensive wireless surveillance camera with infrared 
(IR) lighting for night vision was used to test an image-based water-level 
measurement system. This study was completed in a laboratory setting 
and had lower error values than the outdoor-based studies previously 
presented. It does provide a comparison for root mean squared error 
(RMSE) between day and nighttime lighting. While the nighttime 
observation RMSE hovered around 0.3 cm, the daytime RMSE was 0.2 
cm. The study attributed most of the nighttime error to IR glare, which 
they deemed correctable. Though further research is needed, pre
liminary use of IR-capable cameras for nighttime water level appears to 
be plausible. The challenge may be addressed by sufficient nighttime 
lighting, which is available in many urban locations. 

3.2. Social media 

Social media are virtual platforms that allow individuals to share 
information with other platform members, including text messages, 
photos, videos, and links to other online information. Social media have 
two potential roles in urban flood monitoring: 1) they can serve as a 
directed or secondary data source to inform flood managers of flooding, 
and 2) the platforms can be used to notify people of potential flooding 
hazards. To explore the feasibility of utilizing social media to collect 
flood-related observations, academic articles assessing the ability of 
various social media platforms to gather data from flooding events 
around the world were reviewed. Most of these articles sampled high 
volumes of data from flood events in cities such as Newcastle-upon- 
Tyne, UK and Dresden, Germany (Fohringer et al., 2015; Smith et al., 
2015). Descriptions of each article can be found in Supplementary Ma
terial, Appendix B, Table 2. Based on the information provided by the 
articles, we established seven metrics of data source quality and utility 
as a framework for our evaluation: quantity, frequency, relevance, 
density, urban, location, and durability. Quantity, relevance, density, 
urban, location, and durability are calculated following the same pro
cedure presented for webcams but using a unit of posts where appli
cable. Relevancy for these articles varied by author. A few factors 
considered were context in which keywords (e.g., flood) were used, 
general location and time to explore a specific precipitation event, and 
georeferencing. Frequency is reported by the quantity of posts divided 
by the number of event days. Location is a categorical variable for spatial 
scale, depicting if the webcams provided point, neighborhood, or city 
georeferencing. Durability indicates the number of years the webcam 

directory has been active. The five omitted metrics included format, 
accessibility, data type, real-time, and nighttime data. While the 
analyzed platform gives indication of format (e.g., Flickr primarily 
consists of image posts), the studies did not typically report a breakdown 
for mix-media platforms such as Twitter. The analyzed social media 
platforms of each study are listed in the descriptions. Due to being a 
secondary source, urban flood monitoring data was not intended to be 
captured by the platforms. Data accessibility of various social media 
platforms is explored in Section 4.2, and the data accessibility of these 
particular case studies are irrelevant. The use of nighttime data was not 
distinguished by the presented studies and, therefore, excluded. All 
studies reported real-time data availability through Twitter except for 
Rosser et al. (2017), which used Flickr data. Furthermore, Jongman 
et al. (2015) paired Twitter data with satellite data, and Fohringer et al. 
(2015) paired Twitter data with Flickr data. Upon reviewing these 
metrics in academic literature (Table 2), we see social media provides an 
opportunity to collect large quantities of real-time information, but 
georeferencing yields a significant challenge to obtain relevant data. 

The use of social media as a means of quantitative data collection can 
introduce problems as social media users may not collect the most ac
curate or most quantitatively viable data (Fohringer et al., 2015). 
However, de Albuquerque et al. (2015) found that a social media user’s 
physical proximity to flood-affected zones significantly increased the 
likelihood of flood-related social media observations on Twitter. A 
further obstacle to extraction of real-time flood stage data from social 
media of any sort is that geo-location of posts on these platforms is 
highly limited. Although some of the platforms provide an option for 
users to geo-located their posts with exact GPS coordinates, most users 
decline to do so, meaning that posts are, at best, roughly located by the 
social media platform (e.g., “North Phoenix”). In other cases, no 
geo-location information is accessible at all. This, in combination with 
the uncertain accuracy of user-reported flooding mentioned earlier, 
means that social media data sources may be best utilized to simply 
highlight areas where flooding is occurring, rather than to drive nu
merical simulations. 

3.3. Citizen science 

Citizen science projects were reviewed for applicability and feasi
bility by asking:  

1) Does the project address hydrological processes in an urban region? 
2) Is the project sustainable, in the sense that it is growing or main

taining participation over a significant span of time? 

Table 2 
Assessment of Social Media as Presented in Academic Literature: Social media platforms provide a high quantity of posts but with low relevancy, usually due to coarse 
georeferencing; however, posts typically occur in an urban setting.   

Quantity total # of 
posts available 

Frequency quantity/# 
event days 

Relevance total # 
relevant posts 

Density relevant 
post/km2 

Urban 
% 

Location 
Point (P), Neighborhood 
(N), City (C) 

Durability years 
active 

Herfort et al. 
(2014) 

60,524 24,830 398 0.0011 77 P <1 

(de Bruijn et al., 
2018) a 

55,100,000 50,783 19,100,000 – 52 C 3 

Rosser et al. 
(2017) 

205 34 205 1.33 100  <1 

Jongman et al. 
(2015) 

271,792; 494,744 – 271,792; 494,744 Varies 78 C 1 

Middleton et al. 
(2014) 

597,022 119,404  4,302  – 100 C <1 

Fohringer et al. 
(2015) 

15,853,024 880,000 5 – 100 C <1 

Smith et al. 
(2015) 

1,834; 
186 

1243; 
168 

43; 
13 

0.3700; 0.1142 100 C <1 

(Arthur et al., 
2018) a 

17,828,704 44,461 12,281 0.5073 – P   

a Due to these studies not being specific to a singular event, frequency is calculated based on entire study length rather than number of event days. 
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A growing number of citizen science projects focused on hydrologi
cal data collection have been reported in the academic literature 
reviewed. A brief description of each of the reviewed articles can be 
found in Supplementary Material, Appendix B, Table 3. We defined eight 
metrics to characterize the capability of these citizen science efforts to 
aid urban flood monitoring: format, quantity, frequency, relevance, 
density, urban, location, durability, and real-time. All metrics were 
measured by the same procedures used for the social media data sources. 
Format represents the media of data collected and is listed as either text, 
photo, or video. The addition of real-time classification is denoted as 
“Yes” (<5 min), “No” (>5 min), or “Capable,” indicating the project has 
the capacity to report real-time data but was not monitored in this 
manner (Middleton et al., 2014). The omitted metrics included acces
sibility, data type, and nighttime data. The challenges of accessibility 
and data type are further discussed later in the paper. Nighttime data 
was not explicitly explored by the authors. Through this review, citizen 
science projects showed the capacity to collect highly relevant data in 
urban settings on a fine spatial scale (Table 3). 

Though studies evaluating the accuracy and precision of water levels 
reported by citizen science projects are limited (Supplementary Mate
rial, Appendix C, Table 2), they indicate promising results for flooding 
applications (Mazzoleni et al., 2015). More specifically, research 
reviewing pluvial flooding found that the success of citizen science posts 
to simply locate inundated areas ranged from 72 to 95% (See, 2019). 
The future involvement of citizen science in hydrologic studies is 
dependent on the further analysis and quantification of accuracy of 
these observations. It is also dependent upon the participation of citizens 
and their ability to capture precipitation events. 

4. Crowdsourced data assessment: existing databases 

To examine the capability of crowdsourced data, we identified, 
catalogued, and characterized multiple databases for each data source. 
We focused our inquiry to databases that 1) collected data in urban 
settings and 2) provided accessible data for collection. For public web
cams, we examined directories on a global, national, and local (Arizona) 
scale. For social media, we examined major platforms and collected data 
for storm events in Arizona. For citizen science projects, we were able to 
focus our collected directories toward projects reporting stage or 
streamflow data, a constraint that was not feasible for the first two 
secondary data sources. This allowed for expansion beyond Arizona at a 
local level. In instances where a large number of observations were 

present for a single source (e.g., Facebook, Twitter), a random sample of 
observations was used with a 90% confidence level and 10% margin of 
error to evaluate metrics. For all other data sets, metrics were evaluated 
through all available observations on the date accessed. The following 
sub-sections assess the crowdsourced data by the same metrics presented 
in the literature review. 

4.1. Public webcams 

To supplement the literature review, several webcam directories 
were identified to assess relevancy and feasibility of public webcams to 
complement urban flood monitoring (Supplementary Material, Appen
dix B, Table 4). The public webcam sources had to be readily accessible 
online and provide near real-time observations. Furthermore, the di
rectories were assessed for either quantity (providing a high volume of 
spatially diverse data) or quality (high-quality data for specific regions) 
to be considered. Priority was given to data sources in the region of 
interest to our project, specifically Arizona. Directories were excluded if 
the majority of cameras were either inoperable or redundant with other 
more accessible directories. 

In total, seven directories were evaluated, assessing accessibility, 
format, quantity, density, urban, location, durability, and lag-time. 
Quantity, density, and urban were calculated in the same manner as 
presented in the literature review for public webcams. Data accessibility 
was assessed by whether the source is publicly and freely available. A 
value of “No” in this column would not absolutely exclude a data source 
but indicates a negotiated data access agreement may be required. A 
“Varies” value indicates that accessible data is limited. Format is a cat
egorical variable, listing whether the webcam provided photo or video. 
Durability indicates the number of years the webcam directory has been 
active from the project start date through 2018. Lastly, lag-time is a 
categorical variable for whether or not the directory provided real-time 
data. The associated numerical value indicates the time in minutes be
tween the real-time event and posting of the image. The omitted vari
ables include data type, relevance, and nighttime. Data type and 
relevance are omitted due to the secondary source nature of the di
rectories. All webcam directories had cameras filming at night. The 
analysis of these metrics across directories is shown in Table 4, which 
again emphasizes the importance of webcams being properly positioned 
to provide relevant data but also shows the capacity to capture real-time 
data. 

Table 3 
Assessment of Citizen Science as Presented in Academic Literature: Citizen science projects show capacity to collect highly relevant data in urban spaces, typically on a 
fine geospatial scale.   

Format 
Text (T), 
Photo (P), 
Video (V) 

Quantity total # 
of observations 

Frequency 
quantity/# 
event days 

Relevance 
# relevant 
observations 

Density relevant 
observation/km2 

Urban 
% 

Location 
Point (P), 
Neighborhood (N), 
City (C) 

Durability 
years active 

Real- 
Time 

Le Coz et al. 
(2016) 

V 600+ 600+ 300 0.2102 100 P <1 No 

Shupe (2017) T, P 750 – 748 6.503 100 P 3 Capable 
(Smith and 

Rodriguez, 
2017)a 

T 15,418 4 15,418 19.7 100 P 15 Yes 

(R. Q. Wang 
et al., 2018) 

P 5,000+ – – 8.013 – P <1 Capable 

(Weeser et al., 
2018)a 

T 1,175 3 1,175 0.3406 0 P 1 No 

Yu et al. (2016) T 490 490 250 – 100 P, N 1 Capable 
Sadler et al. 

(2018) 
T 1,055 Varies, 

1 to 159 
1,055 4.23 100 P 6 No 

Loftis et al. 
(2019) 

T, P 97,446 59,718; 37,728 97,446 561.2b 100 P 2 Yes 

Naik (2016) T 2,500+ 2,500+ 2,500+ 5.8678 100 P, N <1 Yes  

a Due to these studies not being specific to a singular event, frequency is calculated based on entire study length rather than number of event days. 
b Reported per km as projected measured along coastline. 
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4.2. Social media 

To complement the literature review, large social media platforms 
including Facebook, YouTube, Instagram, Google Images, Twitter, 
Flickr, Vimeo, and Snapchat were considered for additional analysis due 
to the high volume of user engagement on each platform and accessible 
high-quality image data (Supplementary Materials, Appendix B, 
Table 5). Other sites—including Reddit, Yelp, Pinterest, and 
Tumblr—were not included in the analysis due to perceived low pro
portions of relevant data per keyword search, as well as minimal search 
tool efficiency for finding real-time, flood-related posts. Snapchat was 
ultimately omitted from analysis because public posts are only available 
for 24 h and search tool capacities are minimal. All selected sources were 
manually assessed through a sample of relevant posts using keywords or 
hashtags for “flood” and “flooding.” For social media, relevance was 
defined based on posts falling within the search region of Phoenix, AZ 
and able to provide stage data or, at very least, presence of flooding 
during the flood events on October 7th and 13th in 2018. If a search 
returned more than one hundred posts, results were filtered to the past 
five years and sampled. In total, seven social media platforms were 
evaluated, assessing quantity, frequency, relevance, density, and loca
tion. These metrics were calculated by the previously presented 
methods. Accessibility, data type, urban, durability, real-time, and 
nighttime metrics were excluded. Section 6.2 discusses the constraints of 
accessibility for social media platforms with an exploration of Twitter. 
Data type is omitted as social media is a secondary data source; however, 
we examined posts with stage data or presence of flooding as stated in 
the relevancy metric. The urban metric was excluded as all analyses 
were conducted in Phoenix, AZ (i.e., urban is 100% in all cases). All 
social media platforms are well-established and considered durable data 
sources. Most data were provided near real-time or had the capacity to 
be real-time, where the user upload was the limiting factor. Nighttime 

data was not distinguished. The inspection of social media platforms 
conveyed similar results of the academic literature; social media pro
vides a large quantity of posts but not fine-scale data (Table 5). 

4.3. Citizen science 

To further assess the potential availability of citizen science projects 
as data sources for large-scale hydrological monitoring efforts, we 
identified, catalogued, and characterized ongoing projects. Projects 
were identified by searching a variety of citizen science community 
directories, including citizenscience.gov, scistarter.org, citsci.org, Ari
zona State University, and Environmental Protection Agency citizen 
science directories. Selected projects were then evaluated to assess the 
availability of hydrological data types and feasibility to supplement real- 
time urban flood monitoring. This query resulted in 19 citizen science 
projects that had: 1) stage or streamflow data readily accessible online 
and 2) more than two hundred observations posted (Supplementary 
Material, Appendix B, Table 6). Fig. 2 displays the thirteen hydrological 
data types collected across these projects. The 19 citizen science projects 
were evaluated on accessibility, format, quantity, frequency, urban, 
location, durability, real-time, and nighttime metrics. All metrics were 
calculated in the manners previously listed for citizen science projects. 
Density was omitted as the spatial scale varied significantly from cities 
to streams with unclear boundaries. All posts were relevant due to the 
constraints placed on the identified projects. The nighttime metric was 
calculated by the percentage of observations posted 30 min after sunset 
to 30 min before sunrise for the respective location. Seven of these 
projects (AppEAR, IseeChange, Waze, CrowdHydrology, RIFLS, AZ 
Water Watch, and IDAH2O) had every observation evaluated by a 
member of our team to assess the metrics. A random sample was used for 
analysis of the remaining projects. The projects are categorized by those 
providing real-time data, defined as within 5 min (Table 6) and those 

Table 4 
Assessment of Public Webcam Data toward Supplementing Urban Flood Monitoring: Public webcams provide near real-time data but at low densities.   

Accessibility Format 
Photo (P), 
Video (V) 

Quantity total # 
cameras 

Density 
camera/km2 

Urban 
% 

Location 
Point (P), Neighborhood (N), 
City (C) 

Durability years 
active 

Lag-Time 
minutes 

EarthCam Varies P, V 6,310 0.00004 51.6 Varies 22.5 Varies 
PhenoCam Yes P 491 0.0002 7.3 P 6 Varies 
Weather 

Underground 
Yes V 250,000+ 0.002 39 N 19 0 

WeatherBug No P, V – – – P 25.5 0 
USGS Varies P 66 0.00002 12.1 C 23 15 
ADOT Traffic 

Cams 
No V 322 0.001 90.7 N 6 0 

Mohave Flood 
District 

No P 15 0.0004 0 C 6 1 

Weighted 
Average 

– – 257,200a 0.002 39 – 19.0 –  

a Represents total not weighted average. 

Table 5 
Assessment of Social Media Data toward Supplementing Urban Flood Monitoring: Social media platforms provide a high quantity of posts but with low relevancy, 
usually due to coarse georeferencing.   

Format 
Text (T), Photo (P), 
Video (V) 

Quantity total # of posts 
available 

Frequency quantity/# 
event days 

Relevance 
# relevant 
posts 

Density relevant 
post/km2 

Location Point (P), Neighborhood 
(N), City (C) 

Facebook T, P, V 6 3 6 0.0045 C, N 
YouTube T, V 22 11 20 0.0149 C, N 
Instagram T, P, V 26 13 21 0.0157 C, N 
Google Images T, P 196 98 134 0.1001 C, N 
Twitter T, P, V 9 4.5 4 0.0030 C, N 
Flickr P, T 1 1 1 0.0007 C 
Vimeo – 0 0 0 0.0000 – 
Weighted 

Average 
– 260a 76.3 104.7 0.08 –  

a Represents total not weighted average. 
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Fig. 2. Citizen Science Project Data Types: In addition to stage data, the reviewed citizen science projects included 13 other hydrological metrics.  

Table 6 
Assessment of Real-Time Citizen Science Project Data toward Supplementing Urban Flood Monitoring: Real-time citizen science projects provide relevant hydrological 
data but likely require permission to access.   

Accessibility Format 
Text (T), Photo (P), 
Video (V) 

Quantity total 
posts 

Frequency 
quantity/day 

Urban 
% 

Location 
Point (P), Neighborhood 
(N), City (C) 

Durability years 
active 

Nighttime 
% 

CrowdWater No P 6,234 7.08 0.80 N 2.42 – 
CrowdHydrology Yes P, T 13,345 9.61 46.6 P 9 3.4 
What’s your water 

level? 
No P, T 1,539 3.89 3.25 N 0.92 – 

DEW Picture Posta No P 6,958 1.38 0.4 P 13.75 0 
AppEAR No P, T 218 0.91 62.4 P 0.67 – 
ISeeChange No P 592 0.34 71.5 C 4.83 26 
Wazeb Varies T 1,922 2.52 100 P 2.5 – 
Weighted 

Average 
– – 17,463* 3.40 20.73 – 6.89 0.88  

a Quantity was based on only relevant sites with waterbodies present (wet or dry), which was 39.4% of posts. 
b Based on binary data (i.e., water present or not present) rather than stage data. *Represents total not weighted average. 

Table 7 
Assessment of Asynchronous Citizen Science Project Data toward Supplementing Urban Flood Monitoring: Asynchronous citizen science projects provide typically 
accessible and relevant hydrological data, oftentimes, on a fine geospatial scale.   

Accessibility Format 
Text (T), Photo (P), 
Video (V) 

Quantity total 
posts 

Frequency 
quantity/day 

Urban 
% 

Location 
Point (P), Neighborhood 
(N), City (C) 

Durability years 
active 

Nighttime 
% 

AZT App No P, T 6,402 4.48 0.4 N 4 – 
Stream Tracker Yes P, T 4,049 4.22 40.3 P 2.67 0 
Mass. RIFLS Yes T 48,188 8.25 1.2 N 16 0 
AZ Water Watch No P 266 0.68 11.7 N 2.17 0 
Springs Online Yes P 14,512 4.46 0.3 P 9 0 
IDAH2O Yes T 741 0.24 8.4 P 8.33 0 
TX Stream Team Yes T 16,665 1.63 44.1 P 28 0.6 
Utah Water 

Watch 
Yes P, T 3,371 3.51 16.4 P 10.5 1 

Michigan VSMP Yes T 1,178 0.23 3.33 P 14 3.2 
Missouri Stream 

Team 
No T 6,254 0.57 0.7 P 30 1.5 

Fluker Post 
Project 

No P 9,107 2.34 0 P 10.67 0 

STORM1 Yes T 1,238 0.35 100 P 9.6 – 
Weighted 

Average 
– – 125,316a 5.52 14.3 – 15 0.57 

1Based on binary data (i.e., water present or not present) rather than stage data. 
a Represents total not weighted average. 
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that do not (Table 7). However, it should be noted that AZT App and 
Stream Tracker likely have the capacity to provide real-time data. 
Additionally, of the 19 projects, seven require training for citizens to 
participate. These include RIFLS, Springs Online, IDAH2O, Texas Stream 
Team, Utah Water Watch, VSMP, and Missouri Stream Team. The 
analysis of these metrics across directories emphasizes the degree of 
relevancy citizen science projects can have for urban flood monitoring 
with potentially high resolution. 

5. Example of crowdsourced data and public safety integration 

While we have focused on crowdsourced data available in Arizona, 
we now highlight Norfolk, Virginia, a city that has integrated urban 
flood monitoring and public safety. Norfolk is located in the Hampton 
Roads region with a metropolitan area of ~250 km2, housing more than 
1.5 million residents and the world’s largest naval station. This region 
experiences a humid, subtropical climate and has been experiencing an 
increased frequency of flooding due to low relief, regional land subsi
dence, and sea-level rise (Burgos et al., 2018; Sweet and Park, 2014). 
The City of Norfolk has been actively adopting strategies to become 
more resilient and was selected as one of the Rockefeller Foundation’s 
100 Resilient Cities in the world (100 Resilient Cities, 2019). In 2018, 
rain events on August 11th (9.4 cm of precipitation) and August 20th 
(5.2 cm of precipitation) were explored to assess the quantity and den
sity of crowdsourced data through two citizen science projects: City of 
Norfolk’s System to Track, Organize, Record, and Map (STORM), which 
is used by city employees and citizens to record incidents that occur 
during inclement weather, and Waze, a crowdsourced navigation 
application owned by Google, where Waze users can submit reports 
regarding real-time street conditions, including flood reports. Our 
analysis of the crowdsourced data returned the following results (Fig. 3):  

• STORM was searched using keywords (“flooded,” “flooded street,” 
and “flooded underpass”) and yielded 2.5 observations per day, 
equating to a density of 1 observation per 99.88 km2. 

• For the Waze dataset, a keyword search of “HAZARD_
WEATHER_FLOOD” produced 67 relevant observations per day, 
corresponding to a density of 1 post per 3.73 km2. 

The STORM citizen science project observations provide high quality 
information reported or reviewed by trained officials at relevant sites. 
While STORM data reporting is restricted, Waze allows a larger group of 

individuals (i.e., their users) to make instantaneous flood reports. Again, 
beyond density, the spatial accuracy and measurement error of the ob
servations is critical for urban flood monitoring, and Waze users are not 
trained to report flood data. However, Waze holds the potential to 
facilitate real-time flood warnings (Praharaj et al., 2021), and a part
nership has been established with Norfolk through the Waze Connected 
Citizens program (The City of Norfolk, 2018). STORM does provide a 
unique characteristic that supports a core motivation behind this study: 
the ability to report flood hazards and damages and alert people of 
potential dangers in their communities. STORM observations publicly 
report damages such flooded streets, flooded underpasses, debris 
blocked streets, downed powerlines or telephone poles, waste water 
issues, or damaged trees (Sadler et al., 2018; arcgis,). 

6. Assessing the tradeoffs of crowdsourced data 

6.1. Public webcams 

The literature and database analysis revealed that the use of public 
webcams combined with subsequent image processing to collect data 
provides a number of challenges and opportunities. Images from web
cams may not provide reliable data due to poor image quality; highly 
variable viewing angles, framing, and distance to target; unannounced 
downtime; or discontinuation of service (Bothmann et al., 2017; Cas
telletti et al., 2016; Guastella and Smith, 2014; Morris et al., 2013; 
Murdock et al., 2013). Because flood managers are a secondary user of 
the webcam stream, they do not have direct control over the positioning 
of the webcams for data collection (Bothmann et al., 2017; Guastella and 
Smith, 2014; Morris et al., 2013). For instance, many Weather Under
ground cameras are pointed toward the sky, which would not capture 
water levels, but users could potentially reposition cameras during 
storm events. Traffic cameras, such as found in the Arizona Department 
of Transportation (ADOT) database, are often pointed at interstates 
which are designed more robustly than local roads and may not expe
rience the same flooding risk. There is potential for flood managers to be 
granted access to control traffic cameras, where the flood manager could 
reposition the camera during storm events to potentially monitor un
derpasses or redirect toward a water level gauge. Potential sources of 
data errors include processing errors due to noise (Bothmann et al., 
2017; Castelletti et al., 2016; Murdock et al., 2013) or incorrect 
geo-location metadata or timestamps (Morris et al., 2013; Murdock 
et al., 2013). In the database analysis, many sources did not provide 

Fig. 3. Maps showing citizen science observations relevant to flooding in Norfolk, VA from two sources: City of Norfolk’s STORM database (green) and Waze (gold) 
on 8/11/2018 (left) and 8/20/2018 (right). Citizen science projects with more participations, such as Waze, provides opportunity for more flood observations. 
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exact locations of webcams: EarthCam, Weather Underground, USGS, 
ADOT traffic cameras, Mohave Flood District. While this information 
could be collected manually, this would be a resource sink. Lastly, flood 
managers should be wary of sparsely or unevenly distributed webcams, 
which could lead to extrapolation errors (Murdock et al., 2013) as seen 
with the low density numbers reported in the existing database analysis. 

However, the benefits may outweigh the challenges considering the 
large spatial and real-time temporal scales in which webcams are 
capable of operating (Bothmann et al., 2017; Castelletti et al., 2016; 
Guastella and Smith, 2014; Morris et al., 2013; Murdock et al., 2013) 
and access to large datasets can minimize the impacts of such errors 
(Murdock et al., 2013). Every database examined operated in real-time, 
although there may be a slight posting delay. Furthermore, there are 
now individual cities with millions of webcams, so a large dataset is a 
realistic possibility. The two sources highlighted prior, for potentially 
high accessibility (Weather Underground and ADOT traffic cameras), 
showed higher density and urban applicably than other databases 
examined, indicating strong contenders for pilot programs. When rele
vant webcams are identified, they provide an objective and consistent 
data source that relies on little human involvement (Guastella and 
Smith, 2014; Morris et al., 2013) and can be processed with high ac
curacy (Bothmann et al., 2017; Castelletti et al., 2016; Morris et al., 
2013). The analyzed databases also showed promising durability, with 
the minimum active years reported as six. In short, public webcam di
rectories provide low-cost or free resources to supplement traditional 
monitoring networks, which are currently strained (Castelletti et al., 
2016; Guastella and Smith, 2014; Morris et al., 2013). 

6.2. Social media 

Social media platforms deliver both opportunities and challenges for 
urban flood monitoring. While social media provides a high-volume 
stream of low cost, real-time data that may complement other data 
sources. Social media also provides an opportunity to capture a flood of 
any size as well as provide a communication tool in emergency situa
tions that is readily accessible to people (Jongman et al., 2015; Mid
dleton et al., 2014; Smith et al., 2015). This accessibility is a notable 
advantage compared to citizen science projects, such as STORM, that 
may lack awareness or adequate mobile compatibility. 
Machine-processed validation techniques provide an opportunity for 
scalability that is not possible through manual validation techniques (de 
Bruijn et al., 2018; Herfort et al., 2014), but this requires posts to have 
quality data attached (Fohringer et al., 2015; Smith et al., 2015). Due to 
the individuality of social media posting, the data quality also varies 
widely as seen in the database investigation which reported text, photo, 
and video posts across platforms. Therefore, it may be worthwhile to 
weight the knowledge of a user or number of post shares (Jongman et al., 
2015; Smith et al., 2015). For instance, a city water department’s post 
may be more valuable than an average citizen. Sophisticated algorithms 
and queries are needed to filter posts according to language and identify 
spatial scale based on location names (Arthur et al., 2018; de Bruijn 
et al., 2018; Fohringer et al., 2015; Herfort et al., 2014; Jongman et al., 
2015; Middleton et al., 2014; Rosser et al., 2017; Smith et al., 2015). 

To elaborate, many social media posts lack high-resolution geore
ferencing. In our existing database analysis, none of the posts were able 
to be pinned to a point location. Examining the various social media 
platforms, the Twitter application programming interface (API) is 
perhaps the most useful and accessible, allowing extensive searching 
and filtering of results using one of three access tiers offering differing 
levels of search functionality: a “standard” access tier that is free, and 
“premium” and “enterprise” levels of paid access. Free access is limited 
to searching the last seven days of activity at rates up to 180 queries per 
15-min window. Premium level allows searching both 30-day and 
complete archives of tweets, as well as higher query rates. Enterprise 
access adds more powerful search criteria specification. In practice, we 
found the standard (free) API to be adequate for our exploration of 

tracking flood-related Twitter activity in real-time, where very high 
query rates and searching of historical tweet archives are not relevant. 
Queries could be organized and spaced out temporally to avoid 
exceeding access rate limits while still providing a stream of near real- 
time data. Twitter allows complex logical queries to be formulated to 
retrieve and filter posts from specified geographic regions. For instance, 
one could search for tweets mentioning “flooding” but also having other 
keywords like “water” and “storm,” to eliminate metaphorical uses of 
the worded “flooding” or “flooded.” Thus, some careful effort could 
likely lead to development of effective query probes that do, indeed, 
relate to flooding. As noted for all social media earlier, Twitter users 
rarely allow their posts to be tagged with detailed geo-locations. For 
instance, we found that less than 1% of tweets found containing the 
words “flood,” “flooding,” or “inundation” have location data attached. 
Thus, tweets can be geo-located only to the city level or, for larger cities, 
to a general region of the city. Even so, tweets might be useful as a 
general indicator of flooding activity, to complement sparse public 
webcams coverage of an area, or to help understand overall flooding 
dynamics in planning placement of webcams. 

A preliminary analysis examined Twitter activity around sixteen 
cities between November 15, 2019 through January 20, 2020 to explore 
how tweets may or may not correspond with storm and flooding activity 
and potential correlation was indicated. To better understand these 
initial findings, we built a software tool to mine Twitter for targeted 
cities and to graph the resulting tweets in a “tweetograph,” a social 
media analogy to a hydrograph (Fig. 4). The methods of this preliminary 
analysis may be viewed in more detail in Supplementary Materials, 
Appendix D as Phase 1 and Phase 2, respectively. We present the 
tweetographs below specifically to 1) provide proof of concept of social 
media data mining algorithms and 2) illustrate potential temporal cor
relation between social media activity and flooding from the pre
liminary analysis. This utility highlights a pathway to integrate social 
media data into urban flood monitoring. 

6.3. Citizen science 

Integrating citizen science data sources into hydrological monitoring 
and modelling efforts holds promise due to the nature of direct data 
sources but also presents significant challenges in terms of accuracy, 
reliability, and coverage. If citizen scientists are not trained, there may 
be issues of quality due to unidentifiable observations (e.g., shorthand, 
blurry images, etc.) or poor technique in taking hydrologic measure
ments (Le Coz et al., 2016; Shupe, 2017; Smith and Rodriguez, 2017; R. 
Q. Wang et al., 2018; Weeser et al., 2018; Yu et al., 2016). Less than half 
of the examined citizen science projects trained users on data collection 
techniques. Coverage and reliability are often problematic, as citizen 
science projects typically lack large networks, leading to a low volume of 
irregular participation (Le Coz et al., 2016; Shupe, 2017; Smith and 
Rodriguez, 2017). Additionally, inclement weather reasonably causes 
citizen scientists to stay indoors and away from active hydrological 
situations at the precise time when they are needed most. Asking citizen 
scientists to venture out in potentially unsafe flood conditions raises 
ethical and liability concerns (Le Coz et al., 2016). As mentioned in the 
Norfolk case study, training requirements also create an entry barrier, 
which may reduce observations. Awkward data formats, constraints on 
mobile data access, and a limited feedback of high-value information to 
contributing citizen scientists can limit interest and long-term commu
nity engagement (Le Coz et al., 2016; Smith and Rodriguez, 2017; R. Q. 
Wang et al., 2018; Yu et al., 2016). These barriers will need to be 
addressed to adopt citizen science data into urban flood monitoring. 

Despite these challenges, citizen science can offer tremendous op
portunity for citizen engagement (Le Coz et al., 2016; Shupe, 2017; 
Weeser et al., 2018). Observations can be reported real-time and sup
ported with text, photos, and videos, providing low-cost data. The 
database analysis also showed that observations were often detailed, 
reporting fine spatial scale and occasionally nighttime data. 
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Furthermore, citizen science projects allow the community to 
co-generate knowledge in high-traffic areas, or spaces that are a priority 
to the community (Le Coz et al., 2016; Naik, 2016; Shupe, 2017; Smith 
and Rodriguez, 2017; R. Q. Wang et al., 2018; Weeser et al., 2018). 
Projects with fixed gauges placed at key points within the cityscape (e.g., 
CrowdHydrology) can provide long-term data for a fixed reference point 
(Le Coz et al., 2016; Lowry et al., 2019; Lowry and Fienen, 2013; R. Q. 
Wang et al., 2018; Weeser et al., 2018). A couple databases, Missouri 
Stream Team and TX Stream Team, have existed for 30 and 28 years 
respectively, emphasizing the long-term data source potential. The 
integration of social media with citizen science can increase participa
tion and awareness while further supplementing data gaps (Le Coz et al., 
2016; R. Q. Wang et al., 2018). Projects based around events—whether 
sampling blitzes or coastal tides—typically have higher number of ob
servations (Loftis et al., 2019). Despite its limits, the public engagement 
of citizen science provides a notable opportunity to further educate and 
empower residents, while potentially increasing project observations. 

6.4. Crowdsourced data 

A summary of qualitative and quantitative metrics across academic 
literature and established databases for the three established data 
sources (Table 8) reveals the potential for integrating observational data 
from crowdsourcing and citizen science projects into urban flood 
monitoring. Public webcam networks have been around the longest 
(1990s), while citizen science networks and social media sources pri
marily started within the following decade (2000s). In general, all three 

Fig. 4. Tweetographs for week-long moni
toring periods in (a) Miami, FL and (b) New 
Orleans, LA. Bar graph displays tweets 
returned from two different probes called 
“Flooding” and “Rainstorm,” respectively, at 
1-h intervals. The blue line superimposes 
NOAA precipitation data. An increase of 
total tweets can be seen following the storm 
events for both locations, paralleling the 
rainfall event, but following based on a time 
lag. The actual inundation and flooding are 
unknown and unmeasured, but presumably 
that inundation and flooding correlates to 
the tweets.   

Table 8 
Summary of Data Sources from Academic Literature and Existing Databases: 
Social media produces a significantly higher quantity of observations than 
public webcams or citizen science projects; however, social media observations 
are likely to be irrelevant to urban flooding. The highest density of relevant 
observations was found in real-time citizen science projects.   

Public 
Webcams 

Social 
Media 

Citizen 
Science 
(real-timea) 

Citizen 
Science (not 
real-time) 

Quantity total # of 
observations 

279,274 91,085,822 139,067 128,146 

Frequency total # of 
observations per 
day 

Varies 196,758 40,326 8.4 

Relevance 
% 

71.6 21.9 95.1 99.6 

Density relevant 
observation/km2 

0.03 0.08 454.53 0.04 

Urban 
% 

39 51.2 90.1 15.3 

Location 
Point, 
Neighborhood, City 

P, N, C P, N, C P, N, C P, N 

Durability years 
active 

19.0 – 4.0 14.7 

Lag-Time minutes Varies – – – 
Nighttime 

% 
– – 0.1 0.6  

a Projects in the literature review that had capacity for real-time data were 
placed in this category. 
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sources are relatively well established and could be described as durable 
over time, indicating they are viable for long-term data collection. 
Furthermore, all three sources provide a wide variety of data that could 
supplement ongoing monitoring efforts. With the continuous improve
ment of video and image processing, utilizing public webcam and social 
media sources is becoming more plausible for relevant flood data such as 
stage, streamflow, precipitation, snowpack, weather, topography, 
vegetation dynamics, land cover, land use, water use, and informing GIS 
data. It remains necessary to have specialized camera setups, or citizen 
science projects, for anything more difficult to extrapolate beyond the 
visuals of videos and images, such as soil moisture, ground temperature, 
water quality, and groundwater data. Lastly, there is concern about a 
lack of useful nighttime data across the data sources. Though specialized 
camera setups with nighttime lighting or infrared capabilities can pro
vide nighttime data, most public webcam networks do not have these 
capabilities. While some citizen science projects reported nighttime 
data, most did not. Notably, the ISeeChange project yielded roughly a 
quarter of observations overnight but these were typically not reported 
until the following day. Social media is the most promising avenue for 
crowdsourcing nighttime flooding data as individuals may report local 
flooding. 

7. Discussion 

Each of the three data sources have unique opportunities and chal
lenges to support urban flood monitoring. Social media and public 
webcams produce a large quantity of observations across a widespread 
area, providing a frequent, real-time snapshot of water levels during 
urban flooding that is not captured by citizen science projects. Citizen 
science projects have an advantage of nearly all observations being 
relevant for water-level measurements, leading citizen science projects 
to provide better baseline data than event data for urban flood moni
toring. Social media and public webcams may serve better providing 
real-time data for flood events; however, both data sources have a high 
number of non-relevant observations. To address this, multiple query 
probes could be configured to explore different filtering criteria. 
Recalling the Twitter example (Fig. 4), these queries could be used to 
discover (a) to what extent Twitter activity tracks precipitation and 
associated urban flooding and, if so, (b) which content-based logical 
filters yielded tweetographs with the best correlations to precipitation 
and flooding. As might be expected, our initial trials suggest that success 
will hinge on development of finely-tuned query probes that accurately 
return tweets truly related to flooding activity. At that point, further 
analysis can determine how reliably tweeting does or does not, funda
mentally, signal flooding events. Despite existing weaknesses across 
data sources, these crowdsourced data provide a chance to augment 
urban flood monitoring using data fusion to exploit their combined and 
relative strengths. The integration of primary observations into tradi
tional urban flood modelling allows data to be collected where it is 
needed most—at flooded locations in cities. We propose an integrated 
flood stage observation network that fuses crowdsourced and profes
sional hydrology data in real-time to feed that data to modelers and 
communicate flood status and risk to community members and decision 
makers. 

8. Conclusion 

Opportunities and challenges exist for integration of each data 
source (public webcams, social media, and citizen science) into urban 
flood monitoring. Public webcams have the highest potential when 
located at frequently flooded or high-risk locations. Webcams provide an 
opportunity for low-cost, reliable, real-time data and house potential for 
reasonably accurate nighttime observations through IR-capable cam
eras. Public webcams are limited by difficult directory navigation and 
fixed locations. Camera views may be impaired by poor angles, long 
distances, obstructions, and network problems. When aided by a 
streetlight, the webcam may be able to provide nighttime data. Next, the 
greatest asset of social media is the high quantity of observations that 
provide free, real-time data that are typically not constrained to a spe
cific location. The drawbacks are the low number of relevant posts, low 
quality media, and lack of georeferenced observations. Social media 
provides ample opportunity for easy integration with other data 
collection methods to supplement observations. Lastly, citizen science 
delivers detailed, quality data through community engagement with 
low-cost technologies such as smartphones. However, engagement is 
generally low outside of campaigned events, and participation falls 
further during inclement weather, such as flooding events. There are 
barriers to data collection as not all projects publicly post data, or the 
data may be in difficult formats. Citizen science’s largest strength is the 
detail of information provided for each observation. Crowdsourced data 
introduces a layer of uncertainty of measurement errors. It remains 
difficult to organize data gathered via crowdsourcing into real-time 
monitoring systems due to inconsistent metrics, uncoordinated efforts, 
and to get enough georeferenced, ground-based observations to cali
brate models. Despite the presented challenges, each data source holds 
potential to enhance urban flood monitoring by providing access to real- 
time, localized flood reports, especially if fused together to exploit their 
relative and combined strengths and to create a more complete and up- 
to-date data source for urban flooding. 
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Appendix A  

Table 1 
Crowdsourcing and Citizen Science Data Source Assessment Metrics: 12 metrics are identified to assess the capability of the novel data sources to augment urban flood 
modelling.  

Metric Description Unit 

Accessibility Can the observation be publicly downloaded for free? Binary; Classified as either ‘Yes’ or ‘No’ 
Format In what format is the observation communicated? Classified as either ‘Text,’ ‘Photo,’ or ‘Video’ 
Data Type What data types do sources provide? 

(continued on next page) 
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Table 1 (continued ) 

Metric Description Unit 

Percent of the data source with stage, streamflow, precipitation, snowpack, weather, soil moisture, 
ground temperature, topography, vegetation dynamics, land cover, land use, water quality, water use, 
groundwater (quality, level), and GIS data 

Quantity How many total observations? Total number of posts 
Frequency How many observations per a temporal boundary? Posts/day or event 
Relevance What percentage of sources or posts are relevant for 

informing flood modelling and decision-making? 
Number of posts that depict flooding within the spatial and temporal boundaries 

Density How many observations per a spatial boundary? Posts/km2 

Urban Are urban observations supported? Percent of observations in locations that have a population ≥ 50,000 people (Cromartie, 2019) 
Location1 Is the location of the observation provided? If so, are 

accuracy and precision maintained? 
Classified as ‘Point’ (has latitude and longitude or the precise building/location name), 
‘Neighborhood’ (tagged by neighborhood name, or to an area approximately the size of a 
neighborhood), or ‘City’ 

Durability How long have observations been hosted? Total number of active years rounded up; if less than one year, input one year 
Real-time Are real-time observations supported? If so, are accuracy 

and precision is precision maintained? 
Binary; Classified as either ‘Yes’ or ‘No’ by whether the posting delay exceeds 5 min. If available, lag 
time is noted 

Nighttime Are nighttime observations supported? If so, are accuracy 
and precision maintained? 

Percent of observations that provided stage data between 30 min after sunset and 30 min before 
sunrise 

1The locations of observations are either directly geotagged, visualized (displayed on a map), or described (with text). 

Appendix B 

Data sources  

Table 1 
Brief Summaries of Academic Literature regarding Public Webcams  

Article Description 

Bothmann et al. (2017) Webcams from AMOS were used for vegetation greenness levels: USA & Europe 
Castelletti et al. (2016) Touristic webcams (complemented with data from Flickr) used for flood prediction of a snow catchment: Lake Como, Italy 
Guastella and Smith (2014) Touristic webcams used for assessing changes in coastal morphology: KwaZulu-Natal, South Africa 
Morris et al. (2013) Traffic webcams used for vegetation greenness levels: England, UK 
Murdock et al. (2013) Outdoor webcams from the AMOS collection used to create cloud maps for weather forecasting: USA   

Table 2 
Brief Summaries of Academic Literature regarding Social Media  

Article Description 

Herfort et al. (2014) Observational flooding data recorded between June 8th (1:30 p.m.) to June 10th, 2013 (midnight) from geo-referenced Twitter data from River Elbe Flood: 
Germany, 2013 

de Bruijn et al. 
(2018) 

Used an event-based algorithm to sort through location ambiguity of Tweets for flooding disasters between July 29, 2014 and July 18, 2017: Global 

Rosser et al. (2017) Collected geotagged social media (Flickr) flood data for a series of storms between January 5th to 11th in 2014 to create a flooding model: UK 
Jongman et al. 

(2015) 
Analyzed Twitter and satellite source data to determine how they are used to support flood responses to a tropical depression and typhoon, respectively: 
Pakistan (single day event) and the Philippines (multiple day event) 

Middleton et al. 
(2014) 

Review and case study of social media’s use in response data: Hurricane Sandy (monitored for five days in October 2012) 

Fohringer et al. 
(2015) 

Case study of flood patterns and depths data collected through photos on Twitter and Flickr from May 5 to June 21, 2013 flood: Dresden, Germany 

Smith et al. (2015) Modeled and assessed two flooding events in 2012 on June 28th and August 5th: Newcastle-upon-Tyne, UK 
Arthur et al. (2018) Examined Twitter data from floods in 2015 from October 22 to November 25: UK   

Table 3 
Brief Summaries of Academic Literature regarding Citizen Science Projects  

Article Description 

Le Coz et al. (2016) Flood photo project RiskScape by the National Institute of Water and Atmospheric Research (NIWA): Christchurch, New Zealand 
Shupe (2017) Water quality data and hydrologic observations collected via a smartphone app: Vancouver, Canada 
Smith and Rodriguez 

(2017) 
Flood observations recorded by New York City 311, online or with the non-emergency city telephone line: New York City, New York, USA 

(R. Q. Wang et al., 2018) Study of the web and mobile crowd-sourcing platform MyCoast that collects photos of coastal, urban flooding: Charleston, SC, USA 
Weeser et al. (2018) Analysis of numerical text-message water level data collected from thirteen sites: Kenya 
Yu et al. (2016) Comparison of crowdsourced and model-predicted flood inundation for an extreme, one-day storm event: Shanghai, China 
Sadler et al. (2018) Developed flood severity model using crowdsourced flood reports for coastal city: Norfolk, Virginia, USA 
Loftis et al. (2019) Crowdsourced flood mapping was used to identify the inundation extent during king tide events and validate flood forecast model: Hampton Roads, 

Virginia, USA 
Naik (2016) Precipitation event paralyzed a city, resulting in the creation of an impromptu, crowdsourced flood map: Chennai, India   
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Table 4 
Public Webcam Resources: A summary of each public webcam directory examined.  

Resource Description 

Global 
EarthCam A global, commercial network of live-stream webcams for online tourism. 
PhenoCam A database of landscape images in North America for phenological research. 
Weather Underground A global, commercial service that provides real-time weather data derived from the National Weather Service and personal weather 

stations. 
WeatherBug A global, web and mobile application that provides hyper-local weather data from private weather stations and sensors. 
National 
United States Geological Survey 

(USGS) 
A national multimedia gallery, including webcams, which provides near real-time conditions to monitor extreme weather events. 

Local 
Arizona Department of Transportation A state-wide database of traffic cameras that provide near real-time road and traffic conditions. 
Arizona Mohave Flood District A county-specific database of real-time weather cameras to provide flood warnings.   

Table 5 
Social Media Resources: A summary of each social media platform examined.  

Resource Description 

Facebook A global social networking site where users may post text, photos, and video to a ‘story’ (i.e., content posted up to 24 h) or to their ‘feed’ (e.g., content posted until 
deleted). Users may also interact with content through reactions, sharing, or comments. 

Flickr A global image and video hosting service where users may caption, react, and comment on uploads. 
Google 

Images* 
A global image searching service. 

Instagram A global social networking site where users may post images or videos to a story or feed with the ability to caption, react, share, and comment on uploads. 
Twitter A global social networking site where users may post text, photos, and videos to a feed. Users may interact with content by replying, sharing, or reacting. 
Vimeo A global video hosting service where users may caption, react, and comment on uploads. 
YouTube A global video hosting service and social networking site where users may post text, photos, and video to a story or feed. Users may interact with content through 

reactions and comments. 

*To comply with permissions, Google Images was limited to results labeled for noncommercial reuse.  

Table 6 
Citizen Science Resources: A summary of each citizen science project examined.  

Resource Description 

Global 
AppEAR A global, mobile and web-based application that crowdsources environmental data for freshwater aquatic environments 

for research and education. 
CrowdWater A global, mobile application which crowdsources water level, streamflow, soil moisture, plastic pollution data of water 

bodies to improve forecasting of hydrological events. 
Digital Earth Watch Picture Post A global, mobile and web-based database which crowdsources images of landscapes for environmental monitoring. 
The Fluker Post Project A global, mobile application which crowdsources images of landscapes for long-term natural resource management. 
IseeChange A global, mobile and web-based application that crowdsources examples of climate change mitigation and adaptation. 
Stream Tracker Project A global, mobile application that crowdsources when and where water is flowing to monitor intermittent streams. 
Waze A global, mobile application that crowdsources road and traffic conditions to provide trip navigation. 
National 
CrowdHydrology A national, web-based application which crowdsources water level data, primarily in or near urban locations, through text 

messaging to collect hydrologic data. 
Springs Online A national, web-based database that crowdsources ecosystem characteristics and processes to promote healthy 

environments. 
What’s your water level? A national, web-based application that crowdsources water level data focused on coastal flood management. 
Local 
Arizona Trail Water Report A state-level, web-based database that crowdsources availability of water sources across Arizona trails. 
Arizona Water Watch A state-level, mobile application which crowdsources water, wildlife, and pollution data of water bodies in Arizona. 
IDAH2O A state-level, web-based database that crowdsources habitat, biological, chemical, and physical data of Idaho’s streams. 
Michigan Clean Water Corps Volunteer Stream 

Monitoring Program (VSMP) 
A state-level, web-based database that crowdsources water quality data in Michigan’s wadeable streams and rivers for 
water resources management and protection. 

Missouri Stream Team A state-level, mobile and web-based database that crowdsources water quality data in Missouri for river conservation. 
Massachusetts River Instream Flow Stewards (RIFLS) A state-level, web-based database which crowdsources streamflow of ungauged rivers in Massachusetts. 
STORM A city-level, web-based application that crowdsources flooded streets in Norfolk, VA. 
Texas Stream Team A state-level, web-based database that crowdsources water and environmental quality of over 400 Texas waterways for 

scientific research and environmental stewardship. 
Utah Water Watch A state-level, web-based database which crowdsources water quality data of lakes and streams in Utah for watershed 

management and education.  
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Appendix C 

Reported Water Level Errors across Data sources  

Table 1 
Accuracy and Precision of Water Level Derived from Webcam Image and Video: Studies of cameras indicate webcams hold potential to 
accurately measure water level data.  

Source Error (cm) Error (%) Error 
Method* 

Precision (cm) 

Jiang et al. (2020) 2.6 20 RMSE – 
Zhang et al. (2019) ≤0.4 – RMSE ±1 
Lin et al. (2018) 1.1 1 RMSE – 
Eltner et al. (2018) 0.6 – MAE ±1.5 
Schoener (2018) 1.4 – MAE ±3 
Ran et al. (2016) 2 – RMSE – 
Kim et al. (2008) 2.5 8 MAE – 
Shin et al. (2008) – 2.3 MAE – 
Average 1.5  

*RMSE = root mean square error; MAE = mean absolute error.  

Table 2 
Accuracy of Water Level Derived from Citizen Science Sources: Studies regarding citizen science projects are 
limited but indicate potential for retrieving accurate water level data.  

Source Error (cm) Error (%) Error 
Method* 

Davids et al. (2017) – 1.9% MAE 
Le Coz et al. (2016) – 15–20% MAE 
Lowry and Fienen (2013) 0.6 – RMSE 
Average 0.6 9.7% – 

*RMSE = root mean square error; MAE = mean absolute error. 

Appendix D 

Detailed methods for twitter analysis 

Our analysis of Twitter as a potential near-real-time indicator of urban flooding activity was conducted in two phases. First, a simple initial pilot 
effort was manually conducted to get an initial assessment of potential utility. Second, a more in-depth analysis (ongoing) for which we constructed a 
specialized software “twitter scraper” tool with significant automation that could be targeted to monitor flood-related twitter activity in any targeted 
locale over either specific timeframes or on an ongoing basis. 

Phase 1: Pilot evaluation of Twitter as an indicator of urban flooding. 
Using the public, free Twitter API, searches were made using the keywords “flood,” “flooding,” and “inundation.” These searches were made from 

November 15, 2019 to January 20, 2020 and were localized to several locations in the United States which were known to be at risk for flooding to 
reduce noise. The following locations were used: 

o Pahrump, Nevada 
o Jersey City, New Jersey 
o Plano, Texas 
o Peachtree Corners, Georgia 
o Miramar Beach, Florida 
o Raleigh, North Carolina 
o Rogers City, Arkansas 
o Carmel, Indiana 
o St. Augustine, Florida 
o The Woodlands, Texas 
o Round Rock, Texas 
o Denton, Texas 
o Kissimmee, Florida 
o San Marcos, Texas 
o Sugar Land, Texas 
o Queens, New York 

Searches were made for tweets which were geo-located within the boundaries of these locations, or for tweets where the author states their location 
in their profile to be within one of these locations. 

Events were closely monitored then verified through local news outlets. The following events were captured: 

o Pahrump, Nevada 
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o December 12, 2019 to December 15, 2019 
o Plano, Texas 
o January 16, 2020 
o Peachtree Corners, Georgia 
o January 12, 2020 to January 16, 2020 
o Raleigh North Carolina 
o December 5, 2019 to December 6, 2019 
o December 13, 2019 to December 15, 2019 
o December 18, 2019 to December 20, 2019 
o Rogers City, Arkansas 
o January 9, 2020 to January 14, 2020 
o Carmel, Indiana 
o January 9, 2020 to January 12, 2020 
o Denton Texas 
o January 10, 2020 to January 13, 2020 
o Queens, New York 
o January 2, 2020 to January 5, 2020 

Events analyzed in this way showed an increase of up to four times the number of tweets that matched search criteria during and shortly after 
flooding events. These preliminary results were deemed promising enough to warrant initiating a deeper analysis of the reliability of Twitter as a 
flooding indicator. 

Phase 2: Software for Automation: Large-scale analysis of Twitter as reliable indicator of urban flooding. 
To provide a basis for a larger statistical analysis of the reliability of Twitter activity as an indicator of urban flooding events, we constructed of an 

automated “Twitter scraper” software product to use as a research tool, capable of monitoring and capturing Twitter activity and precipitation in 
flood-prone cities across the United States. The tool is embodied in a web-application that allows researchers to easily configure monitoring of any city, 
either continuously or within specified time windows. This allows continuous long-term monitoring to provide a strong record of “baseline” Twitter 
activity in various regions, as well as targeted monitoring of specific events, e.g., when a large storm is forecast for a given region. Some specific 
features include:  

• User can create and deploy an unlimited number of monitoring tasks targeted to specified geographic regions.  
• User can specify an unlimited set of “search term sets”, which are essentially complex constructed logical queries aimed at filtering out “flood- 

related” tweets from the stream of tweets.  
o The probes used in the provided examples used:  
• Flooding: (flood OR flooded OR flooding) – “flood with” – “flooded with” – “flood of”  
• Rainstorm: monsoon OR rain OR rainstorm OR thunderstorm  
• For a given monitoring task, user can attach one or more search term sets to use in monitoring that region.  
• Monitoring tasks also query NOAA in 15-min intervals to collect a timeline of current precipitation data for the targeted region.  
• A graphical interface is provided to visualize Twitter activity. In other words, the number of tweets returned for each of the specified search term 

sets, along with precipitation data, can be generated. 

Screenshots of the tool in action are given in Fig. 4 in the main body of the paper. We note that, while the tool can technically support unlimited 
monitoring tasks and search term sets, a practical limit is set by the API access level used to access Twitter, as outlined in the main paper. Thus, for 
example, the “standard” (free) access level is limited to 180 queries per 15-min rolling window with this quota spread across all active monitoring 
tasks and their respective search term sets. 

The web application is based on the Django v2.1.7 application framework. This application and the various backend modules that do the actual 
web scraping are written in Python v3.6.9. The tool is supported by a PostgreSQL v10.12 database. The webapp stores all monitoring tasks and logs 
status information to the database and the results of all Twitter queries returned by all monitoring tasks are stored in the database as well. This 
approach overcomes the limitations to archival tweets imposed by Twitter. We collect all relevant tweets in real-time and essentially create our own 
historical archive in the database. The script uses the Tweepy v3.9 Python package to access the Twitter API, and directly accesses the Open
WeatherMap v2.5 API to collect precipitation data. 

At the time of this writing, long-term data collection is still running for a number of U.S. cities. We are also setting targeted monitoring of select 
cities where heavy precipitation and/or flood warnings are issued. Although detailed results await completion of data collection and more careful 
statistical analysis, our early observations suggest that Twitter may not be as reliable as our pilot effort led us to hope as an early indicator of urban 
flooding. Correlations between precipitation/flooding and flood-related tweets do often appear but are often obscured or confused by variations in 
baseline Twitter activity in some locales. More work is also required to discover more reliable filtering queries that separate tweets truly related to 
flooding from those that mention flooding and rain in unrelated mundane contexts. A more complete report will be provided in an upcoming pub
lication focused specifically on this topic. 
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