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Recently there has been increasing interest in alternate methods to compute quantum tunneling in field
theory. Of particular interest is a stochastic approach which involves (i) sampling from the free theory
Gaussian approximation to the Wigner distribution in order to obtain stochastic initial conditions for the
field and momentum conjugate and then (ii) evolving under the classical field equations of motion, which
leads to random bubble formation. Previous work showed parametric agreement between the logarithm of
the tunneling rate in this stochastic approach and the usual instanton approximation. However, recent work
[J. Braden et al., Phys. Rev. Lett. 123, 031601 (2019)] claimed excellent agreement between these
methods. Here we show that this approach does not in fact match precisely; the stochastic method tends to
overpredict the instanton tunneling rate. To quantify this, we parameterize the standard deviations in the
initial stochastic fluctuations by εσ, where σ is the actual standard deviation of the Gaussian distribution
and ε is a fudge factor; ε ¼ 1 is the physical value. We numerically implement the stochastic approach to
obtain the bubble formation rate for a range of potentials in 1þ 1 dimensions, finding that ε always needs
to be somewhat smaller than unity to suppress the otherwise much larger stochastic rates toward the
instanton rates; for example, in the potential of Braden et al., one needs ε ≈ 1=2. We find that a mismatch in
predictions also occurs when sampling from other Wigner distributions and in single-particle quantum
mechanics even when the initial quantum system is prepared in an exact Gaussian state. If the goal is to
obtain agreement between the two methods, our results show that the stochastic approach would be useful if
a prescription to specify optimal fudge factors for fluctuations can be developed.

DOI: 10.1103/PhysRevD.102.076003

I. INTRODUCTION

Quantum tunneling plays a central role in many areas of
physics, including diodes, nuclear fusion, etc. In relativistic
quantum mechanics of scalar bosons, it can play a central
role in determining the stability, or otherwise, of vacua. In
particular, in the minimal Standard Model of particle
physics, the Higgs potential is only metastable, as it turns
over at an energy scale of Oð1011Þ GeV, depending on the
top mass [1–4]. It then goes negative, rendering our
electroweak vacuum metastable. Its lifetime from quantum
tunneling has been estimated to be extremely long, much
longer than the current age of the Universe, at least at zero
temperature. During inflation, the situation can radically
change, allowing the tunneling rate to be larger [5–11].

Furthermore, in the context of string theory, there are
thought to be an exponentially large number of metastable
vacua in a multidimensional field space.
The computation of quantum tunneling can in principle be

done by means of solving the Schrödinger equation directly.
In the context of single-particle nonrelativistic quantum
mechanics, this is normally a task that can be completed
with fairly minimal computing resources (which we shall
return to later in the paper as a testing ground). However, in
the context of relativistic quantum mechanics, one must
necessarily deal with a large number of degrees of freedom,
which are conveniently organized into fields. In this case, the
direct solution of the Schrödinger equation for the quantum
field theory is notoriously difficult. It is then especially
important to have efficient tools to provide approximate
results. The most famous and celebrated approximation is to
make use of instantons [12,13]. In this method, one performs
a Wick rotation on time t → it to obtain the Euclideanized
equations of motion. The leading instanton is the bounce
solution exhibiting maximal symmetry, namely SOðdþ 1Þ,
where d is the number of spatial dimensions. This instanton
method can be very efficient to implement and is usually
thought to be an accurate approximation to the true quantum
tunneling ratewhen the theory is in aweakly coupled regime.
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However, there are good reasons to develop alternate
calculational tools. Perhaps of most interest is in the context
of cosmology; in this case one is invariably studying a
system with a time-dependent background. This immedi-
ately spoils the SOðdþ 1Þ symmetry of the Euclidean
theory, so such simple instantons do not exist in this
standard form. There are many possible settings where
the time dependence of the background would be impor-
tant: during cosmic inflation, during preheating after
inflation, during late time dark energy, etc. In fact in the
case of today’s tunneling rates it is unclear if the static
treatment is relevant: If the background is very slowly
varying compared to the timescale for tunneling, and one
can therefore ignore the breakdown of time translational
symmetry, then the tunneling is so fast our Universe would
have already tunneled. On the other hand, if the tunneling is
sufficiently slow that we have yet to tunnel, then the
background evolution matters and the static analysis is
not clearly applicable. Furthermore, there are situations in
which the instanton solution does not exist, while tunneling
is still thought to occur; e.g., see [14]. So there can be many
important cosmological situations in which the static
instanton based method can be suboptimal and even
inaccurate.
Therefore a much needed tool would be to have a

formalism that tracks the dynamics of the tunneling process
in real time rather than imaginary time. This method could
then track nontrivial background dynamics that is relevant
to cosmology and in other dynamical settings. This method
suggests to use the real time dynamical classical equations
of motion, as opposed to the imaginary time classical
equations of motion which are at the heart of the usual
instanton method. However, if one uses the classical
equations of motion, one wonders: Where does quantum
mechanics enter? In such an approach, the only place it can
enter is in the choice of initial conditions.
To elaborate on this, suppose we consider a scalar

field ϕ subject to a potential VðϕÞ, and suppose we expand
around the false vacuum ϕf as V ¼ 1

2m
2
fðϕ − ϕfÞ2 þ % % %.

Classically, one must specify initial conditions for the
fluctuations δϕi and momentum conjugate πi ¼ δ _ϕi.
Since they are to evolve simultaneously in the classical
theory, then they need to be drawn from a joint probability
distribution pðδϕi; πiÞ. In the true quantum theory, such a
joint distribution does not exist of course; one only has a
wave function Ψ. So instead one must choose a related
distribution. A concrete proposal is to (i) approximate the
wave function as the free theory ground state wave function
based around the false vacuumwith massmf. Since the free
theory ground state wave function is Gaussian it possesses
a Wigner distributionW that is positive definite and can act
as a joint probability distribution from which one can
sample from p ¼ W. By sampling from this, one can then
(ii) evolve under the classical field equation equations of
motion. In doing so, one finds that bubbles form randomly.

This provides a novel semiclassical picture of vacuum
decay, as implemented in the important work of Ref. [15],
and provided the inspiration for the present study.
By performing an ensemble average, one can show

that this often leads to parametric agreement with the
logarithm of the tunneling rates in the instanton approxi-
mation, and so it can be potentially quite relevant and
useful. We will refer to this as the “stochastic approach to
quantum tunneling.” Pioneering work on this includes
Refs. [16,17], while a more recent update that makes
use of the Wigner formalism was done by some of us in
Ref. [18]. Other relevant work includes Refs. [19–31].
It is difficult to make the case for precise quantitative

agreement between this stochastic approach and the
instanton approximation in Minkowski space (nontrivial
backgrounds, including inflation, are not the focus of our
present study). However, in the recent work, Ref. [15]
provided very interesting numerical results that appeared to
drastically improve the situation. The authors implemented
the stochastic method in 1þ 1 dimensions, by carrying out
detailed numerical simulations in which the field was
drawn from a Gaussian distribution, and then evolved
classically. They computed the average time for bubble
nucleation and deduced a tunneling rate. This was carried
out in the context of a particular potential VðϕÞ, that wewill
discuss later; see ahead to Eq. (17). They compared this
tunneling rate to that obtained from the instanton method,
claiming excellent agreement. This agreement was claimed
to persist as the parameters in the potential were altered and
the criteria for tunneling was adjusted.
In this paper we investigate this method carefully. We

perform numerical simulations in 1þ 1 dimensions for a
range of potentials. We also test the proposal in single-
particle quantum mechanics. We find that the method
requires one to assume initial conditions with standard
deviations smaller than those which arise from the
Gaussian wave function. For the specific potential exam-
ined in Ref. [15], we find that one needs to suppress the
standard deviations by a factor of ε ≈ 1=2. This leads to a
factor of 4 change in the tail of the Gaussian distribution’s
exponent, which leads to a very large reduction in the
tunneling rate down toward the instanton prediction; while
the physical value of ε ¼ 1 leads to tunneling that is far
more rapid. We show that this problem is not unique to the
specific potential chosen but afflicts general potentials.
Moreover, we find that different potentials require their
own different values of suppression factors ε < 1 to mimic
the instanton results. We also test rescaling the fluctuations
in δϕi and πi differently, while still obeying the uncertainty
principle, and find that these problems persist. Finally, we
test the stochastic approach and its assumption of Gaussian
initial conditions by directly comparing to a quantum
problem that we numerically solve with this initial con-
dition. Although we cannot efficiently solve this quantum
problem in the context of quantum field theory, we can do
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so in the case of single-particle nonrelativistic quantum
mechanics. By doing so, we find that disagreement persists.
Our paper is organized as follows: In Sec. II we provide

more details of the stochastic method. In Sec. III we present
our numerical results: a periodic potential in Sec. III A, a
double-well potential in Sec. III B, addressing renormali-
zation issues in Sec. III C, and other physical states in
Sec. III D. In Sec. IV we study the method in single-particle
quantum mechanics starting with an exact Gaussian wave
function. Finally, in Sec. V we conclude.

II. STOCHASTIC METHOD

In this work we will be primarily interested in standard
two-derivative actions. We will focus on a single scalar
field ϕ but will later also discuss the case of a single particle
in nonrelativistic quantum mechanics. The standard two-
derivative action in Minkowski space is given by

L ¼ 1

2
ð∂ϕÞ2 − VðϕÞ: ð1Þ

Here we are using the signature with þ for time and − for
space, and we work in natural units ℏ ¼ c ¼ 1. Note that
this can also describe some condensed matter systems if we
replace c by the appropriate sound speed cs.
Consider a potential that has (at least) two local minima;

one is a false vacuum at value ϕf and the other is a true
vacuum at ϕt, i.e., V 0ðϕfÞ¼V 0ðϕtÞ¼0 and VðϕfÞ>VðϕtÞ.
Further, we will assume that they possess nonzero second
derivatives at their respective minima, with

m2
f ≡ V 00ðϕfÞ > 0; m2

t ≡ V 00ðϕtÞ > 0: ð2Þ

Some illustrative examples are given in Fig. 1. Although we
will focus on starting around a specific false vacuum ϕf, in
principle there can be multiple true vacua that the system
can tunnel to. In a weakly coupled quantum field theory,
the tunneling rate is usually thought to be well approxi-
mated by Wick rotating t → it, numerically obtaining the
bounce solution, and computing the corresponding bounce
action SB instanton. The tunneling rate to leading order is
Γ ∝ e−SB with a prefactor that can be determined too. We
will return to these details later.
On the other hand, the basis of the stochastic approach is

to (i) obtain stochastic initial conditions for the field and its
momentum conjugate and then (ii) evolve classically. Let
us define the perturbation from the false vacuum as

ϕ ¼ ϕf þ δϕ; π ¼ δ _ϕ: ð3Þ

In order to obtain initial conditions, the stochastic approach
normally makes use of the free theory wave functional with
respect to the false vacuum. The free theory Hamiltonian is
given in d spatial dimensions by

Hfree ¼
Z

ddx
!
1

2
π2 þ 1

2
ð∇δϕÞ2 þ 1

2
m2

fðδϕÞ2
"
: ð4Þ

This diagonalizes in k space. The ground state wave
functional is the Gaussian

ΨfreeðδϕÞ ∝ exp
!
−
1

2

Z
ddk
ð2πÞd

ωkjδϕkj2
"
; ð5Þ

where ω2
k ¼ k2 þm2

f. Since this is a Gaussian wave
function, it has a positive definite Wigner distribution

Wfreeðδϕ; πÞ ∝ exp
!
−
Z

ddk
ð2πÞd

#
ωkjδϕkj2 þ

1

ωk
jπkj2

$"
:

ð6Þ

The two-point correlation functions for the field and
momentum conjugate are, respectively,

hδϕ&
kδϕk0 ifree ¼

1

2ωk
ð2πÞdδdðk − k0Þ; ð7Þ

hπ&kπk0 ifree ¼
ωk

2
ð2πÞdδdðk − k0Þ: ð8Þ

The stochastic method uses the Wigner distribution as a
joint probability distribution to sample δϕ and π from
simultaneously. This sets the variance in the field and
momentum conjugate’s initial conditions. By sampling
from the above distribution for each k mode, we obtain
a representative ϕ back in position space.

FIG. 1. Potentials and initial condition. Middle pink curve: An
illustrative periodic potential VðϕÞ of the form Eq. (17). Upper
brown curve: An illustrative double-well potential VðϕÞ of the
form Eq. (21). We have indicated a false vacuum by ϕf and a true
vacuum by ϕt. Lower purple curve: A cartoon of the Gaussian
approximation to the wave function squared jΨfreej2 (suppressing
all the spatial dependence for ease of presentation), which is used
to construct the Wigner distribution and then random initial
conditions are drawn near the false vacuum in the stochastic
approach.
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To define this precisely, let us consider a one-dimensional
box of spatial size L in which we impose periodic boundary
conditions ϕðL=2; tÞ ¼ ϕð−L=2; tÞ. The k modes are then
discrete, obeying kn ¼ 2πn=L, where n is an integer. The
system requires a cutoff on n that we call ncut. By sampling
from the wave functional, we obtain the following stochas-
tic initial conditions:

δϕiðxÞ ¼
1ffiffiffiffi
L

p
Xncut

n¼1

eiknxϕn þ c:c:; ð9Þ

πiðxÞ ¼
1ffiffiffiffi
L

p
Xncut

n¼1

eiknxπn þ c:c:; ð10Þ

where the factor 1=
ffiffiffiffi
L

p
is a useful prefactor when switching

from the continuum to the discrete in a box of size L. Here
the coefficients ðϕn; πnÞ are random complex numbers;
they have uniformly distributed phase on the domain
½0; 2πÞ and magnitude drawn from a Gaussian distribution,
with standard deviation given by

Δϕn ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hjϕnj2i

q
¼ εϕ

1ffiffiffiffiffiffiffiffi
2ωn

p ; ð11Þ

Δπn ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffi
hjπnj2i

q
¼ επ

ffiffiffiffiffiffi
ωn

2

r
: ð12Þ

Here the factors of 1=
ffiffiffiffiffiffiffiffi
2ωn

p
and

ffiffiffiffiffiffiffiffiffiffiffi
ωn=2

p
come from

enforcing the k-space standard deviations of Eqs. (7)
and (8).
Importantly, we have also included a pair of “fudge

factors” εϕ and επ in our expressions for the standard
deviations in Eqs. (11) and (12). The correct value to obtain
the actual fluctuations of the free theory of Eqs. (5)–(8) is

εϕ ¼ επ ¼ 1 ðphysical valueÞ: ð13Þ

If we rescale the fluctuations in δϕi and πi, then the value
assigned to the standard deviations can violate the uncer-
tainty principle. One now has

ΔϕkΔπk ¼
εϕεπ
2

; ð14Þ

rather than the usual value of just 1=2 (recall that we are
setting ℏ ¼ 1). If we set επ ¼ 1=εϕ, then we are still
saturating the uncertainty principle; these correspond to
physical states in the Hilbert space and we will return to
them in Sec. III D.
As we will see, it will be convenient to include the

possibility of standard deviations that are suppressed
relative to the physical value by these factors εϕ and επ .
As an example, one of the potentials we will be interested is
the upcoming Eq. (17), which was the focus of the paper
[15]. In this case we will find that we need to use the fudge
factors of

εϕ ¼ επ ≈
1

2
½optimal value for Eq: ð17Þ(; ð15Þ

in order to obtain reasonable quantitative agreement with
the instanton approximation. Such values are violating the
uncertainty principle by a factor of 1=4 and cannot be
associated with a Wigner distribution. Now it is important
to note that a change in the ε’s by any Oð1Þ number
changes the distribution dramatically, as we will see
quantitatively in the next section. If one rescales the
standard deviation by a factor of ε ¼ 1=2, then one is
enhancing the coefficient in the exponent of the Gaussian
by a factor of 4 in δϕi and πi. Since one is often interested
in situations at small coupling, where tunneling is rare, then
one is deep in the tail of the Gaussian in order to find a
configuration that can organize into a bubble and tunnel.
This means that a factor of a few changes in the exponent
(in either δϕi or πi) can translate into a huge change in the
tunneling rate, as we shall see.
In this work we will see that the physical value of εϕ ¼

επ ¼ 1 will produce tunneling rates that are much larger
than the corresponding rates from the instanton method,
and one will indeed need lower values of the ε’s. We will
explore different potentials and different dimensionality
(both d ¼ 1 and d ¼ 0) to see how ε needs to change to
force the stochastic method to show better agreement.
In any case, once the initial conditions are specified, then

they are evolved under the classical field theory equations
of motion

ϕ̈ −∇2ϕþ V 0ðϕÞ ¼ 0: ð16Þ

Due to the nontrivial initial conditions, there can occasion-
ally be a sufficient amount of energy accumulated in a
region of space for the field to climb over the barrier,
allowing a bubble to form and then expand; this effectively
mimics the idea of “tunneling.” This simulation can be
repeated numerous times for an ensemble average to
determine a tunneling rate. Then one can compare to the
familiar instanton rate, which in this context is usually
thought to accurately describe the quantum tunneling rate
in the weak coupling regime. In the next section we will
carry out this numerical procedure in detail.

III. POTENTIALS AND NUMERICAL RESULTS

In this section we will numerically explore several
potentials VðϕÞ. We will then explore renormalization
issues and multiple choices for the initial fluctuations.

A. Periodic potential

As a starting point, we consider a periodic potential that
was the primary focus of Ref. [15], namely
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VðϕÞ ¼ V0

#
− cos

#
ϕ
ϕ0

$
þ λ2

2
sin2

#
ϕ
ϕ0

$$
: ð17Þ

Here V0, ϕ0, and λ are parameters. Formally, one can scale
both V0 and ϕ0 out of the classical equations of motion,
leaving just one dimensionless parameter λ, which controls
the relative heights of vacua. However, in such rescaled
variables, the value of ϕ0 will reappear in the initial
conditions, just as it will appear in the quantum problem.
This potential is periodic and so it has an infinite number

of false and true vacua. For λ > 1 it has metastable false
vacua. An illustrative plot is given as the middle pink curve
in Fig. 1. We can focus on the false vacuum at ϕf ¼ πϕ0

and determine the false mass mf by expanding around this
point. A convenient aspect of this potential is that one can
use cosðϕ=ϕ0Þ as a kind of diagnostic as to whether one is
close to the false vacuum or the true vacuum. The value of
ϕ ¼ ϕðxÞ varies from place to place, so it is useful to
perform its spatial average hcosðϕ=ϕ0Þi. A value near −1
means that the field is close to the false vacuum, while a
value close to þ1 means that the field is close to the true
vacuum.
We drew our initial conditions from the above Gaussian

distributions, in accord with the stochastic method, and
solved the nonlinear classical field equation of motion. This
was done implementing a standard leap-frog integrator in
PYTHON as well as inMathematica. We checked that in our
system the total energy changed by a small percentage on
the order of (0.1–0.01)%, and the errors in the field
evolution were small as well. We have considered two
different choices of cutoff in Eqs. (9) and (10). First,
we fixed kcut to the value kcut ¼ k⋆ ¼ ð2π=LÞn⋆ ¼
1024π=ð25

ffiffiffi
2

p
Þ

ffiffiffiffiffiffi
V0

p
=ϕ0 similar to Ref. [15]. However, this

cutoff is in general so large that renormalization effects can
become relevant. For this reason, we also considered lower
cutoffs such as to be in a regime where renormalization is
negligible, which wewill discuss shortly. The results for the
spatial average hcosðϕ=ϕ0Þi for many different random
realizations (200 in this example) as a function of time are
given in Fig. 2 (top panel), with cutoff given by k⋆. The
figure shows very distinctive behavior; for a while [on the
order of ð100–200Þ=μ in this example] the system is just
fluctuating around the false vacuum. Then at some moment
a sufficiently large fluctuation allows a bubble to form. The
bubble expands out at approximately the speed of light. It
eventually fills the entire box and one has completed the
tunneling transition to the true vacuum. We have chosen
parameters for the potential ϕ0 ¼ 1.4 and λ ¼ 1.2 for this
plot. However, qualitatively similar behavior occurs for
other parameters.
We extract a tunneling rate from the ensemble by

examining the timescale over which the classical fields
“tunnel,” using the prescription outlined in [15]. We declare
a field as “tunneled” if its value of hcosðϕ=ϕ0Þi averaged
over the box exceeds a threshold which is determined as

follows. We define two terms c̄T and ΔcT , which are the
ensemble average and standard deviations, respectively, of
hcosðϕ=ϕ0Þi over the box at t ¼ 0. The threshold is then
defined as c̄T þ nσΔcT , where nσ is some constant. Our
results are consistent with the claim in [15] that the
tunneling rate is invariant to the choice of nσ between 5
and 25, so we choose its value to be 15 for our simulations.
We show the tunneling rates versus the potential width ϕ2

0

in Fig. 2 (bottom panel) for an example set of parameters
V0=ϕ2

0 ¼ 0.008μ2 and λ ¼ 1.2, consistent with those
chosen for an analogous figure in [15] (μ just sets units;
one can set units μ ¼ 1 everywhere in this paper).
Since we cannot solve the full quantum field theory

efficiently, we compare these results to the instanton
approximation. In Fig. 2 (bottom panel) the solid black
line is the instanton result, while the dashed gray line is

FIG. 2. The periodic potential Eq. (17). Top panel: The spatial
average hcosðϕ=ϕ0Þi versus time for a set of random realizations
in this model. The chosen potential width parameter is ϕ0 ¼ 1.4
and we used the fudge factor of ε ¼ 1=2 to suppress the
fluctuations. Bottom panel: The normalized tunneling rate Γ
versus the effective width of the potential ϕ0 for two different
choices of ε, namely ε ¼ 1 (orange dots) and ε ¼ 0.5 (blue dots).
Tunneling rates have been computed with ensembles of 200
realizations. In these figures we have chosen L ¼ 400=μ,
V0=ϕ2

0 ¼ 0.008μ2, λ ¼ 1.2, and kcut ¼ k⋆, similar to Ref. [15]
(in practice we fix ncut ¼ 518).
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from just the bounce action, i.e., Γ&e−SB with Γ& a constant
numerical prefactor which is fixed by imposing agreement
with the numerical result for ε ¼ 0.5 and ϕ0 ¼ 1. Recall
that to obtain the bounce action, one begins by obtaining
solutions to the Euclidean equations of motion with
SOðdþ 1Þ symmetry

ϕ00 þ d
r
ϕ0 ¼ V0ðϕÞ; ð18Þ

with boundary conditions ϕ0 → 0 as r → 0 and ϕ → ϕf as
r → ∞. The corresponding bounce action is

SB ¼ Ad

Z
drrd

!
1

2
ðϕ0Þ2 þ VðϕÞ − VðϕfÞ

"
; ð19Þ

where Ad is the area of the d-dimensional unit sphere. The
leading approximation for the tunneling rate is

Γinst ¼ Γ0

#
SB
2π

$
dþ1

e−SB; ð20Þ

where Γ0 is a determinant prefactor which depends on the
parameters of the potential. It is straightforward to compute
these bounce actions in these simple field theories. In this
paper, we neglect renormalization effects in the determinant
prefactor. However, we will discuss the issue of loop
corrections to the mass in Sec. III C. In the figures we
use the approximation Γ0 ¼ Nm2L, where N is the number
of nearby true minima [so N ¼ 2 in (17) and N ¼ 1 in the
upcoming (21)].
In the figure we have compared the instanton rates to the

stochastic method with ε ¼ επ ¼ εϕ. For the latter, we have
included both the ε ¼ 1 (orange points) and the ε ¼ 1=2
(blue points) choices for the initial fluctuations. We see that
the physical value of ε ¼ 1 greatly overpredicts the
tunneling rate, especially at large ϕ0, which is the weak
coupling regime in which the instanton is usually thought
to be the most trustworthy. On the other hand, by
suppressing the fluctuations with ε ¼ 1=2 (or ε ≈ 1=2),
there is observed to be rather good agreement between the
two methods. The values in this latter curve (blue) are seen
to be similar to the results in Fig. 2 of [15].

B. Double-well potential

Wewill also consider the case of a double-well potential.
In particular, we consider the following quartic potential:

VðϕÞ ¼ V0

##
1 −

ϕ2

ϕ2
0

$
2

þ λ

#
1 −

ϕ
ϕ0

$$
; ð21Þ

where λ is another dimensionless parameter that controls
the energy separation between the vacua. An illustrative
plot is given as the upper brown curve in Fig. 1. In this case,
we followed the spatial average of the field, which is shown

in Fig. 3 (top panel) for a representative choice of
parameters. We then declare that a realization has tunneled
once hϕ=ϕ0i is larger than the location of the maximum of
the barrier which separates the false and true minima (the
precise choice of threshold does not affect our results).
The tunneling rates from simulations using the stochastic

method and the instanton are given in Fig. 3 (bottom panel),
fixing kcut ¼ k⋆ (again with ε ¼ εϕ ¼ επ). Here we again
see that the physical value of ε ¼ 1 overpredicts the
instanton tunneling. In this case, however, we find that
the fudge factor of ε ≈ 1=2 is not the optimal choice, as it
was in the previous periodic potential. We find that for this
model with λ ≈ 1.18, the fudge factor ε ≈ 0.38 provides the
best fit.

FIG. 3. The double-well potential Eq. (21). Top panel: The
spatial average hϕ=ϕ0i versus time for a set of random realiza-
tions in this model. Here ϕfv, ϕht, and ϕtv are the locations of the
false vacuum, the hilltop, and the true vacuum, respectively. The
chosen potential width parameter is ϕ0 ¼ 2 and we used the
fudge factor ε ¼ 0.375 to suppress the fluctuations. Bottom
panel: The normalized tunneling rate Γ versus the effective width
of the potential ϕ0 for two different choices of ε, namely ε ¼ 1
(orange dots) and ε ¼ 0.375 (blue dots). Tunneling rates have
been computed with ensembles of 300–3000 realizations depend-
ing on the value of ϕ0. In these figures we have chosen
L ¼ 400=μ, V0=ϕ2

0 ¼ 0.001μ2, λ ≈ 1.18, and kcut ¼ k⋆ (in prac-
tice we fix ncut ¼ 183).

HERTZBERG, ROMPINEVE, and SHAH PHYS. REV. D 102, 076003 (2020)

076003-6



This implies that there is no universal value for ε, the
amount by which one should suppress fluctuations in order
to reproduce the instanton tunneling rates.

C. Renormalization and lower cutoffs

Let us now discuss renormalization effects. The one-loop
quantum correction to the mass in 1þ 1 dimensions in both
cases above is given by [32]

m2
R ¼ m2

B þ g
2

1

4π
log

#
k2cut þm2

B

m2
B

$
; ð22Þ

where m2
B is the bare mass computed as V 00ðϕ ¼ ϕfvÞ for

the potentials Eqs. (17) and (21) defined at the cutoff kcut.
While g is a coefficient given by g ¼ V0=ϕ4

0ð1 − 4λ2Þ for
the potential Eq. (17) and g ¼ 24V0=ϕ4

0 for the potential
Eq. (21). By imposing that the renormalized mass is not
very different from the bare mass jm2

R −m2
Bj < jm2

Bj, so
that renormalization effects are small, one can find an upper
bound on kcut. The choice kcut ¼ k⋆, which was considered
above to compare with Ref. [15], turns out to be above this
upper bound for the values of parameters considered here.
One may then wonder if better agreement between the

stochastic approach and the instanton approximation can be
obtained for a lower choice of cutoff to reduce any
renormalization effects. We have considered this possibility
and fixed ncut ¼ 10 for the potential of Eq. (17) and
ncut ¼ 16 for the potential of Eq. (21). For these choices,
we have checked that renormalization is negligible and a
nucleating bubble is still well resolved. The results are
presented in Fig. 4 for both the physical choice ε ¼ 1 as
well as other choices of fudge factors that give rough
agreement between the two approaches (again with
ε ¼ εϕ ¼ επ). Once again, we observe that the physical
choice ε ¼ 1 leads to an overestimate of the instanton rate
of tunneling.
We find that the optimal fudge factors differ from the

ones used with kcut ¼ k⋆. This indicates that the optimal
fudge factor is cutoff dependent in this regime.

D. Other physical initial states

Finally, one can consider a class of fudge factors which
arises from physical states, while being different from the
most physically motivated value εϕ ¼ επ ¼ 1. By rescaling
the argument of the wave function in Eq. (5) by a factor of
1=ε2, we obtain the following Wigner distribution:

Wðδϕ;πÞ∝exp
!
−
Z

ddk
ð2πÞd

#
ωk

ε2
jδϕkj2þ

ε2

ωk
jπkj2

$"
: ð23Þ

For general ε ≠ 1, this no longer corresponds to the
Wigner distribution of the free quadratic theory and so
may not seem an especially well-motivated initial con-
dition. However, it is a physical state in the Hilbert space

and saturates the uncertainty principle with ε ¼ εϕ ¼ 1=επ
[recall Eq. (14)]. This is to be contrasted with the fudge
factors used in the previous subsections with ε ¼ εϕ ¼ επ .
We have considered this family of options for initial

fluctuations in the stochastic method and applied them to
the potential of Eq. (17). The results are given in Fig. 5. For
comparison we still compare to the standard instanton
result. (One could modify the quantum theory by altering
its initial condition accordingly, but that is not our focus
right here.) Once again, we observe that for any choice
within this family of physically allowed choices for initial
fluctuations, we see a dramatic overprediction of the
instanton tunneling rates at large ϕ0. In particular we see

FIG. 4. Suppressing renormalization effects. Top panel: The
normalized tunneling rate Γ versus the effective width of the
potential ϕ0, in the period potential of Eq. (17), for two different
choices of ε, namely ε ¼ 1 (orange dots) and ε ¼ 0.65 (blue
dots). We have chosen L ¼ 400=μ, V0=ϕ2

0 ¼ 0.008μ2, λ ¼ 1.2,
and ncut ¼ 10. Tunneling rates have been computed with an
ensemble of 1000–5000 realizations depending on the value of
ϕ0. Bottom panel: The normalized tunneling rate Γ versus the
effective width of the potential ϕ0, in the double-well potential of
Eq. (21), for two different choices of ε, namely ε ¼ 1 (orange
dots) and ε ¼ 0.45 (blue dots). We have chosen L ¼ 400=μ,
V0=ϕ2

0 ¼ 0.001μ2, λ ≈ 1.18, and ncut ¼ 16. Tunneling rates have
been computed with an ensemble of 500–3000 realizations
depending on the value of ϕ0.
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that if ε is small, we can no longer suppress the rates toward
the instanton values (approximated by the exponent of
bounce action in the dashed-black curve), because to satisfy
the Heisenberg uncertainty principle, the Wigner distribu-
tion implies a corresponding large value for πi, causing the
field to have so much kinetic energy it easily goes over the
hilltop and tunnel quickly. Similarly if ε is large, we
suppress πi but enhance δϕi so much it readily tunnels.
In fact we see that ε ¼ 1 is roughly the best choice (see
orange data points) among this space of physically allowed
initial conditions.

IV. INITIAL GAUSSIAN WAVE FUNCTION
IN QUANTUM MECHANICS

Having established in the previous section that the
stochastic approach does not quantitatively match the
instanton results, unless one artificially reduces the ampli-
tude of fluctuations, an important issue is to identify why
and to test the stochastic approach directly. Recall that there
are two aspects to the stochastic method: (i) drawing initial
conditions for δϕi and πi from the free theory Gaussian
Wigner distribution and (ii) evolving under the classical
equations of motion. In this section, we will test assumption
(i) in a direct way. To do this, we will promote (i) to a fact of
the quantum theory; i.e., we set the quantum initial
condition to an actual Gaussian wave function. We then
solve the Schrödinger equation directly and compare to the
stochastic approach. In fact one might consider the initial
Gaussian wave function to be the standard prescription in a
regular quantum mechanical tunneling problem (as some
reasonable initial condition does need to be selected after
all); we would like to evolve this system precisely and
compare.

Since solving the Schrödinger equation directly in
quantum field theory is so difficult (and is the primary
reason to develop alternate approximation schemes in the
first place), we turn to single-particle nonrelativistic quan-
tum mechanics. This provides a useful, albeit limited,
testing ground for the method. As a quantum mechanics
analog of the quantum field theory tunneling process, we
focus on the escape of a single particle in the following
potential:

VðxÞ ¼ 1

2
mω2x2

1 − 1
2 ð

x
x0
Þ2

1þ 1
2 ð

x
x0
Þ4
; ð24Þ

which is initially located near x ¼ 0. This is shown in
Fig. 6 (top panel), shifted up by a constant. Note that
this has only one local minimum at x ¼ 0.1 The tunneling
rate for this potential in quantum mechanics is known to go
as Γ ∝ e−SWKB [33], where SWKB is the WKB factor.
For a precise comparison between the quantum and

stochastic method, we now choose to start the quantum
state in the exact Gaussian approximation to the wave
function (defined with respect to the quadratic minimum of
the potential)

ψ iðxÞ ¼
#
mω
π

$
1=4

exp
!
−
1

2
mωx2

"
ð25Þ

[this is also shown in Fig. 6 (top panel)]. We then solve the
time-dependent Schrödinger equation numerically in the
full potential VðxÞ.
The initial quantum state will evolve. Over time the wave

function spreads out toward infinity, which corresponds to
the particle escaping from the well. We track the variance in
position over time:

hx2iQðtÞ ¼
Z

∞

−∞
dxjψðx; tÞj2x2: ð26Þ

For comparison, we can again perform the stochastic
analysis to obtain an approximation to the variance. We
do so as follows: First, we create an ensemble of 104 initial
conditions for position and momenta chosen from Gaussian
distributions whose variances are sourced from the quan-
tum variances, so

σ2x;i ¼
1

2mω
; σ2p;i ¼

mω
2

ð27Þ

FIG. 5. Physically allowed initial state fluctuations. The
normalized tunneling rate Γ versus the effective width of the
potential ϕ0 in the periodic potential of Eq. (17). Stochastic initial
conditions realizations have been obtained with the following
choices of fluctuations which all saturate the uncertainty principle
ε≡ εϕ ¼ 1=επ . We have chosen L ¼ 400=μ, V0=ϕ2

0 ¼ 0.008μ2,
λ ¼ 1.4, and ncut ¼ 16 to avoid renormalization issues. Tunneling
rates have been computed with an ensemble size of 400 for all ϕ0.

1We chose Eq. (24) instead of a double-well potential because
in quantum mechanics the position of a single particle initially
sitting in one of the wells oscillates in time between the two wells.
Therefore, in this case one cannot really talk of particle escape.
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(i.e., εx ¼ εp ¼ 1). We then evolve each member of the
ensemble using the classical equations of motion and
compute the ensemble average hx2iSðtÞ.
The numerical results for the quantum and stochastic

values are given in Fig. 6 (bottom panel), with x0 ¼
2.75=

ffiffiffiffiffiffiffi
mω

p
. We have chosen a box size of L ¼

3536=
ffiffiffiffiffiffiffi
mω

p
and checked that this is large enough to ensure

boundary reflection effects are small for the times plotted in
the figure. We see that, while both approaches are some-
what similar for this choice of parameter, there are
important differences: The stochastic method (dashed
orange curve) rises above the quantum result (solid black
curve) and then goes lower than it at late times. This can be
understood as follows: At early times, the stochastic

method overpredicts the tunneling rate, as we saw in earlier
sections. However, at late times, once the quantum particle
escapes, it converts all its initial energy into kinetic energy
and then moves out rapidly. While for the stochastic
method, in most of the ensembles the particle gets trapped,
while only occasionally it escapes. So the ensemble
average is relatively suppressed at late times. These
differences become even more extreme for larger x0.
Therefore, in the simplest quantum mechanics example

of single-particle escape, exact Gaussian initial conditions
are not sufficient to bring the stochastic approach into
agreement with the true quantum evolution. Thus we
attribute the discrepancy in the result to the procedure of
classically evolving a quantum state in the stochastic
method. It would be very informative to have exact
simulations of quantum field theory to compare to the
stochastic approach in that important context.

V. CONCLUSIONS

We quantitatively investigated the precision of the
stochastic approach to tunneling in quantum field theory,
comparing to the results of the standard instanton approxi-
mation. When the initial conditions on field fluctuations are
drawn from the free quadratic theory Gaussian distributions
and the evolution is then studied classically, we observed a
significant quantitative disagreement between the two
methods, in contrast with the recent claim of excellent
agreement in Ref. [15].2 It often does, however, have
parametric agreement in the logarithm of the tunneling
rate, as explained in other works [16–18].
In particular, we find that in quantum field theory in

1þ 1 dimensions the stochastic method overestimates the
tunneling rate as compared to the instanton approximation.
We showed that one needs to suppress fluctuations by an
appropriate fudge factor ε < 1 in order for the methods
to be in good agreement. However, this comes at the
expense of considering initial states which violate the
uncertainty principle and therefore cannot arise from a
Wigner distribution associated with a state in the Hilbert
space. Also, we found that the optimal value of the fudge
factor to mimic the instanton result depends on the shape
and parameters of the potential under investigation.
Furthermore, we found that for any choice of initial
fluctuations that satisfy the uncertainty principle and can
therefore arise from the Wigner distribution of a physical
state in the Hilbert space, the tunneling rate always far
exceeds the instanton result. If the instanton is indeed
accurately describing the quantum theory, then this means

FIG. 6. Single-particle quantum mechanics. Top panel: The
potential (pink curve) used in this section to investigate tunneling
in quantum mechanics and (un-normalized) initial Gaussian wave
function squared jΨij2 (purple curve). The potential is given in
Eq. (24) with parameter x0 ¼ 2.75=

ffiffiffiffiffiffiffi
mω

p
and the initial Gaussian

wave function is given in Eq. (25). Bottom panel: The standard
deviation in position versus time. The solid black curve is the full
numerical solution of the Schrödinger equation. The dashed
orange curve is the corresponding solution from the stochastic
method. We performed the simulation in a box of size
L ¼ 3536=

ffiffiffiffiffiffiffi
mω

p
.

2After the first version of our paper appeared, the authors of
Ref. [15] informed us that they indeed had an error; there was an
accidental rescaling of the parameter ϕ0 in their results. Hence,
by their Eq. (5), this is effectively equivalent to accidentally
suppressing the fluctuation amplitudes.
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the stochastic approach is only parametrically correct in the
logarithm of rates.
Note that this is all in contrast to the case in which the

relevant modes begin at high occupancy; here the stochastic
method of ensemble averaging from an initial positive
definite Wigner distribution matches the quantum theory’s
predictions, as shown in Ref. [34].
We made a first step toward comparing the predictions of

the stochastic approach to the exact underlying quantum
theory and testing the assumption of Gaussian initial
conditions, by numerically solving the Schrödinger equa-
tion for a single-particle quantum mechanics escape prob-
lem. We found that disagreement occurs both at early and
late times.
There are several directions for future work. If the goal is

to bring the stochastic approach into alignment with the
instanton approximation, then future work would be to
develop a theory behind the optimal fudge factor ε. It may
well be that the optimal value should be a function of k, i.e.,

ε → εk. Furthermore, it would be interesting to understand
if better quantitative agreement between these methods can
be obtained by considering more than one spatial dimen-
sion, or special types of potentials, or in multifield models.
Other work would be to find exact tunneling rates in special
quantum field theories, especially in regimes in which
the instanton approximation is inaccurate, and then to
directly test the predictions of the stochastic approach in
such regimes.
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