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To explore correlated electrons in the presence of local and non-local disorder, the Blackman—
Esterling-Berk method for averaging over off-diagonal disorder is implemented into dynamical
mean-field theory using tensor notation. The impurity model combining disorder and correlations is
solved using the recently developed fork tensor-product state solver, which allows one to calculate
the single particle spectral functions on the real-frequency axis. In the absence of off-diagonal
hopping, we establish exact bounds of the spectral function of the non-interacting Bethe lattice with
coordination number Z. In the presence of interaction, the Mott insulating paramagnetic phase of
the one-band Hubbard model is computed at zero temperature in alloys with site- and off-diagonal
disorder. When the Hubbard U parameter is increased transitions from an alloy band-insulator
through a correlated metal into a Mott insulating phase are found to take place.

I. INTRODUCTION

The electronic structure and transport properties of
real materials are strongly influenced by the Coulomb
interaction between the electrons and the presence of dis-
order' 3. In particular, both electronic correlations and
randomness are driving forces behind a transition from a
metallic to an insulating state due to the localization of
electrons (“metal-insulator transition” (MIT)). While the
Mott-Hubbard MIT is caused by the repulsive interaction
between the electrons®%?, the Anderson MIT is a result
of coherent backscattering of non-interacting electrons
from randomly distributed impurities''®. The interplay
between interactions and static disorder gives rise to many
unusual and often unexpected phenomena!38 12, The
simplest model of disordered interacting electrons is the
Anderson—Hubbard model, obtained by supplementing a
single-band Hubbard model with local and/or non-local
disorder. If the disorder acts only locally, i.e., via ran-
dom local potentials (“diagonal disorder”), this model is
able to describe substitutionally disordered binary alloys.
However, in general disorder also affects the amplitudes
for hopping between two sites — especially when the
bandwidths of the host and dopant are very different —
leading to additional “off-diagonal disorder”. In analytic
calculations local disorder is easier to treat and was stud-
ied extensively!'®. In particular, the coherent potential
approximation (CPA)'*19 provides the best single-site

approximation for non-interacting systems with local dis-
order. For that reason the simultaneous investigation
of diagonal disorder within the CPA and of interacting
electrons with local (Hubbard) interaction within the
dynamical mean-field theory (DMFT)?°"23 fit together
particularly well, since both DMFT?%22 and CPA?2425
become exact in the limit of infinite spatial dimensions
or lattice coordination number.

The treatment of the Anderson—Hubbard model with
off-diagonal disorder received somewhat less atten-
tion?6-31, In particular, Dobrosavljevi¢ and Kotliar?"-28
investigated this model within DMFT by employing a
functional integral representation for quantum averages
and the replica method for disorder averaging. Thereby
they were able to study Hubbard models with arbitrary
disorder on Bethe lattices, as well as models on an arbi-
trary lattice with a special distribution of the off-diagonal
disorder. In this way they studied the formation of local
moments and the Mott transition in disordered systems.

In 1971 Blackman, Esterling, and Berk (BEB)32:33
showed that off-diagonal disorder can, in principle, be
incorporated into the CPA framework, such that both
diagonal and off-diagonal disorder are tractable within a
single—site approximation. In the absence of electronic
interactions the BEB formalism was incorporated into
the dynamical cluster approximation within the typical
medium cluster theory* and applied to multi-band sys-
tems??.



In our paper we extend these investigations of disor-
dered systems by including a local (“Hubbard”) inter-
action between the electrons. To this end we investi-
gate the Anderson—Hubbard model with diagonal and
off-diagonal disorder within the CPA in the BEB formu-
lation®233 in a tensor formulation®637, while correlation
effects are treated within the DMFT?2. We compute
the spectral function and discuss the occurrence of the
MIT in the presence of diagonal and off-diagonal disorder.
For these purposes an accurate zero-temperature many-
body solver on the real energies is used, the so-called fork
tensor-product state solver3®. We observe successive alloy-
insulator to metal and metal to Mott-insulator transitions
with increasing values of the Hubbard U parameter. A
similar transition scenario was previously discussed for
models with diagonal disorder solved within DMFT, but
using finite temperature solvers such as the Hirsch-Fye
algorithm?®® or the perturbative non-crossing approxima-
tion?®. Contrary to the diagonal disorder model in which
the CPA solution provides a common bandwidth for all
alloy components, the presence of off-diagonal elements
causes the formation of different effective bandwidths for
alloy components.

The paper is organized as follows. In Section IT the BEB
theory of the multi-component Anderson—Hubbard model
is formulated, and the computational scheme is discussed.
In Section III numerical results for a single-band Bethe
lattice are presented. Comparison with earlier results
on DMFT+CPA allow us to identify effects specifically
due to off-diagonal disorder. Finally, conclusions and a
summarizing discussion are presented in Section IV.

II. BLACKMAN-ESTERLING-BERK THEORY
FOR THE ANDERSON-HUBBARD MODEL

In the simplest case an alloy consists of two types of
atoms, A and B, with diagonal substitutional disorder,
such that only the site-diagonal elements of the Hamilto-
nian vary stochastically according to the atomic species
occupying the given site!* 1. The physical quantities
of interest, for instance the spectral function, are those
averaged over the possible disorder realizations. There-
fore, the idea of the CPA is to replace the ensemble with
random configurations by a periodic system with “average”
atoms, whose properties are determined self-consistently.
The CPA finds a natural description in the language of
scattering theory. Assuming the origin to be occupied by
atoms of type A or B and all other sites by average atoms,
the scattering by the atom at the origin is easily com-
puted. The self-consistency condition of the CPA, which
expresses that the scattering at the origin vanishes on
average, then allows one to compute the coherent Green’s
function for the average atom.

The BEB formalism??:33 is a generalization of the CPA
such that it becomes applicable also to off-diagonal disor-
der. Similar to CPA it was formulated for a tight-binding
model in which the hopping matrix elements depend on

the species of atoms occupying the two sites connected
by the hopping. For the above binary alloy example, the
BEB hopping matrix elements are taa, tag and tgg. When
the hopping matrix elements are equal the BEB formalism
reduces to the CPA'%!5 and for the binary alloy case the
scalar CPA equation becomes a 2 X 2 matrix equation.
An in-depth analysis of the BEB method was performed
in a tight-binding formalism by Gonis and Garland*! us-
ing locators, propagators, and a variational technique
proving the analyticity of the BEB-CPA Green’s func-
tion. A realistic multiband formulation of the BEB-CPA
was introduced more than three decades ago by Papa-
constantopoulos, Gonis, and Laufer*?. Then Koepernik
et al.?6 developed the BEB-CPA extension within a full
potential local-orbital approach, and more recently a sim-
ilar implementation was made within a pseudopotential
approach?®. Shvaika?* found a connection between the
Falicov-Kimball model with correlated hopping and the
BEB-CPA by rewriting the Hamiltonian as a 2 X 2 matrix.
For Hamiltonians with interactions the BEB-CPA was
employed by Burdin and Fulde®® to study the interplay
between the Kondo effect and disorder. In an attempt
to address localization in strongly disordered electronic
systems, the typical medium theory?” was combined with
the dynamical cluster approximation including effects in-
duced by off-diagonal disorder*. However, this approach
did not include electronic interactions.

In the present paper we extend the BEB formalism to
interacting electrons such that it can be applied to the
multi-component Anderson—Hubbard model; localization
effects will not be addressed. The model is defined in
Section IIB. The corresponding DMFT equations are
solved using the recently developed fork tensor-product
state solver®®.

A. Configurational averages and notation

In the conventional approach to systems with random
variables (diagonal and/or off-diagonal) the Green’s func-
tion is first expanded and then an average over an appro-
priate set of terms is performed. By contrast, the BEB
method treats both diagonal- and off-diagonal randomness
on equal footing by employing an extended representation,
which will be discussed below. The Green’s functions are
then evaluated using conventional expansion techniques.
The formalism introduced by Koepernik et al.35-37 is par-
ticularly suitable for the BEB approach. For this reason,
we adopt the notation introduced in Refs. 36 and 37.

We consider an alloy consisting of M types of atoms
(“alloy components”) denoted by the index «. Every lattice
site 7 is uniquely mapped to a particular component a as
expressed by

i a. (1)

While this notation corresponds, in principle, to that
of Ref. 37, we reverse the direction of the arrow to
focus on the alloy components rather than the lattice



sites. To address multiple sites we use the notation
(i,j— a,B) = (i~ a) A (j — B). We refer to a specific
mapping of the N lattice sites to the M components as
a “configuration” (conf) or “disorder realization”, and de-
note the set of all possible configurations by C = {conf}.
As the specific configuration of a sample measured in
an experiment is unknown, we average over all possible
configurations. Since the concentrations ¢* of the differ-
ent components a are assumed to be known we restrict
the average to configurations with these concentrations,
denoted by C|s.ey. In the absence of additional informa-
tion we further assume that the probability of all physical
configurations is the same:

P(conf) = 1/|C|{Ca}‘ Veonf € Clfeay. (2)

For a random variable X, the stochastic average over all
physical configurations is the weighted sum

E(X) = Z P(conf)cont = b Z Zeont-
conf€C|fcay |(C‘{Ca}| conf€C| cay
3)

This situation corresponds to the case of substitutional
disorder.

B. Multi-component Anderson—Hubbard model

For a specific configuration the Anderson—Hubbard
Hamiltonian reads

H_ Zt'LJ Cio ]O’ Z

ijo

nw + Z U;n nzTn'LJ,a (4)

with the on-site energy v;, the local Hubbard interaction
U;, and the amplitude ¢;; for hopping between sites ¢
and j. The hopping parameters are Hermitian ¢;; = t7;
and off-diagonal, with t;; = 0. The Hamiltonian can be
written in the compact matrix form

H= Zchg—i—n Uny, (5)

where we introduced N X 1 matrices to represent the
operators. The rows of the matrix é_ are the annihilation

operators ¢, , and the rows of 7, are the number oper-
ators n;,. The one-particle Hamiltonian matrix reads
(H);; = —tij + 6ij(vi — p). Here and in the following
we suppress the spin-index ¢ unless explicitly needed, to
simplify the notation. The local interaction is written as
a matrix (U),; = 6;;U;.

The magnitude of the hopping parameters ¢;; depends
on the alloy components located on sites ¢ and j, re-
spectively, which are referred to as “terminal points”. In
the following we employ the “terminal-point approxima-
tion”36:37 which assumes that parameters with terminal
points 4, j, k, ... depend only on the components located
at i, 7, k, ... and not on the components surrounding these

sites. Thus, for a specific configuration (disorder realiza-
tion) every parameter v;,U;,t;; takes a value depend-
ing on the component occupying the respective site or
sites. In the representation of the BEB we denote these
configuration-specific values by an underline and a super-
script indicating the component. For instance, if site ¢ is
occupied by component « (i — «) the parameter v; takes
the value v*. For i, — «, 3, we have v; = v*, U; = U,
and t;; = 4P (|r; — r;j|). This will now be formalized.
Denoting the set of sites ¢ occupied by the component «
by

= {ili = a}, (6)

the terminal point approximation can be expressed con-
veniently using the indicator function

N SR
lon (8) = {0 if

The identity ) 1se (i) = 1 holds since every site must be
occupied by exactly one component. Thus, the parameters
read

i€Se,

1S Q

with ﬂ%—ﬁ = 6;;6%P (v® — p) — t*?(|r; — r;]). We further
note, that the conditional expectation value of the param-
eters equals the underlined component variables:

E(tijli,j = a,8) =t*",... (9)

The dependence on the components is therefore shifted
from the parameters into the indicator function 1ge (%).
Depending on the component occupying a site, the indi-
cator function selects the corresponding parameter from
a finite set of choices. We note that for elements diagonal
in lattice sites i, one has lga(i)1gs (i) = 1ga(1)6%P, i.e.,
they are diagonal in the components. In the following we
refer to a quantity with multiple indices, which include
both site and component indices, as a “tensor”.
We introduce the indicator tensor

N = lsa(i)di; = az] (10)

Lij
Graphically we represent this tensor as a box with legs
as seen on the right-hand side of Eq. (10). The order
of the tensor is given by the number of its legs, here
three. The upper leg carries the alloy component indices
a, and the lower legs correspond to the site indices i, j.
Within our matrix notation this tensor is equivalent to

E(vi]i — a) = v°,



i,7,... site indices
a,B,... alloy components
i — a mapping of a site to an alloy component
S set of sites occupied by component a
Clgcey  set of configurations (disorder realization)
X  scalar random variable

E(X) Expectation value defined according to Eq. (3)

7 (|ri — 1))

¢ concentration of component «

v® on-site energy of component «

ﬁo‘ Hubbard parameter of component «

hopping between component « and /3
ﬂfjﬂ extended Anderson—Hubbard Hamiltonian matrix
n® indicator tensor, represented as equivalent matrix

X Dprojector onto specific disorder configuration
T*?  dimensionless hopping parameter
describing hopping between components o and 8

Table I. Notations specific to the extended basis and Hamiltonian parameters used in BEB method.

a M N x N matrix. We group the left indices for sites ¢
and components «, or in the graphical notation the legs
above each other. In the following we refer to the M N-
dimensional vector space of grouped sites and components
as “extended space”. Matrix products in the extended
space sum over the grouped M N elements for component
and site indices; they are equivalent to the tensor contrac-
tion of two legs, one for the component and one for the
sites. In this matrix notation the Hamiltonian reads

H=Y & nH,né, +aln"Una,, (1)

o

where we introduced the local interaction tensor (Q)Zﬂ =
5ian5°‘5. In the non-interacting case the Hamiltonian
matrix of a specific configuration is the extended matrix

sandwiched by the indicator tensors

et~ [} {u{a] . 02

For every lattice site in the extended representation each
component of the non-interacting Hamiltonian matrix
H is assigned a corresponding element. In this way the
non-interacting Hamiltonian can be generated by H for
every disorder configuration. The matrix product in the
algebraic equation equals the tensor contractions of the in-
ternal legs as illustrated by the right hand side of Eq. (12).
Appendix A provides an explicit example for a system of
N = 3 sites and M = 2 components. In Table I we collect
the symbols used in our paper.

We note, that the only configuration dependent parts in
Eq. (11) are the matrices iy and n7; the rest is independent
of the specific disorder realization. In other words: Com-
paring Eq. (11) with Eq. (5) the configuration dependence
of the former equation is moved from the Hamiltonian
matrix to the local indicator tensors Eq. (10). This is the
main point of the BEB algorithm: One can work with a
non-random but extended Hamiltonian matrix H, which
contains the parameters for all possible configurations. A
specific configuration can be selected by applying indi-
cator tensors 7. What remains to be averaged over are
these local indicator tensors.

1. Alloy component Green’s function

In the absence of interaction, U = 0, the model can be
solved by the generalized CPA introduced by Blackman,
Esterling and Berk®2?3 (BEB). Using the indicator tensor
1 Eq. (10) we define the projector:

It maps a vector in the extended space onto a single con-
figuration; all elements corresponding to different configu-
rations are set to 0. The projector property follows from
the indicator identity nTn = 1. For the non-interacting
system, we define the component Green’s function as

G(z) =nG(2)n" = G)| [

Zgaﬁ(z) = G(2). (14)
af

xX° =x (13)

The arrangement of indicator tensors 7 is different com-
pared to Eq. (12): Both the Green’s function G and
the component Green’s function G are configuration de-
pendent. We note that local elements are diagonal in
component space, i.e., G (2) < §%%. We sandwich the

—17

resolvent for the Green’s function
1=[1z—- H|G(z) (15)

by n from the left and n7 from the right; this yields the
equation for the component Green’s function

x = [1z — xHx|G(). (16)

The law of total probability*® relates the average of the
component Green’s functions and the conditional average
of the physical Green’s function in the following way:

E(GF) = E(Gi(2)]i > a)6*? for i=j,
=0 P R(Gy(2)]iy 5 o, B) for i#j.
(17)

2.  Effective medium in the extended space

As in CPA, in the BEB formalism one calculates an
effective local Green’s function g (z) from an effec-

tive medium S(z), which approximates the average local



Green’s function E(G;;(z)). We consider only substitu-
tional disorder without structural disorder, i.e., the lattice
structure is assumed to be fixed. Therefore, we decom-
pose the hopping tensor t**(|r; — r;|) into its component
part, T*?_ and its lattice part, t(|r; —rj):

£ ([r; — 1) = T t(]r; — ). (18)

Depending on the component of the endpoints, the matrix
elements T scale the amplitudes for hopping on a given
lattice structure by a dimensionless factor. In the fol-
lowing we refer to T simply as “dimensionless hopping
parameter”. We perform the lattice Fourier transform for
the hopping matrix elements as

1 .
T >t~z e ) = Te. (19)
ij

For a given effective medium S(z), the effective local
Green’s function reads

gloc NZ ]12’77

The effective medium as well as the effective local Green’s
function are represented by M x M matrices in the compo-
nents. Being local quantities they no longer carry lattice
indices. The effective medium S(z) is determined by
demanding that the averaged t-matrix vanishes:

Tek] . (20)

E(t(2)) = 0, (21)

—x(1z - S(z) + V)X 'x+g,. ()]
(22)

C. Inclusion of electronic interactions and the
BEB+DMFT self-consistency loop

We treat the local Hubbard interaction within the dy-
namical mean-field theory?°2223 which assumes a local
self-energy ¥;;(z) = 0;;%:(2); this property becomes ex-
act in the limit of infinite coordination number. The
problem of interacting disordered electrons may equally
be viewed as a system of non-interacting particles moving
in an effective local, energy dependent potential ;;(z);
for details see Ref. 25 and 47. The DMFT self-consistency
equations?? are equivalent to a fixed-point problem which
can be expressed by a functional S Givena self-energy ¥,
and the resulting local Green’s function G;;(%;;) this func-
tional provides a new self-energy 5 [Gii(zz‘i)7 Eii]7 such
that the DMFT self-energy is determined self-consistently
by the fixed-point

Within the CPA, the local Green’s function for a given
self-energy G;;(X;;) is replaced by the conditional average
E(Gyu(Zi)|i— o) = gﬁ)‘z(&i)/co‘, see Egs. (17) and (20).

Thus, the self-energy i[gﬁfz(&i)/ca, Zn‘] depends on the
component «. Consequently, the self-energy at the fixed-
point depends on the component «, but not on the explicit
site 4:

= B[ge(2*)/c*, B°]. (24)

This allows one to introduce the BEB+DMFT self-
consistency which we will discuss next.

By merging the BEB formalism with DMFT a two-fold
self-consistency arises, one for the BEB and one for the
DMEFT corresponding to the fixed-point Eq. (24). The self-
consistency equation of the BEB formalism is pointwise
in the frequencies and is therefore much simpler than the
self-consistency condition of the DMFT, where frequencies
mix due to the energy exchange caused by the interaction
between the electrons. We view the former self-consistence
as an internal part of the full self-consistency loop. In
the BEB method we calculate an effective local Green’s
function g_ (z), Eq. (20). The effective medium S(z)
and, there%ore the effective local Green’s function have
to be calculate self-consistently from Egs. (21) and (22).
This condition simplifies to

8oe(2) =€ '(2) (25)
with the diagonal matrix
c 6P
aa(z) +Saa(z) + ‘LL 7204 —

g7(2) =

= (8.0 » (26)

2 (z)

where ¥%(z) is the DMFT self-energy for the component .
The self-consistent Eq. (25) can be solved with standard
root-search algorithms or by simple iteration. In practice,
we use an implementation of the BEB formalism without
interactions and merely shift the on-site energy v& — v+
¥%(z). An efficient evaluation of the BEB self-consistency
equation is discussed in Appendix B; an implementation
is provided in Ref. 48. To emphasize the dependence on
the self-energy we denote the self-consistently determined
effective local Green’s function for a given self-energy
Eq. (25) by g,__(2, %(2)).

With the BEB self-consistency condition Eq. (25) for
the local Green’s function g, (z,%(2)), the combined
algorithm corresponds to the conventional DMFT self-
consistency condition Eq. (24), where the local Green’s
function, calculated from the lattice Hilbert transform, is
now replaced by the average

E(Giili = a) = g% (2, X(2)) /c*

The reciprocal concentration factor can be avoided by
introducing a renormalized indicator tensor, which leads
to a slightly modified BEB self-consistency as elaborated
in Appendix C. We have to solve a separate impurity prob-
lem for every component a.. Starting from an initial guess
for the DMFT self-energy ¥%(z) for every component, the
BEB+DMFT scheme is the following;:



1. Calculate the effective local Green’s function
Eq. (20) using Eqs. (25) and (26), which yields

8,.(%:5(2)), (27a)

2. calculate the hybridization function

A%(2) = 24 p—¥* — D°(2) — ¢ /g2% (2, 5(2)), (27D)

1

for every component «,
3. solve the impurity problem for the self-energy

£%(2) = S, U%, A (27¢)

for every component «,
4. repeat from step 1 until self-consistency is reached.

The hybridization function can also be expressed in terms
of BEB quantities using the self-consistency condition
Eq. (25):

A%(z) =2 —8(2) — (g,,0)"" (2, 5(2)). (28)

This is different from CPA+DMFT, where only one unique
hybridization functions exists independent of the alloy
components. Analogous to the non-disordered case, an
expression for the hybridization function of the Bethe
lattice in terms of the local Green’s function g _ (z, %(z))
is given in Appendix D.

Central to the DMFT problem is the impurity solver
which provides the local dynamic self-energy Eq. (27c).
To this end, we employ a tensor network based zero tem-
perature solver, the fork tensor-product state (FTPS)
solver®®, The FTPS impurity solver is a Hamiltonian-
based method which discretizes the hybridization function
Eq. (27b) using a large number of bath sites. We use
249 sites per spin resulting in a median energy distance
of 0.03D, where the half-bandwidth D sets our energy
scale. We calculate the ground state |GS) of the finite size
impurity problem using the density matrix renormaliza-
tion group (DMRG)*%°, Subsequently, we perform the
time evolution using the time dependent variational prin-
ciple (TDVP)51754, To obtain the retarded time impurity
Green’s function G™(t), the states ¢, |GS), & |GS), as
well as their adjoint states are time-evolved, where &, ()
is the annihilation (creation) operator of the impurity
site. For DMRG we chose a truncated weight of 10~1°
and a maximal bond-dimension of 100. We perform the
TDVP using time-steps of 0.1/D up to a maximal time
tmax = 150/D with a truncated weight of 1079 and a
maximal bond-dimension of 150. The convergence with
respect to these parameters is checked.

We can calculate the Green’s function G*™*(t) only up
to a maximal time, and we have (small) finite size effects
due to the discretization of the bath. Therefore, we cannot
evaluate the retarded Green’s function directly on the
real-frequency axis G(w + i07). Instead we calculate it

on a parallel contour G(w + in) shifted by a fixed finite
1 > 0; this corresponds to the Laplace transform:

Glw+in) = / T dr el Gre () [GR (1))

0
(29)
The shift n acts as a broadening for the Green’s function
G(z) as can be seen from the Cauchy integral formula

o !
Z—w—1n e W —w—1in
(30)
with n~ = 5 — 07, where 07 is a positive infinitesimal.

We write the Green’s function on the real axis in terms
of the shifted Fourier transform

Glw+i0") = lim By [G(0]() = Fyfe"”” G(0)](«)

-y %(n—)’f P, [t* G ()] (w).
L

(31)
The second equality replaces the limit 5’ N\, 0 using
lim,\ 0 exp(—n't) = exp(—nt) exp(n~t) introducing a fi-
nite variable 7, in the last line we use the series repre-
sentation of the exponential function exp(n~t). The first
term k = 0 is the Green’s function on the shifted contour
G(w +in), higher order terms give systematic corrections.
In Section III, we calculate the first order correction

G(w+i0") = G(w+in)+nF, [tG™ ()] (w)+O(1*) (32)

with a typical shift = 0.08. The self-energy is calculated
from the equation of motion of the impurity model®

Yo (2) = UF,(2)/Gy(2), (33)
F™i(t) = (GS|e, (t)n—q (t)h|GS), (34)
where F(z) is the Laplace transform of F*'(¢).

D. General properties of the BEB formalism

We shortly review some properties of the BEB formal-
ism'?374 . First, the BEB formalism is equivalent to
the CPA when off-diagonal disorder is absent. This limit
was already proven in the original formulation®233. Since
the BEB theory includes the off-diagonal disorder in the
single-site approximation, the Herglotz property®®:®7 of
the CPA is preserved in the BEB as well*!.

Second, for a non-interacting tight-binding Hamiltonian
the density of states (DOS) is non-zero only within certain
energy ranges, determined by the Hamiltonian matrix el-
ements. This is also holds for the CPA®®. Koepernick
et al.3" found the same in their numerical study of one-
dimensional chains using the BEB formalism. Likewise,
we find no violations of this property in our numerical re-
sults. In the following subsection we derive exact bounds
for the spectral function of a Bethe lattice with coordi-
nation number Z using the BEB formalism in the limit
of independent alloy components, i.e., when there is no
hopping between different components.



E. Limit of independent components

We consider the limit of vanishing hopping between
different components. If the hopping is diagonal in the
components, T% « §*#, the BEB effective medium S(z)
is also diagonal in the components and the self-consistency
equations Eq. (25) decouple. In this case, the effective
local Green’s function Eq. (20) can be readily calculated,
since the matrix inverse is the reciprocal of the diagonal
elements

glOC N Z Saa _ Iaaek (35)

= 60‘[398 (= — Sa“(z)).

Here, g¢§ is the lattice Hilbert transform go(z) =
% Yok z%k; the superscript « indicates that the band-

J

(Z = 2)v¥c™ + Zv* + (Z + 2)c*z — Zz — 2(c*)?z — ZE"“S\/(Z —vo)? — ca(De)? L=

width is scaled by T*:

96 (2 NZ

For the component «, the decoupled self-consistency
Eq. (25) reads

1
T).
e = (/I (30

EO{
0= ——— + 5% — v, 37
with the concentration complement ¢* = 1—¢* > 0. For a
Bethe lattice with coordination number Z and the lattice
Hilbert transform!®

g0(2.2)=2(Z —2)/ [z (Z —24 21— D2/z2)} :
(38)
where D is the half-bandwidth, the self-consistency condi-

tion is an algebraic equation and can be solved analytically.
The BEB effective medium reads

Z—1

5%%(z,2) =

where s is the sign s = sign(Re(z—v%)), and D® is the half-
bandwidth scaled by T%“; this is the retarded solution.
A conjugate solution exists with —s and therefore with a
plus sign in front of the square root.

We are interested in the bandwidth of the resulting
component spectrum

1
A%(w) = ———TImgf (w407 — S**(w +i0T)). (40)
com
For non-interacting systems, the Gershgorin circle
theorem® gives the mazimal spectral bounds

|z —v°| < D (41)

In the limit T  §*?, we can make a more precise
statement and derive exact spectral bounds as will be
discussed below. The spectral function can only vanish
when the imaginary part of the effective medium vanishes.
Thus, for non-interacting systems, we need to check where
the argument of the square root is negative. One finds an
imaginary part and therefore spectral weight for

Z —c*
Z -1

Therefore, for the Bethe lattice with coordination number

|z — v < 4/ D«. (42)

Z and T « §°°, the bandwidth is reduced due to
concentration by a factor \/c®(Z — ¢*)/(Z — 1). We then
obtain the effective bandwidth
Z —
o = |/ ¢ 7 761 T*“D. (43)

2c*(Z — c¢®)

;o (39)

(

Our numerical results in Section III were obtained for
a semicircular DOS, i.e., the Bethe lattice with infinite
coordination number Z — oo. In this limit one finds an
effective bandwidth

% = VT D. (44)

The same factor \/c was found in Ref. 60 in the CPA
(TA = T"B = TB® — 1) in the limit of high disorder
strength (vB — v*)/D = § > max(1,U/D). While the
parameters in these limits are different, both describe
the same physics, namely the decoupling of components.
Indeed, the components decouple not only for vanishing
hopping between the components TAB — 0, but also in
the case of a large separation in energy (§ > 1).

For coordination number Z = 2 another interesting
limit of the Bethe lattice is obtained; this is the one-
dimensional lattice'®, where

—go(2, 2 =2) =1/ [:/T-D?/%| . (45)

9" (2)
The spectral bounds are given by
br = Ve (2 — )L D. (46)

Therefore, for the one-dimensional lattice and T®? « §28
the bandwidth is reduced by the factor 1/c*(2 — ¢®).



III. NUMERICAL RESULTS

The above formalism is now used to study the effect of
off-diagonal disorder in the Anderson—Hubbard model at
zero temperature. We employ a Bethe lattice with infinite
coordination number, whose half-bandwidth D sets the
energy scale. Furthermore we consider a discrete binary
random alloy distribution with components A and B.

In all applications we consider the case of half-filling
on averageE(n;) = 1; this leads to a fixed chemical po-
tential which we choose as p = 0. In the following sub-
section we fix the alloy component concentration and
study the change in the spectral function starting with
the non-interacting case and equal atomic potentials. The
alloy component spectral functions are the concentration-
weighted conditional spectral functions

A% (W) = 7% Ing? (@) = ~= InE(Ga(w)li - )

(47)
The average spectral functions are given by the trace

)= A%w) = —% InTrg (w).  (48)

A. Non-interacting limit

We start with the non-interacting case by setting
QA = QB = 0, which corresponds to the Anderson disor-
der model with purely off-diagonal disorder. Since the
non-interacting Green’s function is independent of tem-
perature the results presented in this section are valid not
only for zero, but also for finite temperatures. We choose
the parameters

AovB= _UR2=0 A=01=1-c8; TM=TBB =1

I<

and calculate the average and the alloy component spec-
tral functions for several values of TA® at half filling. The
case TAB = 1 is equivalent to the non-disordered case
since v* = vB; in this case the components are indistin-
guishable. Thus, the average spectral function is just the
spectral function of the non-disordered Bethe lattice, and
the component Green’s function are proportional with a
concentration prefactor.

Figure 1 shows the spectral function for off-diagonal
disorder with T*B = 0.0,0.5,1.5,5.0. The case TA® =0
was solved exactly in Section IIE. The panel TAB =0
in Fig. 1 indicates that off-diagonal disorder reduces
the bandwidths; according to Eq. (43) the effective
bandw1dths are given by Deff = 1/0.1D ~ 0.32D and

DE; = V0.9D ~ 0.95D. For TAP < 1 = T®* the proba-
bilities for hopping between the alloy components A and B
are less than those between the same component «. The
spectral functions in the upper half of Fig. 1 correspond
to this situation. In spite of a similar support on the
energy axis, the spectral function of the majority compo-
nent B has a larger bandwidth, which encompasses the

| T
TAB = 0.0 TAB = 0.5
0.6 - .
A /\
*
i !
= 0.3 1
0.0 g7 '{H\' L '/u\' L
TAB = 1.5 [—A" TAB = 5.0
_AB
0.6 a
a E(4) /T\
= 0.3 -
0.0 = L e B B B T 1 UL
-25 0.0 2.5 —25 0.0 2.5
w/D w/D

Figure 1. Non-interacting case: Comparison of spectral func-
tions for different dimensionless hopping parameters T8, The
parameters are U =UB =0, v} =vB =0, A =01=1-
T = T®8 = 1. The solid lines represent the component
spectral functions A%(z) = ¢* E(Ai(2)]i — «), where A is red
and B is blue; the dotted yellow line shows the average spectral
function E(A(z)) = A*(2) + AB(2). The thin vertical lines
show the maximal spectral bounds given by the Gershgorin
circle theorem®®.

effective bandwidth of component A. By contrast, when
TAB > 1 = T A-B bonds are energetically favorable.
The panel T = 1.5 in Fig. 1 shows that the spectral
function of component A develops shoulders although both
components have similar effective bandwidths. When the
value of TA® is increased further the shoulders split off
from the central band; for the parameters chosen the split-
off is visible for IAB > 2.25. According to Burdin and
Fulde®® the split-off upper and lower bands correspond
to bonding and antibonding states, respectively. In the
particle-hole symmetric case, the bonding and antibond-
ing bands in panel TAB = 5.0 of Fig. 1 have equal weights.
Due to the large value T*B = 5.0, the minority compo-
nent A is completely suppressed in the central band. The
components A and B contribute roughly equally to the
bonding and antibonding subbands. Therefore the central
band for the B component is depleted by an amount of
(1 — 2c4) = 0.8 of the spectral function. The overall
results and the spectral weight transfer from the central
band are consistent with those reported in Ref. 45.

B. Alloy components with equal interaction
strengths U* = U®

In the following, we will discuss the results for the
interacting case using the setup described in Section IIT A
at zero temperature (7' = 0). The alloy components have
identical on-site interaction parameters:

UA=UB=U=3D.



At half-filling, the on-site energies are vA = v8 = ~U/2 =

—1.5D.

T8 = 0.0 |

TAB =0.5
0.4 4 -

0.0

Figure 2. Comparison of spectral functions for different values
of the dimensionless hopping parameter T*E with U* = U8 =
3D, v =vB=—-15D, " =01=1—-c®, and T =TB8 =1
at T = 0. For T"® = 0 a shift n = 0.12 had to be used; the
other panels were calculated for n = 0.08.

Figure 2 shows the spectral function for various values
of T*B. For TB = 0, when the self-consistency equations
decouple, the spectral function of both components im-
plies insulating behavior due to the strong interaction
U = 3D. The upper and lower Hubbard bands centered
around +U/2 are visible. The bandwidth of the Hubbard
bands is effectively reduced according to Eq. (43). There-
fore the gap is wider for component A. Finite values of
T8 lead to wider spectral functions, and the bandwidth
of the minority component A broadens to the same band-
width as for B. Although for T*® = 1.5 the imaginary
part of the self-energy shows a prominent peak at w = 0,
the spectral function remains finite at the Fermi level.
The convergence of the DMFT computations slows down
for this value of TAB = 1.5, hinting at the proximity of
a transition. The minority component A exhibits shoul-
ders at the band-edge. For T*® = 1.7 (not shown) one
observes a pronounced quasi-particle peak at the Fermi
level of both components, indicating that the system is
metallic. A further increase to IA = 5.0 leads to an
increased spectral weight at the Fermi level for the ma-
jority component B, while the spectral function of A has
a minimum at the Fermi level.

For small values of T”B the spectral gap results from
the local Hubbard physics. Disorder then plays a minor
role and mostly modifies the bandwidth and therefore the
gap size. An increase of T*B leads to a larger bandwidth
compared to that of the CPA+DMFT result for TAB — 1.
For larger values of TA® the spectral function of the
component A is seen to open a pseudogap around the
Fermi level which is accompanied by an increase of spectral
weight of the component B. For large IAB, the pseudogap
is a result of the off-diagonal disorder.

C. Alloy components with different interaction
strengths

In a binary alloy the strength of the interaction be-
tween electrons may also depend on the alloy component.
Therefore we explore the effect of off-diagonal disorder in
this case. We illustrate the results for an extreme case,
namely for a strong repulsion UB = 3D of the majority
component B only, while the minority component remains
non-interacting (U* = 0). We consider half-filling with
vA =0, vB = —HB/2 = —1.5D and note that, in spite
of the different values v* # vB, the effective (diagonal)
disorder strength is 0, since the Hartree self-energy com-
pensates the difference.

AB __
0.4 =00

AxD

AxD

0.0

Figure 3. Comparison of spectral functions for different values
of the dimensionless hopping parameter T*® with U* = 0,
U8B =3D,v* =0,v® = —-15D, # =01=1-c8 TM =
TE =1 at T=0.

Figure 3 shows the evolution of the spectral function
for increasing TAB. For T"B = 0, the A alloy component
is metallic, while due to the large QB value the B com-
ponent is insulating. We note that the two components
have different effective bandwidths due to the different
concentrations. The panel with TAB = 0.5 shows a small
peak for the B component, in spite of the large interaction
strength. At TAB — 1, the A-A, A-B, and B-B hopping
probabilities are the same, which leads to the same effec-
tive bandwidths, and to the appearance of the metallic
state for both alloy components.

In Fig. 3 the panel with TA® = 1.5 shows a distinct
peak for the majority component B at the Fermi level,
which reduces the spectral function for the A component
at the Fermi level, leading to a local minimum. Increasing
the inter-component hopping to TAB — 5.0, the peak of B
becomes even larger, and the spectral weight of A almost
vanishes at the Fermi level. The panels with T*® = 5.0
of Figs. 2 and 3 are seen to be very similar; apparently
the interaction of the minority component has little effect
on the spectral function.
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Figure 4. Quasi-particle weight Z corresponding to T*B = 5.0
in Figs. 2 and 3 for parameters v* = —U*/2, v® = —U®B/2,
TAN = TB8 — 1, T*B = 5.0 at T = 0, calculated for a shift
n =0.12.

Figure 4 shows the quasi-particle weight

ORe X%(w + in)

Z%=|1-
Oow

M_J )

corresponding to the spectral functions of panel TAB = 5.0
in the Figs. 2 and 3. In spite of the large value of UA = 3D,
the quasiparticle weight ZA is large, with a magnitude
around 0.9. This gives an indication why the panels TAB =
5.0 of Figs. 2 and 3 are so similar; the large value of U* =
3D leads only to a small mass renormalization. Increasing
the concentration of the weakly correlated component
A leads to a significant increasing of the quasiparticle
weight ZB for both setups. This can be explained by the
increasing number of A-B bonds, which leads to increased
mobility of the hopping due to the large value of T8 = 5.0
compared to the inter-component hoppings TA = TBB =
1.

D. Combined effect of diagonal and off-diagonal
disorder

In the following, we explore the combined effect of
both diagonal and off-diagonal disorder, and their in-
terplay with interaction. We choose a uniform inter-
action strength UA = UB = U and introduce diago-
nal disorder with on-site potentials vA = —1.5D — U/2,
vB = +1.5D — U/2. This means that the scattering
strength is of the magnitude § = (vB—v”*)/D = 3. We con-
sider components with equal bandwidth TAM = TBB —1
and equal concentration ¢® = ¢® = 0.5. Thus, the compo-
nents are particle-hole conjugate and fulfill the relation

(50)

Figure 5 shows the average spectral function as well
as that for the individual components for different values
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of the Hubbard parameter U and dimensionless inter-
component hopping amplitudes T"B. In the case U = 0
(first column of Fig. 5) one starts from the split-band
limit.

We first investigate the CPA limit T® = 1 (second row
of Fig. 5). In the split band limit, there are no correlation
effects: One component is basically filled n% =~ 1, the
other is depleted nE ~ 0. However, the Hartree energy,
Y = n,U, decreases the effective disorder strength

(v® +neU) — (v* + nU)

ett = D (51)
~[®-vA-U]/D=6-U/D.

Switching on the interaction U effectively decreases the
scattering strength 6. From U =~ 2D on, the split-band
limit at large scattering strength no longer applies, i.e.,
there is a combination of disorder and interaction effects.
For U = 4D, we see the upper and lower Hubbard bands
for each component, as well as a quasiparticle peak at the
Fermi level. For even larger interaction strength (U = 6D)
a Mott insulating phase is observed. Thus, by increasing
U it is possible to tune the system from an alloy-band
insulator, through a metallic phase, to a Mott insulating
state. Similar results were reported by Lombardo et al.*°
for diagonal disorder using CPA+DMFT for somewhat
different parameters and a finite-temperature impurity
solver.

The behavior obtained in the CPA limit can now be
modified by varying T"B. At U = 2D an off-diagonal
hopping T"B < 1 leads to metallic behavior, while "B >
1 favors a band gap. On the other hand, for U = 6D a
large TB favors metallicity. For T*® < 1 the spectral
function is gapped — similar to the result obtained in the

Hubbard-I approximation®!.

IV. SUMMARY

We presented a methodological framework for the study
of interacting electrons in the presence of diagonal and off-
diagonal disorder. The formalism allows one to explore a
multi-component system of electrons with random on-site
interactions and/or potentials as well as random hopping
amplitudes. For this purpose the Blackman, Esterling,
Berk (BEB) formalism for averaging over off-diagonal
disorder was combined with the dynamical mean-field
theory (DMFT). We introduced a tensor notation inspired
by Koepernik et al.?637, by which the randomness of
the components is transferred to local indicator tensors
defined in an extended space. In this representation,
the problem can be solved in a single-site approximation,
analogous to the coherent potential approximation (CPA).
The computational procedure, including the two-fold self-
consistency and the impurity solver®®, were discussed in
detail.

In the limit of zero intercomponent-hopping an analytic
solution for the BEB approximation of the non-interacting
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Figure 5. Comparison of the spectral functions for U* = UB = U,

T = 0 for different values of T*E and U.

Bethe lattice with the general coordination Z was pro-
vided. We established the exact bounds of the spectral
function, and showed that these lie within the maximal

bound given by the Gershgorin circle theorem®.

The first application of the BEB4+DMFT formalism
in tensor formulation was the computation of spectral
functions. In particular, we discussed the changes in the
spectral function for increasing dimensionless hopping
amplitude T*® and interaction strengths U. For alloy
components with the same local interaction, we found a
pseudo-gap in the spectral function of the alloy component
with lower concentration. For larger values of T/ this
is accompanied by quasiparticles of the dominant alloy
component. The pseudo-gap and the quasiparticle charac-
ter were inferred by analyzing the respective self-energies.
We found a rather similar behavior in the case of alloy
components with different interaction strengths. For the
discussion of both diagonal and off-diagonal disorder we
studied equal alloy concentrations and equal alloy com-
ponent bandwidths for a rather large scattering strength
0 = 3D. Increasing U while keeping TAB < 1.0 fixed the
electronic system was found to undergo two transitions:
One from the non-correlated alloy insulator to a metallic
state, and then from the metal to a correlated (Mott)
insulator. For larger values of T*® the formation of quasi-
particles signals the appearance of a metallic state, which
eventually disappears again within the Mott insulating
phase for large enough values of U.

Finally, we note that at the CPA+DMFT level our re-
sults are in agreement with previous model-Hamiltonian
based publications. As a matter of fact the BEB formula-

—("+U/2) =vB+U/2=15D, =05 =B, TM =T858 =1,

tion is applicable to band structure schemes3¢3743 also

for non-orthogonal basis sets. The present formulation
can be naturally extended following the CPA + DMFT62
methodology with similar computational costs. Work
along this line is in progress.
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Appendix A: An explicit example of the extended
Hamiltonian matrix

Here we provide an explicit example of the Hamiltonian
matrix H and the extended Hamiltonian H. We consider
a small system — a chain with 3 sites (1,2,3) and 2
components A and B. For this chain the Hamiltonian
matrix reads

vy ti12 13
to1 wvo to3
t31 t32 U3

H —1p. (A1)



This is a random matrix since it depends on the config-
uration. We consider ¢* = 1/3 and ¢® = 2/3; then one
possible configuration is A — B — B. According to Eq. (8),
the Hamiltonian matrix of this configuration takes the
values

A LAB(G,) EAB(2(I)

(@) ¥°  %%(a) | —1p,
A(2q) tBB(a) VB

(A2)

where a is the distance between neighboring sites. By
contrast, the extended Hamiltonian matrix H does not
depend on the specific configuration. We can choose a
matrix representation of the tensor H shown in Eq. (12),
by grouping the legs ¢ and « on the same side. This is
done explicitly defining the combined index n = (i, a)
[m = (4, 8)]. We count n = 2i — 1 + n, with na = 0 and
ng = 1. Then the extended Hamiltonian ﬂ%ﬁ =H,.,
reads

H+1p=
7A 0 LAA(a) LAB(a) LAA(QCL) LAB(2G)
0 v8 tBA(a) tBB(a) tBA(2a) tBB(2q)
LAA(G) LAB(CL) VA 0 EAA(a) LAB(a)
LBA(a) LBB(Q) 0 VB EBA(CL LBB(a)
aoD) Tt Ll T S
t t a) 77 a) t77(a y

(A3)

This MN x MN = 6 x 6 matrix contains all M" possible
configurations for the N = 3 site problem with M = 2
components and is independent of the concentrations c®.
A specific configuration can be selected by applying an
appropriate indicator tensor 7. For the configuration
A—-B-B, 77 =1, _takes the form

U (A4)

O O =
o OO
o O O
o= O
o OO
= O O

and we obtain the Hamiltonian matrix for this configura-
tions from
Hags = e N, pp- (A5)
While the matrix representation is suitable for per-
forming calculations, the tensors notation is often clearer.
The elements diagonal in components « of the extended
Hamiltonian read

e = [1090) v 0) | —1p (A6)
Laa(Qa) Laa(a) yoz
the off-diagonal elements « # ( read
0 t*(a) t*°(20)
HY = t""(a) 0 %(a) |, (A7)

t%%(2a) t*%(a) 0
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and the indicator tensor for the configuration A — B — B
is given by the elements

100 000
Magg = (0 00 and Q,EBB: 010]. (A8
000 001

Appendix B: Efficient evaluation of the local Green’s
function and its inverse

To solve the BEB self-consistency equation, we need to
repeatedly evaluate the effective local Green’s function

8i0c(2) = & Z —Te] (B1)

with £(2) = 1z — 8(2), or rather its inverse (g, )t
naive evaluation would be computational cosﬁy7 since
one needs to invert a matrix for every k-point and every
frequency point. While this is feasible for small matrices,
it has the potential risk of inaccurate k-summations (or
integrations), especially for a DOS with singularities as
for a one-dimensional or square lattice. Therefore, we
employ an algorithm based on the compact singular value
decomposition (SVD) of the matrix T

Uo'/?o'?v = f]f/T,

T=UoV'= (B2)

which we use to split the matrix; here we partitioned
the singular values symmetrically as U= Uo'l/ 2 VT =

o2V Tt is important to use the compact SVD as we
will explicitly use the inverse o ~'. Numerically, the need
to truncate small singular values arises. We note that for
the binary alloy the rank-1 case, where the SVD has to

be truncated, is given for a hopping matrix of the type

AA AAmBB AA
r— vyl VI (J* ﬁTBB)
/TAATBB TBB /TBB

This is the structure of the hopping matrix dlscussed by
Shiba%3. Another prominent rank-1 example is the CPA
limit with TA* = T*B = TB® — 1. The matrix inverse
[(2) — Tep,] " is calculated using the Woodbury matrix
identity®*. Furthermore, we calculate the eigendecompo-
sition

Ve ()T = P(2)d(z) P (2), (B4)
where d(z) is the diagonal matrix of eigenvalues. The
k-dependent Green’s function can be expressed as

€k

1
Gz k) =& —§1UPLL—H] PVet (B

where we did not write the z-dependence explicitly. We
note that only the term in the square bracket depends on



k. Since it contains only diagonal matrices, the matrix
inverse only involves the reciprocal matrix elements. We
look at a particular diagonal element with the z-dependent
eigenvalue d;;(z) = \i(2)

1 -1 1 1 1
- {Ai(z) - Ek] T AR e X))

It is straightforward to perform the k-summation, as we
have the standard form of the lattice Hilbert transform

1 1
N zk: z—e€p 90(2),

evaluated at 1/);. For simple lattices like the Bethe
lattice we know the analytic expression for gy; a numerical
integration can then be avoided. For the local Green’s
function we obtain the lengthy expression

(B6)

(B7)

g, =& +¢UP[A go(d )~ 1d  PIVIE,
(B8)
where again the z-dependence was not written out. For
the self-consistency equation of the BEB formalism one
only needs the inverse of 8- The Woodbury matrix

identity yields the simpler expression,

800 (2) =

n

£(z) +UP(2) ~1/d(2)| PN ()V,

I
= g0(1/d(2))

where we explicitly noted the inverse of the diagonal
matrices by reciprocal matrix elements.

Considering that the main cost of a naive evaluation
of g, (1: arises from the matrix inversion, this amounts to
N.(Ni + 1) matrix inversions, where N, is the number
of frequency points and Ny is the number of k-points
required for the integration. The alternative algorithm
proposed here requires, on the other hand, N, matrix
inversions due to the calculation of £ !(z), and another
N, matrix diagonalizations in the compact space of the
SVD. In practice, the calculations were well behaved,
and we encountered no numerical problems regarding the
diagonalization of Eq. (B4).

For the common case of full rank T, we can use the
unitarity UT = U™! and VT = V! to simplify the
formulas further. We obtain the simple formulas for the
local Green’s function

8,.(7) = Vo 2P (2)go(1/d(2)) P~ (z)0 /U
(B10)

(B9)

and its inverse

) Py
8.(2) =UPG) 7))

Furthermore, we can directly calculate the matrix diago-
nalization of

o PUTE(2)Vo ™/ = P(z)d ' (2) P (2),

PV’ (B11)

(B12)

avoiding the need of the N, matrix inversions for £(z2).
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Appendix C: BEB self-consistency equation with
renormalized indicator tensors

With « # 3, the high-frequency expansion of the effec-
tive medium yields

8 (2) = —eyIT*’ + O(=71), (C1)
a_q @ 7aT(xa
Eaa(z) _ C — o v 12 +CZ 1€ + (9(2:_1)7
(C2)

where €1y = [ dep(e)e is the first moment of the DOS,
which vanishes for lattices with a symmetric DOS, v in-
corporates the static part of the self-energy ¥%(z), and
¢ =1 — c® is the concentration complement. The diago-
nal of the effective medium, S**(z), has a contribution
which grows linearly in z, and the on-site energies are
multiplied by the inverse of the concentration. The origin
of this peculiar structure is evident from Eq. (17) and the
definition Eq. (20). Unlike the diagonal elements of a one-
particle Green’s function which behave like 1/z for large
z, the effective local Green’s function g (z) behaves like
¢/z. The definition in terms of the effective medium, how-
ever, has the regular form of [1z +...]”". This can be
resolved by introducing a renormalized version of the com-
ponent space. Instead of the indicator tensor n, Eq. (10),
we use the concentration-scaled indicator tensor

l?j = Vc*lga (7’)61]

and the Moore-Penrose inverse®>:%6 4 (which is in this

(C3)

case the left-inverse, i.e., Ty = 1) of its equivalent
matrix representation. The components of the Moore—
Penrose inverse read

Ly (i)d;  if >0,
SR i B (4
t 0 if ¢ =0.

We can express the projector Eq. (13) with the v tensor:

X = ﬂ+. (C5)

For the renormalized BEB formalism, we define the com-
ponent Green’s function and the Hamiltonian matrix in
terms of v and the inverse 1* as

G(z) = (zj)TG(Z)f, (C6)
H = ~H~T.

Compared to the definitions in Section II B, the Green’s
function and the Hamiltonian are scaled by the concen-
tration. This can be conveniently demonstrated in the
locator expansion

G(z) =g(2) +9(2)TG(z),

where g(z) = [1z —v] ™" is the locator and (1)
Sandwiching this equation by (y™)" and 4+, we obtain

()G =) gl)r"
+ (N Tg()Y AT (v ) G(2)y", (C8)

(C7)

= tij-



where we inserted the identity 1"‘1 = 1. This can be
written in terms of the renormalized component quantities

G(z) = g(2) + ()T G(2). (C9)

Compared to the regular BEB formalism the Green’s
functions are scaled with the reciprocal concentration,

and the hopping matrix with the concentration izajﬁ =

Vet (|r; —r;[)VeP.  The renormalized component
Green’s function relates now to the one-particle Green’s
function in the following way:

(G = E(Gii(2)]i — )P if i=j,
=i T\ Ve BE(Gu(2)]i,j s o, B). if i A
(C10)

There is no more concentration prefactor for the local
Green’s function, which is the central quantity of the BEB
formalism, since it is a local theory. The renormalized
version of the self-consistency equation Eqgs. (25) and (26)
reads

0=g.(2)-& (2), (C11)

with the diagonal matrix

—af caéaﬁ
g (Z) = T 1.aa S aa o .
@)™ +5" — et e (u—ve -2
(C12)
With « # 3, the high-frequency expansion of the renor-
malized effective medium yields

§7(2) =~ VATV 4 0(: ) (C13)
S™(2) =y —p+ I +O0(z7").  (Cl4)

The scaling removes the contribution proportional to z,
and for a symmetric DOS the static part is simply the
on-site energy of the components. Furthermore, the static
part remains finite with vanishing concentration.

Appendix D: Hybridization of the Bethe lattice

Specific to the BEB4+DMFT scheme is an alloy-
component dependent hybridization function A%(z) com-
puted according to Eq. (28). The hybridization function
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describes the hopping process into and out-of the impurity
site. The special form of the lattice Hilbert transform
go(z) for the Bethe lattice
2
z—1/go(2) = (D/2)"go(2) (D1)
gives a direct relation between the hybridization function
A%(z) and the effective local Green’s function g _ (2)

Eq. (20). We promote the hybridization function Eq. (28)
to a full hybridization matrix

A(2) =12 —8(2) — g, (2) = €(2) — g, (2), (D2)
whose diagonal elements are the physical hybridization
function A** = A®. Using the representation Eq. (B9)
given in Appendix B, we can apply the identity Eq. (D1):

A(2) = (D/2)’UP(2)go(1/d(2)) P~ (2) V.

(D3)
Likewise, the matrix Tg, ()T can be expressed using
Egs. (B2), (B4) and (B8):

"

Tg, ()T =UP(2)g0(1/d(2))P"'()V'.  (D4)

Thus, comparing Egs. (D3) and (D4), we identify the
relation for the Bethe lattice:

T. (D5)

A(zx) = (D/2)°Tg, (=)T

The diagonal elements are the hybridization function,
which reads

2
g (2)-

A%(z) = (D/2)* > |1 (D6)
B

In the CPA case T*® = 1 we evidently recover the com-
ponent independent hybridization:

A%(z) = (D/2)* ) g(2) = (D/2)’E (G(2)). (D7)

For the case of a binary alloy shown by Fig. 5, we see
that for T® < 1 = T the hybridization for A stems
mostly from A sites, while for TAB > 1 = T the main
contribution to the hybridization of A comes from the B
sites.
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