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Abstract We introduce the continuum self-similar tree (CSST) as the attractor
of an iterated function system in the complex plane. We provide a topological
characterization of the CSST and use this to relate the CSST to other metric trees
such as the continuum random tree (CRT) and Julia sets of postcritically-finite
polynomials.
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1 Introduction

In this expository paper, we study the topological properties of a certain subset T of
the complex plane C. It is defined as the attractor of an iterated function system. As
we will see, T has a self-similar “tree-like” structure with very regular branching
behavior. In a sense it is the simplest object of this type. Sets homeomorphic to T
appear in various other contexts. Accordingly, we give the set T a special name, and
call it the continuum self-similar tree (CSST).

To give the precise definition of T we consider the following contracting
homeomorphisms on C:

f1(z) = 1
2z− 1

2 , f2(z) = 1
2 z̄+ 1

2 , f3(z) = i
2 z̄+ i

2 . (1.1)
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Then the following statement is true.

Proposition 1.1 There exists a unique non-empty compact set T ⊆ C satisfying

T = f1(T) ∪ f2(T) ∪ f3(T). (1.2)

Based on this fact, we make the following definition.

Definition 1.2 The continuum self-similar tree (CSST) is the set T ⊆ C as given
by Proposition 1.1.

In other words, T is the attractor of the iterated function system {f1, f2, f3} in
the plane. Proposition 1.1 is a special case of well-known more general results in
the literature (see [19], [16, Theorem 9.1], or [21, Theorem 1.1.4], for example). We
will recall the argument that leads to Proposition 1.1 in Sect. 3.

Spaces of a similar topological type as T have appeared in the literature before
(among the more recent examples is the antenna set in [3] or Hata’s tree-like set
considered in [21, Example 1.2.9]). For a representation of T see Fig. 1.

To describe the topological properties of T, we introduce the following concept.

Definition 1.3 A (metric) tree is a compact, connected, and locally connected
metric space (T , d) containing at least two points such that for all a, b ∈ T with
a %= b there exists a unique arc α ⊆ T with endpoints a and b.

−1 0 1

Fig. 1 The continuum self-similar tree T



The Continuum Self-Similar Tree 145

In other words, any two distinct points a and b in a metric tree can be joined by a
unique arc α in T . It is convenient to allow a = b here in which case α = {a} = {b}
and we consider α as a degenerate arc.

In the following, we will usually call a metric space as in Definition 1.3 a tree
and drop the word “metric” for simplicity. It is easy to see that the concept of a
tree is essentially the same as the concept of a dendrite that appears in the literature
(see, for example, [29, Chapter V], [23, Section §51 VI], [27, Chapter X]). More
precisely, a metric space T is a tree if and only if it is a non-degenerate dendrite
(the simple proof is recorded in [6, Proposition 2.2]). If one drops the compactness
assumption in Definition 1.3, but requires in addition that the space is geodesic (see
below for the definition), then one is led to the notion of a real tree. They appear in
many areas of mathematics (see [2, 25], for example).

The following statement is suggested by Fig. 1.

Proposition 1.4 The continuum self-similar tree T is a metric tree.

If T is a tree, then for x ∈ T we denote by νT (x) ∈ N ∪ {∞} the number of
(connected) components of T \{x}. This number νT (x) is called the valence of x. If
νT (x) = 1, then x is called a leaf of T . If νT (x) ≥ 3, then x is a branch point of T .
If νT (x) = 3, then we also call x a triple point.

The following statement is again suggested by Fig. 1.

Proposition 1.5 Each branch point of the tree T is a triple point, and these triple
points are dense in T.

The set T has an interesting geometric property, namely it is a quasi-convex
subset of C., i.e., any two points in T can be joined by a path whose length is
comparable to the distance of the points.

Proposition 1.6 There exists a constant L > 0 with the following property: if
a, b ∈ T and α is the unique arc in T joining a and b, then

length(α) ≤ L|a − b|.

Note that a unique (possibly degenerate) arc α ⊆ T joining a and b exists,
because T is a tree according to by Proposition 1.4.

Proposition 1.6 implies that we can define a new metric # on T by setting
#(a, b) = length(α) for a, b ∈ T, where α is the unique arc in T joining a and b.
Then the metric space (T, #) is geodesic, i.e., any two points in (T, #) can be joined
by a path in T whose length is equal to the distance of the points. It immediately
follows from Proposition 1.6 that metric spaces T (as equipped with the Euclidean
metric) and (T, #) are bi-Lipschitz equivalent by the identity map.

A natural way to construct (T, #), at least as an abstract metric space, is as
follows. We start with a line segment J0 of length 2. Its midpoint c subdivides J0
into two line segments of length 1. We glue to c one of the endpoints of another
line segment s of the same length. Then we obtain a set J1 consisting of three line
segment of length 1. The set J1 carries the natural path metric. We now repeat this
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procedure inductively. At the nth step we obtain a tree Jn consisting of 3n line
segments of length 21−n. To pass to Jn+1, each of these line segments s is subdivided
by its midpoint cs into two line segment of length 2−n and we glue to cs one endpoint
of another line segment of length 2−n.

In this way, we obtain an ascending sequence J0 ⊆ J1 ⊆ . . . of trees equipped
with a geodesic metric. The union J =⋃n∈N0

Jn carries a natural path metric # that
agrees with the metric on Jn for each n ∈ N0. As an abstract space one can define
(T, #) as the completion of the metric space (J, #).

If one wants to realize T as a subset of C by this construction, one starts with the
initial line segment J0 = [−1, 1], and adds s = [0, i] in the first step to obtain J1 =
[−1, 0] ∪ [0, 1] ∪ [0, i]. Now one wants to choose suitable Euclidean similarities
f1, f2, f3 that copy the interval [−1, 1] to [−1, 0], [0, 1], [0, i], respectively. One
hopes to realize Jn as a subset of C using an inductive procedure based on

Jn+1 = f1(Jn) ∪ f2(Jn) ∪ f3(Jn), n ∈ N0.

In order to avoid self-intersections and ensure that each set Jn is indeed a tree,
one has to be careful about the orientations of the maps f1, f2, f3. The somewhat
non-obvious choice of these maps as in (1.1) leads to the desired result. See
Proposition 4.2 and the discussion near the end of Sect. 4 for precise statements
how to use the maps in (1.1) to realize the sets Jn as subsets of C, and obtain T (as
in Definition 1.2) as the closure of

⋃
n∈N0

Jn. A representation of J5 is shown in
Fig. 2.

The conditions in Proposition 1.5 actually characterize the CSST topologically.

− 0 11

Fig. 2 The set J5
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Theorem 1.7 A metric tree (T , d) is homeomorphic to the continuum self-similar
tree T if and only if the following conditions are true:

(i) For every point x ∈ T we have νT (x) ∈ {1, 2, 3}.
(ii) The set of triple points {x ∈ T : νT (x) = 3} is a dense subset of T .

We will derive Theorem 1.7 from a slightly more general statement. For its
formulation let m ∈ N with m ≥ 3. We consider the class Tm consisting of all
metric trees T such that

(i) for every point x ∈ T we have νT (x) ∈ {1, 2,m}, and
(ii) the set of branch points {x ∈ T : νT (x) = m} is a dense subset of T .
Note that by Proposition 1.5 the CSST T satisfies the conditions in Theorem 1.7
with m = 3, and so T belongs to the class of trees T3. Now the following statement
is true which contains Theorem 1.7 as a special case.

Theorem 1.8 Let m ∈ N with m ≥ 3. Then all trees in Tm are homeomorphic to
each other.

Theorems 1.7 and 1.8 are not new. In a previous version of this paper, we
considered Theorem 1.7 as a “folklore” statement, but we did not have a reference
for a proof. Later, the paper [11] was brought to our attention which contains a
more general result which implies Theorem 1.8, and hence also Theorem 1.7 (see
[11, Theorem 6.2]; the proof there seems to be incomplete though—the continuity
of the map h on the dense subset of X needs more justification). Theorem 1.8 was
explicitly stated in [9, (6), p. 490], but it seems that the origins of Theorem 1.8 can
be traced back much further to [28] (see also [26, Chapter X], and [10] for more
pointers to the relevant older literature about dendrites).

We will give a complete proof of Theorem 1.8. It is based on ideas that are quite
different from those in [11], but we consider our method of proof very natural.
It is also related to some other recent work, in particular [5, 6]; so one can view
the present paper as an introduction to these ideas. We will say more about our
motivation below.

Our proof of Theorem 1.8 can be outlined as follows. Fix m as in the statement
and consider a tree T in Tm. Then we cut T into m subtrees at a carefully chosen
branch point. This process is repeated inductively. One labels the subtrees obtained
in this way by finite words consisting of letters in the alphabet A = {1, 2, . . . , m}.
The labels are chosen so that if S is another tree in Tm and one decomposes S in a
similar manner, then one has the same combinatorics (i.e., intersection and inclusion
pattern) for the subtrees in T and S. The desired homeomorphism between T and
S can then be obtained from a general statement that produces a homeomorphism
between two spaces, if they admit matching decompositions into pieces satisfying
suitable conditions (see Proposition 2.1).

The CSST is related to metric trees appearing in other areas of mathematics. One
of these objects is the (Brownian) continuum random tree (CRT). This is a random
tree introduced by Aldous [1] when he studied the scaling limits of simplicial
trees arising from the critical Galton-Watson process. One can describe the CRT
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as follows. We consider a sample of Brownian excursion (et )0≤t≤1 on the interval
[0, 1]. For s, t ∈ [0, 1], we set

de(s, t) = e(s)+ e(t)− 2 inf{e(r) : min(s, t) ≤ r ≤ max(s, t)}.

Then de is a pseudo-metric on [0, 1]. We define an equivalence relation on [0, 1] by
setting s ∼ t if de(s, t) = 0. Then de descends to a metric on the quotient space
Te = [0, 1]/ ∼. The metric space (Te, de) is almost surely a metric tree (see [25,
Sections 2 and 3]). Curien [13] asked the following question.

Question Is the topology of the CRT almost surely constant, that is, are two
independent samples of the CRT almost surely homeomorphic?

This question was the original motivation for the present work and we found a
positive answer based on the following statement.

Corollary 1.9 A sample T of the CRT is almost surely homeomorphic to the
CSST T.

Proof As we discussed, a sample T of the CRT is almost surely a metric tree (see
[25, Sections 2 and 3]). Moreover, for such a sample T almost surely for every point
x ∈ T , the valence νT (x) is either 1, 2 or 3, and the set {x : νT (x) = 3} of triple
points is dense in T (see [15, Theorem 4.6] or [25, Proposition 5.2 (i)]). It follows
from Proposition 1.5 and Theorem 1.7 that a sample T of the CRT is almost surely
homeomorphic to the CSST T. *+

Informally, Corollary 1.9 says that the topology of the CRT is (almost surely)
constant and given by the topology of a deterministic model space, namely the
CSST. In particular, almost surely any two independent samples of the CRT are
homeomorphic. This answers Curien’s question in the positive. As we found
out after we had obtained proofs for Theorem 1.7 and Corollary 1.9, Curien’s
question had already been answered implicitly in [12]. There the authors used
the distributional self-similarity property of the CRT and showed that the CRT is
isometric to a metric space with a randommetric. This space is constructed similarly
to the CSST as the attractor of an iterated function system with maps very similar to
(1.1) (they contain an additional parameter though which is unnecessary if one uses
the maps in (1.1)).

An important source of trees is given by Julia sets of postcritically-finite
polynomials without periodic critical points in C. It follows from [14] (or see [8,
Theorem V.4.2]) that the Julia sets of such polynomials are indeed trees. One can
show that the Julia set J(P ) of the polynomial P(z) = z2 + i (see Fig. 3) satisfies
the conditions in Theorem 1.7. Accordingly, J(P ) is homeomorphic to the CSST.

There are several directions in which one can pursue these topics further. For
example, one can study the topology of more general trees than those in the classes
Tm. One may want to replace m with any finite (or even infinite) list of allowed
valences for branch points, including branch points of infinite valence. In an earlier
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Fig. 3 The Julia set of P(z) = z2 + i

version of our paper, we discussed this in more detail. Since we learned that these
results are already contained in [10], we decided to skip this in the present version.

There is one important variant of Theorem 1.8 that we like to mention though.
Namely, one can consider the (non-empty) class T∞ of trees T such that νT (x) ∈
{1, 2,∞} for all x ∈ T and such that the set of branch points of T (i.e., in this case
the set {x ∈ T : νT (x) = ∞}) is dense in T . Then all trees in T∞ are homeomorphic
to each other (our method of proof does not directly apply here, but one can use our
approach based on a more general version of Proposition 2.1). Moreover, each tree
T in T∞ is universal in the sense that every tree S admits a topological embedding
into T . These results are due to Waszewski [28] (see [27, Section 10.4] for a modern
exposition of this universality property; see also [9] for a discussion of a universality
property of the trees in Tm, m ∈ N, m ≥ 3).

Trees in T∞ are also interesting, because they naturally arise in probabilistic
models. More specifically, the so-called stable trees with index α ∈ (1, 2] are
generalizations of the CRT (see [25, Section 4] for the definition). For fixed α ∈
(1, 2), a sample T of such a stable tree belongs to T∞ almost surely [25, Proposition
5.2 (ii)]. By the previous discussion this implies that two independent samples of
stable trees for given α ∈ (1, 2) are almost surely homeomorphic. Note that the
Julia set of a polynomial never belongs to T∞. This follows from results due to
Kiwi (see [22, Theorem 1.1]).

Another direction for further investigations are questions that are more related to
geometric properties of metric trees, in contrast to purely topological properties. In
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particular, one can study the quasiconformal geometry of the CSST and other trees
(for a survey on the general topic of quasiconformal geometry see [4]).

One of the basic notion here is the concept of quasisymmetric equivalence. By
definition two metric spaces X and Y are called quasisymmetrically equivalent if
there exists a quasisymmetry f : X → Y . Roughly speaking, a quasisymmetry is
a homeomorphism with good geometric control: it sends metric balls to “roundish”
sets with uniformly controlled eccentricity (for the precise definition of a qua-
sisymmetry and other basic concepts of quasiconformal geometry see [17]). Since
every quasisymmetry is a homeomorphism, two spaces are homeomorphic if they
are quasisymmetrically equivalent. So this gives a stronger type of equivalence for
metric spaces that has a more geometric flavor and goes beyond mere topology.

A natural problem in this context is to characterize the CCST T up to qua-
sisymmetric equivalence, similar to Proposition 1.5 which gives a topological
characterization. This problem is solved in [5]. The precise statement is too technical
to be included here, but roughly speaking the conditions on a metric tree T to
be quasisymmetrically equivalent to T are similar in sprit to the conditions in
Proposition 1.5, but of a more “quantitative” nature.

For example, one of the conditions stipulates that T be trivalent (i.e., all branch
points of T are triple points), but not only should the branch points of T form a
dense subset of T , but T should be uniformly branching in the sense that every arc
α ⊆ T contains a branch point p of height HT (p) comparable to the diameter of
α. Here the height HT (p) is the diameter of the third largest branch of p (see the
discussion around (3.1) for more details).

In our proof of Theorem 1.7 we first realized that this concept of height of a
branch point plays a very important role in understanding the geometry and topology
of trees. This concept is also used in [5, 6].

The present paper and [5, 6] have another common feature. In all of these works
it is important to have good decompositions of the spaces studied, depending on the
problem under consideration. This line of thought in the context of quasiconformal
geometry can be traced back to [7, Proposition 18.8]. More recently, Kigami [20]
has systematically investigated such decompositions in the general framework of
partitions of a space given by sets that are labeled by the vertices of a (simplicial)
tree. This common philosophy with other recent work is the main motivation why
we wanted to present the proof of the known Theorem 1.8 from our perspective.

One can use the characterization of the CSST up to quasisymmetric equiva-
lence established in [5] to prove the following statement (unpublished work by
the authors): if the Julia set J(P ) of a postcritically-finite polynomial P with
no periodic critical points in C is homeomorphic to the CSST, then J(P ) is
quasisymmetrically equivalent to the CSST.

Finally, we mention in passing that the geometric properties of the continuum
random tree (CRT) were considered in the recent paper [24] by Lin and Rohde.
Though Lin and Rohde do not study quasisymmetric equivalence, many of their
considerations still fit into the general framework of quasiconformal geometry.

The present paper is organized as follows. In Sect. 2 we state and prove a general
criterion for two metric spaces to be homeomorphic based on the existence of
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combinatorially equivalent decompositions of the spaces. In Sect. 3 we collect some
general facts about trees that we use later. The CSST is studied in Sect. 4. There we
provide proofs of Propositions 1.1, 1.4, 1.5, and 1.6. In Sect. 5 we explain how to
decompose trees in Tm with m ∈ N, m ≥ 3. Based on this, we then present a proof
Theorem 1.8. Theorem 1.7 is an immediate consequence.

2 Constructing Homeomorphisms Between Spaces

Throughout this paper, we use fairly standard metric space notation. If (X, d) is a
metric space, then we denote by B(a, r) = {x ∈ X : d(a, x) < r} the open ball
of radius r > 0 centered at a ∈ X. If A,B ⊆ X, then diam(A) = sup{d(x, y) :
x, y ∈ A} is the diameter of A and dist(A,B) = inf{d(x, y) : x ∈ A, y ∈ B} the
(minimal) distance of A and B. Similarly, if a ∈ X, then dist(a, B) = dist({a}, B)
denotes the distance of the point a to the set B. Finally, if γ is a path in X, then
length(γ ) stands for its length.

Before we discuss trees in more detail and turn our attention to the CSST,
we will establish the following proposition that is the key to showing that two
trees are homeomorphic. The statement will also give us some guidance for the
desired properties of tree decompositions that we will discuss in the following
sections. The proposition is inspired by [7, Proposition 18.8], which provided
geometric conditions for the decomposition of a space that can be used to construct
quasisymmetric homeomorphisms.

Proposition 2.1 Let (X, dX) and (Y, dY ) be compact metric spaces. Suppose that
for each n ∈ N, the space X admits a decomposition X = ⋃Mn

i=1Xn,i as a finite
union of non-empty compact subsets Xn,i , i = 1, . . . ,Mn ∈ N, with the following
properties for all n, i, and j :

(i) Each set Xn+1,j is the subset of some set Xn,i .
(ii) Each set Xn,i is equal to the union of some of the sets Xn+1,j .
(iii) max1≤i≤Mn diam(Xn,i)→ 0 as n→∞.

Suppose that for n ∈ N the space Y admits a decomposition Y =⋃Mn
i=1 Yn,i as a

union of non-empty compact subsets Yn,i , i = 1, . . . ,Mn, with properties analogous
to (i)–(iii) such that

Xn+1,j ⊆ Xn,i if and only if Yn+1,j ⊆ Yn,i (2.1)

and

Xn,i ∩Xn,j %= ∅ if and only if Yn,i ∩ Yn,j %= ∅ (2.2)

for all n, i, j .
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Then there exists a unique homeomorphism f : X→ Y such that f (Xn,i) = Yn,i
for all n and i.

In particular, under these assumptions the spaces X and Y are homeomorphic.

Proof We define a map f : X → Y as follows. For each point x ∈ X, by (ii) and
(iii) there exists a nested sequence of sets Xn,in , n ∈ N, such that {x} = ⋂n Xn,in .

Then the corresponding sets Yn,in , n ∈ N, are also nested by (2.1). Since these sets
are non-empty and compact, by condition (iii) for the space Y this implies that there
exists a unique point y ∈⋂n Yn,in . We define f (x) = y.

Then f is well-defined. To see this, suppose we have another nested sequence
Xn,i′n , n ∈ N, such that {x} = ⋂n Xn,i′n . Then there exists a unique point y′ ∈⋂

n Yn,i′n . Now x ∈ Xn,in ∩ Xn,i′n and so Yn,in ∩ Yn,i′n %= ∅ for all n ∈ N by (2.2).
By condition (iii) for Y , this is only possible if y = y′. So f : X → Y is indeed
well-defined.

One can define a map g : Y → X by a similar procedure. Namely, for each y ∈ Y

we can find a nested sequence Yn,in , n ∈ N, such that {y} = ⋂n Yn,in . Then there
exists a unique point x ∈⋂n Xn,in and if we set g(y) = x, we obtain a well-defined
map g : Y → X.

It is obvious from the definitions that the maps f and g are inverse to each other.
Hence they define bijections between X and Y .

Conditions (i) and (ii) imply that if Xk,i is a set in one of the decompositions of
X and x ∈ Xk,i , then there exists a nested sequence Xn,in , n ∈ N, with Xk,ik = Xk,i

and {x} =⋂n Xn,in . This implies that f (x) ∈ Yk,i and so f (Xk,i) ⊆ Yk,i . Similarly,
g(Yk,i) ⊆ Xk,i . Since g = f−1, we have f (Xk,i) = Yk,i as desired. It is clear that
this last condition together with our assumptions determines f uniquely.

It remains to show that f is a homeomorphism. For this it suffices to prove that f
and f−1 = g are continuous. Since the roles of f and g are completely symmetric,
it is enough to establish that f is continuous.

For this, let ε > 0 be arbitrary. By (iii) we can choose n ∈ N such that

max{diam(Yn,i) : 1 ≤ i ≤ Mn} < ε/2.

Since the sets Xn,i are compact, there exists δ > 0 such that

dist(Xn,i , Xn,j ) > δ,

whenever i, j ∈ {1, . . . ,Mn} and Xn,i ∩Xn,j = ∅.
Now suppose that a, b ∈ X are arbitrary points with dX(a, b) < δ. We claim that

then dY (f (a), f (b)) < ε. Indeed, we can find i, j ∈ {1, . . . ,Mn} such that a ∈ Xn,i

and b ∈ Xn,j . Since dX(a, b) < δ, we then necessarily have Xn,i ∩ Xm,j %= ∅ by
definition of δ. So Yn,i ∩ Yn,j %= ∅ by (2.2). Moreover, f (a) ∈ f (Xn,i) = Yn,i and
f (b) ∈ f (Xn,j ) = Yn,j . Hence

dY (f (a), f (b)) ≤ diam(Yn,i)+ diam(Yn,j ) < ε.

The continuity of f follows. *+
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3 Topology of Trees

In this section we fix some terminology and collect some general facts about trees.
We do not claim any originality of this material. All of it is standard and well-
known, but we did not try to track it down in the literature. Our objective is to make
our presentation self-contained, and to have convenient reference points for future
work. For general background on trees or dendrites we refer to [29, Chapter V], [23,
Section §51 VI], [27, Chapter X]), and the literature mentioned there.

An arc α in a metric space is a homeomorphic image of the unit interval [0, 1] ⊆
R. The points corresponding to 0 and 1 are called the endpoints of α.

Let T be a tree. Then the last part of Definition 1.3 is equivalent to the
requirement that for all points a, b ∈ T with a %= b, there exists a unique arc in T

joining a and b, i.e., it has the endpoints a and b. We use the notation [a, b] for this
unique arc. It is convenient to allow a = b here. Then [a, b] denotes the degenerate
arc consisting only of the point a = b. Sometimes we want to remove one or
both endpoints from the arc [a, b]. Accordingly, we define (a, b) = [a, b]\{a, b},
[a, b) = [a, b]\{b} and (a, b] = [a, b]\{a}. In Sect. 4 we will not use this notation
for arcs in a tree. There [a, b] will always denote the Euclidean line segment joining
two points a, b ∈ C.

A metric space X is called path-connected if any two points a, b ∈ X can be
joined by a path in X, i.e., there exists a continuous map γ : [0, 1] → X such that
γ (0) = a and γ (1) = b. The space X is arc-connected if any two distinct points
in X can be joined by an arc in X. The image of a path joining two distinct points
in a metric space always contains an arc joining these points (this follows from the
fact that every Peano space is arc-connected; see [18, Theorem 3.15, p. 116]). In
particular, every path-connected metric space is arc-connected.

Lemma 3.1 Let (T , d) be a tree. Then for each ε > 0 there exists δ > 0 such that
for all a, b ∈ T with d(a, b) < δ we have diam([a, b]) < ε.
Proof Fix ε > 0. Since T is a compact, connected, and locally connected metric
space, it is a Peano space. So by the Hahn-Mazurkiewicz theorem there exists a
continuous surjective map ϕ : [0, 1] → T of the unit interval onto T [18, Theorem
3.30, p. 129]. By uniform continuity of ϕ we can represent [0, 1] as a union [0, 1] =
I1 ∪ · · · ∪ In of finitely many closed intervals I1, . . . , In ⊆ [0, 1] with diam(Xk) <

ε/2, where Xk = ϕ(Ik) for k = 1, . . . , n. The sets Xk = ϕ(Ik) are compact.
This implies that there exists δ > 0 such that dist(Xi,Xj ) > δ, whenever i, j ∈
{1, . . . , n} and Xi ∩Xj = ∅.

Now let a, b ∈ T with d(a, b) < δ be arbitrary. We may assume a %= b. Then
there exist i, j ∈ {1, . . . , n} with a ∈ X := Xi and b ∈ Y := Xj . By choice of δ
we must have X ∩ Y %= ∅. As continuous images of intervals, the sets X and Y are
path-connected. Since X ∩ Y %= ∅, the union X ∪ Y that contains the points a and b
is also path-connected. This implies that X∪Y is arc-connected, and so there exists
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an arc α ⊆ X∪Y with endpoints a and b. The unique such arc in the tree T is [a, b],
and so [a, b] = α ⊆ X ∪ Y . This implies

diam([a, b]) ≤ diam(X)+ diam(Y ) < ε,

as desired. *+
Lemma 3.2 Let (T , d) be a tree and p ∈ T . Then the following statements are
true:

(i) Each component U of T \{p} is an open and arc-connected subset of T .
(ii) If U is a component of T \{p}, then U = U ∪ {p} and ∂U = {p}.
(iii) Two points a, b ∈ T \{p} lie in the same component of T \{p} if and only if

p %∈ [a, b].
Proof

(i) The set T \{p} is open. Since T is locally connected, each component U of
T \{p} is also open.

For a, b ∈ U we write a ∼ b if a and b can be joined by a path in U .
Obviously, this defines an equivalence relation on U . The equivalence classes
are open subsets of T . To see this, suppose a, b ∈ U can be joined by a path
β in U . Then for all points x in a sufficiently small neighborhood V ⊆ U of
b we have [b, x] ⊆ U as follows from Lemma 3.1. So by concatenating β
with (a parametrization of) the arc [b, x], we obtain a path β ′ in U that joins a
and x ∈ V . This shows that every point b in the equivalence class of a has a
neighborhood V that also belongs to this equivalence class.

We see that the equivalence classes of∼ partition U into open sets. Since U
is connected, there can only be one such set. It follows thatU is path-connected
and hence also arc-connected.

(ii) Let U be a (non-empty) component of T \{p}. We choose a point a ∈ U .
The set [a, p) is connected, contained in T \{p}, and meets U in a. Hence
[a, p) ⊆ U . This implies that p ∈ U . On the other hand, the set U ∪ {p} is
closed, because its complement is a union of components of T \{p} and hence
open by (i). Thus U = U ∪ {p}. By (i) no point in U is a boundary point of U ,
and so ∂U = {p}.

(iii) If a, b ∈ T \{p} and p %∈ [a, b], then [a, b] is a connected subset of T \{p}.
Hence [a, b] lies in a component U of T \{p}. In particular, a, b ∈ [a, b] lie in
the same component U of T \{p}.

Conversely, suppose that a, b ∈ T \{p} lie in the same component U of
T \{p}. We know by (i) that U is arc-connected. Hence there exists a (possibly
degenerate) arc α ⊆ U with endpoints a and b. But the unique such arc in T is
[a, b]. Hence [a, b] = α ⊆ U ⊆ T \{p}, and so p %∈ [a, b]. *+

A subset S of a tree (T , d) is called a subtree of T if S equipped with the
restriction of the metric d is also a tree as in Definition 1.3. Every subtree S of
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T contains two points and hence a non-degenerate arc. In particular, every subtree
S of T is an infinite, actually uncountable set.

The following statement characterizes subtrees.

Lemma 3.3 Let (T , d) be a tree. Then a set S ⊆ T is a subtree of T if and only if
S contains at least two points and is closed and connected.

Proof If S is a subtree of T , then S contains at least two points, and is connected
and compact. Hence it is a closed subset of T . Conversely, suppose that S contains
at least two points and is closed and connected. Then S is compact, because T is
compact.

Suppose that a, b ∈ S, a %= b, are two distinct points in S. We consider the arc
[a, b] ⊆ T . Suppose there exists a point p ∈ [a, b] with p %∈ S. Then p %= a, b, and
so by Lemma 3.2 (iii), the points a and b lie in different components of T \{p}. This
is impossible, because the connected set S ⊆ T \{p} must be contained in exactly
one component of T \{p}. This shows that [a, b] ⊆ S and so the points a and b can
be joined by an arc in S. This arc in S is unique, because it is unique in T .

It remains to show that S is locally connected, i.e., every point in S has arbitrarily
small connected relative neighborhoods. To see this, let a ∈ S and ε > 0 be
arbitrary. Then by Lemma 3.1 we can find δ > 0 such that [a, x] ⊆ B(a, ε)

whenever x ∈ B(a, δ). Now let M be the union of all arcs [a, x] with x ∈
S∩B(a, δ). These arcs lie in S and soM is a connected set contained in S∩B(a, ε).
Moreover, S ∩B(a, δ) ⊆ M and soM is a connected relative (not necessarily open)
neighborhood of a in S. This shows that S is locally connected. We conclude that S
is indeed a subtree of T . *+
Lemma 3.4 Let (T , d) be a tree, p ∈ T , and U a component of T \{p}. Then
B = U ∪ {p} is a subtree of T and p is a leaf of B.

Proof It follows from Lemma 3.2 (i) and (ii) that the set U is connected and that
B = U ∪ {p} = U . This implies that B is closed and connected. Since U %= ∅
and p %∈ U , the set B contains at least two points. Hence B is a subtree of T by
Lemma 3.3. Since B\{p} = U is connected, p is a leaf of B. *+

If the subtree B = U ∪ {p} is as in the previous lemma, then we call B a branch
of p in T (or just a branch of p if T is understood).

Lemma 3.5 Let (T , d) be a tree, S ⊆ T be a subtree of T , and p ∈ S. Then every
branch B ′ of p in S is contained in a unique branch B of p in T . The assignment
B ′ 0→ B is an injective map between the sets of branches of p in S and in T . If p is
an interior point of S, then this map is a bijection.

In particular, if under the given assumptions νT (p) is the valence of p in T and
νS(p) the valence of p in S, then νS(p) ≤ νT (p). Here we have equality if p is an
interior point of S.

If p ∈ S is a leaf of T , then T has only one branch B at p, namely B = T . Hence
1 ≤ νS(p) ≤ νT (p) ≤ 1, and so νS(p) = 1. This means that p is also a leaf of S.
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More informally, we can say that the property of a point being a leaf in T is passed
to subtrees that contain the point.

Proof If B ′ is a branch of p in S, then B ′ = U ′ ∪ {p}, where U ′ is a component
of S\{p}. Then U ′ is a connected subset of T \{p} and so contained in a unique
component U of T \{p}. Then B = U ∪ {p} is a branch of p in T with B ′ ⊆ B and
it is clear that B is the unique such branch.

To show injectivity of the map B ′ 0→ B, let B ′1 and B ′2 be two distinct branches
of p in S. Pick points a ∈ B ′1\{p} and b ∈ B ′2\{p}. Then a and b lie in different
components of S\{p} and so p ∈ [a, b] by Lemma 3.2 (iii) applied to the tree S.
Hence a and b lie in different components of T \{p}, and so in different branches of
p in T . This implies that B ′1 and B

′
2 must be contained in different branches of p in

T . This shows that the map B ′ 0→ B is indeed injective.
Now assume in addition that p is an interior point of S. To show surjectivity of

the map B ′ 0→ B, we consider a branch B of p in T . Pick a point a ∈ B\{p}. Then
[a, p) ⊆ B\{p}, because B is a subtree of T . Since p is an interior point of S, there
exists a point x ∈ [a, p) close enough to p such that x ∈ S\{p}. If B ′ is the unique
branch of p in S that contains x, then we have x ∈ B ′ ∩ B. This implies B ′ ⊆ B.
Hence the map B ′ 0→ B is also surjective, and so a bijection. *+
Lemma 3.6 Let (T , d) be a tree, p, a1, a2, a3 ∈ T with p %= a1, a2, a3 and suppose
that the sets [a1, p), [a2, p), [a3, p) are pairwise disjoint. Then the points a1, a2, a3
lie in different components of T \{p} and p is a branch point of T .

Proof The arcs [a1, p] and [a2, p] = [p, a2] have only the point p in common. So
their union [a1, p]∪[p, a2] is an arc and this arc must be equal to [a1, a2]. Hence p ∈
[a1, a2] which by Lemma 3.2 (iii) implies that a1 and a2 lie in different components
of T \{p}. A similar argument shows that a3 must be contained in a component of
T \{p} different from the components containing a1 and a2. In particular, T \{p}
has at least three components and so p is a branch point of T . The statement
follows. *+
Lemma 3.7 Let (T , d) be a tree such that the branch points of T are dense in T . If
a, b ∈ T with a %= b, then there exists a branch point c ∈ (a, b).

Proof We pick a point x0 ∈ (a, b) %= ∅. Then x0 has positive distance to both a and
b. This and Lemma 3.1 imply that we can find δ > 0 such that for all x ∈ B(x0, δ)

the arc [x, x0] has uniformly small diameter and so does not contain a or b.
Since branch points are dense in T , we can find a branch point p ∈ B(x0, δ).

Then a, b %∈ [p, x0]. If p ∈ (a, b), we are done.
In the other case, we have p %∈ (a, b). If we travel from p to x0 ∈ (a, b) along

[p, x0], we meet [a, b] in a first point c ∈ (a, b). Then a, b, p %= c. Moreover, the
sets [a, c), [b, c), [p, c) are pairwise disjoint. Hence c ∈ (a, b) is a branch point of
T as follows from Lemma 3.6. *+
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Lemma 3.8 Let (X, d) be a compact, connected, and locally connected metric
space, J an index set, pi ∈ X, and Ui a component of X\{pi} for each i ∈ J .
Suppose that

Ui ∩ Uj = ∅

for all i, j ∈ J , i %= j . Then J is a countable set. If there exists δ > 0 such that
diam(Ui) > δ for each i ∈ J , then J is finite.

Informally, the space X cannot contain a “comb” with too many long teeth.

Proof We prove the last statement first. We argue by contradiction and assume that
diam(Ui) > δ > 0 for each i ∈ J , where J is an infinite index set. Then we can
choose a point xi ∈ Ui such that d(xi, pi) ≥ δ/2. The setA = {xi : i ∈ J } is infinite
and so it must have a limit point q ∈ X, because X is compact. Since X is locally
connected, there exists a connected neighborhood N of q such that N ⊆ B(q, δ/8).
Since q is a limit point of A, the set N contains infinitely many points in A. In
particular, we can find i, j ∈ J with xi, xj ∈ N and i %= j . Then

dist(pi, N) ≥ d(pi, xi)− diam(N) ≥ δ/2− δ/4 > 0,

and soN ⊆ X\{pi}. Since the connected setN meets Ui in the point xi , this implies
that N ⊆ Ui . Similarly, N ⊆ Uj . This is impossible, because we have i %= j and so
Ui ∩ Uj = ∅, while ∅ %= N ⊆ Ui ∩ Uj .

To prove the first statement, note that diam(Ui) > 0 for each i ∈ J . Indeed,
otherwise diam(Ui) = 0 for some i ∈ J . Then Ui consists of only one point a.
Since X is locally connected, the component Ui of X\{pi} is an open set. So a is
an isolated point of X. This is impossible, because the metric space X is connected
and so it does not have isolated points.

Nowwe write J =⋃n∈N Jn, where Jn consists of all i ∈ J such that diam(Ui) >

1/n. Then each set Jn is finite by the first part of the proof. This implies that J is
countable. *+

We can apply the previous lemma to a tree T and choose for each pi a fixed
branch point p of T . Then it follows that p can have at most countably many distinct
complementary components Ui and hence there are only countably many distinct
branches Bi = Ui ∪ {p} of p. Moreover, since diam(Bi) = diam(Ui) = diam(Ui),
there can only be finitely many of these branches whose diameter exceeds a given
positive number δ > 0. In particular, we can label the branches of p by numbers
n = 1, 2, 3, . . . so that

diam(B1) ≥ diam(B2) ≥ diam(B3) ≥ . . . .

We now set

HT (p) = diam(B3) (3.1)
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and callHT (p) the height of the branch point p in T . So the height of a branch point
p is the diameter of the third largest branch of p.

Lemma 3.9 Let (T , d) be a tree and δ > 0. Then there are at most finitely many
branch points p ∈ T with height HT (p) > δ.

Proof We argue by contradiction and assume that this is not true. Then the set E
of branch points p in T with HT (p) > δ has infinitely many elements. Since T is
compact, the set E has a limit point q ∈ T .

Claim. There exists a branchQ of q such that the set E ∩Q is infinite and has q
as a limit point.

Otherwise, q has infinitely many distinct branchesQn, n ∈ N, that contain a point
an ∈ E ∩ (Qn\{q}). Then an is a branch point with HT (an) > δ which implies that
an has at least three branches whose diameters exceed δ. At least one of them does
not contain q. If we denote such a branch of an by Vn, then Vn is a connected subset
of T \{q}. It meets Qn\{q}, because an ∈ (Qn\{q}) ∩ Vn. It follows that Vn ⊆ Qn

and so diam(Qn) ≥ diam(Vn) > δ. Since the branches Qn of q are all distinct for
n ∈ N, this contradicts Lemma 3.8 (see the discussion after the proof of this lemma).
The Claim follows.

We fix a branch Q of q as in the Claim. For each n ∈ N we will now inductively
construct branch points pn ∈ E ∩ (Q\{q}) together with a branch Bn of pn and an
auxiliary compact set Kn ⊆ T . They will satisfy the following conditions for each
n ∈ N:

(i) diam(Bn) > δ,
(ii) the sets B1, . . . , Bn are disjoint,
(iii) the set Kn is compact and connected, and

B1 ∪ · · · ∪ Bn ⊆ Kn ⊆ Q\{q}.

We pick an arbitrary branch point p1 ∈ E ∩ (Q\{q}) to start. Then we can
choose a branch B1 of p1 that does not contain q and satisfies diam(B1) > δ. We
set K1 = B1. Then K1 is a compact and connected set that does not contain q and
meets Q, because p1 ∈ K1 ∩Q. Hence K1 ⊆ Q\{q}.

Suppose for some n ∈ N, a branch point pk ∈ E ∩Q, a branch Bk of pk , and a
set Kk with the properties (i)–(iii) have been chosen for all 1 ≤ k ≤ n.

Since q %∈ Kn, we have dist(q,Kn) > 0, and so we can find a branch point
pn+1 ∈ E ∩ (Q\{p}) sufficiently close to q such that pn+1 %∈ Kn. This is possible,
because q is a limit point of E ∩ (Q\{q}). Since the set Kn ⊆ T \{pn+1} is
connected, it must be contained in a branch of pn+1. Since there are three branches
of pn+1 %= q whose diameters exceed δ, we can pick one of them that contains
neither q norKn. Let Bn+1 be such a branch of pn+1. Then diam(Bn+1) > δ and so
(i) is true for n + 1. We have Bn+1 ∩ Kn = ∅; so (iii) shows that Bn+1 is disjoint
from the previously chosen disjoint sets B1, . . . , Bn. This gives (ii).

Since pn, pn+1 ∈ Q\{q}, the arc [pn, pn+1] does not contain q (see
Lemma 3.2 (iii)). We also have pn ∈ Bn ⊆ Kn and pn+1 ∈ Bn+1, which implies
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that the set Kn+1 := Kn ∪ [pn, pn+1] ∪ Bn+1 ⊆ Q\{q} is compact and connected.
We have

B1 ∪ · · · ∪ Bn ∪ Bn+1 ⊆ Kn ∪ Bn+1 ⊆ Kn+1 ⊆ Q\{q},

and so Kn+1 has property (iii).
Continuing with this process, we obtain disjoint branches Bn for all n ∈ N that

satisfy (i). The last part of Lemma 3.8 implies that this is impossible and we get a
contradiction. *+

4 Basic Properties of the Continuum Self-Similar Tree

We now we study the properties of the continuum self-similar tree (CSST). Unless
otherwise specified, all metric notions in this section refer to the Euclidean metric
on the complex plane C. In this section, i always denotes the imaginary unit and we
do not use this letter for indexing as in the other sections. If a, b ∈ C we denote
by [a, b] the Euclidean line segment in C joining a and b. We also use the usual
notation for open or half-open line segments. So [a, b) = [a, b]\{b}, etc.

For the proof of Proposition 1.1 we consider a coding procedure of certain points
in the complex plane by words in an alphabet. We first fix some terminology related
to this. We consider a non-empty set A. Then we call A an alphabet and refer to
the elements in A as the letters in this alphabet. In this paper we will only use
alphabets of the form A = {1, 2, . . . , m} with m ∈ N, m ≥ 3. We consider the
set W(A) := AN of infinite sequences in A as the set of infinite words in the
alphabet A and write the elements w ∈ W(A) in the form w = w1w2 . . ., where it
is understood that wk ∈ A for k ∈ N. Similarly, we set Wn(A) := An and consider
Wn(A) as the set of all words in the alphabet A of length n. We write the elements
w ∈ Wn(A) in the form w = w1 . . . wn with wk ∈ A for k = 1, . . . , n. We use
the convention that W0(A) = {∅} and consider the only element ∅ in W0(A) as the
empty word of length 0. Finally,

W∗(A) :=
⋃

n∈N0

Wn(A)

is the set of all words of finite length. If u = u1 . . . un is a finite word and v =
v1v2 . . . is a finite or infinite word in the alphabet A, then we denote by uv =
u1 . . . unv1v2 . . . the word obtained by concatenating u and v. We call u an initial
segment and v a tail of the word w = uv. If the alphabet A is understood, then we
will simply drop A from the notation. So W will denote the set of infinite words in
A, etc.

For the rest of this section, we use the alphabet A = {1, 2, 3}. So when we
write W , Wn, W∗ it is understood that A = {1, 2, 3} is the underlying alphabet.
There exists a unique metric d on W = {1, 2, 3}N with the following property. If
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we have two words u = u1u2 . . . and v = v1v2 . . . in W and u %= v, then for
some n ∈ N0 we have u1 = v1, . . . , un = vn, and un+1 %= vn+1. Then d(u, v) =
1/2n. More informally, two elements u, v ∈ W are close in this metric precisely if
they share a large number of initial letters. The metric space (W, d) is compact and
homeomorphic to a Cantor set.

If n ∈ N0 and w = w1w2 . . . wn ∈ Wn, we define

fw := fw1 ◦ fw2 ◦ · · · ◦ fwn,

where we use the maps in (1.1) in the composition. By convention, f∅ = idC is the
identity map on C. Note that fw is a Euclidean similarity on C that scales Euclidean
distances by the factor 2−n. If a, b ∈ C, then fw([a, b]) = [fw(a), fw(b)]. We will
use this repeatedly in the following.

Throughout this section we denote byH ⊆ C the (closed) convex hull of the four
points 1, i, −1, and 1

2 − i
2 (see Fig. 4). We set Hk = fk(H) for k = 1, 2, 3. Then

H1 ∪H2 ∪H3 = f1(H) ∪ f2(H) ∪ f3(H) ⊆ H.

This implies that

fw(H) ⊆ H (4.1)

for all w ∈ W∗.

− 111

− 1
2 + 2

0

1

2

3

1 2

3

Fig. 4 Illustration of some associated sets
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Lemma 4.1 There exists a well-defined continuous map π : W → C given by

π(w) = lim
n→∞ fw1w2...wn(z0)

for w = w1w2 . . . ∈ W and z0 ∈ C. Here the limit exists and is independent of the
choice of z0 ∈ C.

The existence of such a map π is standard in similar contexts (see, for example,
[19, Section 3.1, pp. 426–427]). In the following, π : W → C will always denote
the map provided by this lemma.

Proof Fix z0 ∈ C. Then there exists a constant C ≥ 0 such that

|z0 − fk(z0)| ≤ C

for k = 1, 2, 3. If n ∈ N0 and u ∈ Wn, then

|fu(a)− fu(b)| =
1
2n

|a − b|

for all a, b ∈ C. This implies that if w = w1w2 . . . ∈ W , n ∈ N, and u :=
w1w2 . . . wn ∈ Wn, then

|fw1w2...wn(z0)− fw1w2...wn+1(z0)| = |fu(z0)− fu(fwn+1(z0))|

= 1
2n

|z0 − fwn+1(z0)| ≤
C

2n
.

It follows that {fw1w2...wn(z0)}n∈N is a Cauchy sequence in C. Hence this sequence
converges and

π(w) = lim
n→∞ fw1w2...wn(z0)

is well-defined for each w = w1w2 . . . ∈ W .
The limit does not depend on the choice of z0. Indeed, if z′0 ∈ C is another point,

then

|fw1w2...wn(z0)− fw1w2...wn(z
′
0)| =

1
2n

|z0 − z′0|,

which implies that

lim
n→∞ fw1w2...wn(z0) = lim

n→∞ fw1w2...wn(z
′
0).

The definition of π shows that if w = w1w2 . . . ∈ W and n ∈ N0, then

π(w) = π(w1w2 . . .) = fw1...wn(π(wn+1wn+2 . . .)). (4.2)
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If we pick z0 ∈ H , then (4.1) and the definition of π imply that π(W) ⊆ H . If we
combine this with (4.2), then we see that if two words u, v ∈ W start with the same
letters w1, . . . , wn, then

|π(u)− π(v)| ≤ diam(fw1...wn(H)) = 1
2n

diam(H).

The continuity of the map π follows from this and the definition of the metric d

on W . *+
We can now establish the result that is the basis of the definition of the CSST. Again
arguments along these lines are completely standard.

Proof of Proposition 1.1 Let π : W → C be the map provided by Lemma 4.1 and
define T = π(W) ⊆ C. Since W is compact and π is continuous, the set T is non-
empty and compact. The relation (1.2) immediately follows from (4.2) for n = 1.
Note that (1.2) implies that

fw(T) = fw1(T) ∪ fw2(T) ∪ fw3(T) (4.3)

for each w ∈ Wn, n ∈ N0. From this in turn we deduce that

⋃

w∈Wn

fw(T) = T (4.4)

for each n ∈ N0.
It remains to show the uniqueness of T. Suppose T̃ ⊆ C is another non-empty

compact set satisfying the analog of (1.2). Then the analogs of (4.3) and (4.4) are
also valid for T̃. This and the definition of π using a point z0 ∈ T̃ imply that T =
π(W) ⊆ T̃.

For the converse inclusion, let a ∈ T̃ be arbitrary. Using the relation (4.3) for
the set T̃, we can inductively construct an infinite word w1w2 . . . ∈ W such that
a ∈ fw1w2...wn(T̃) for all n ∈ N. Since

diam(fw1w2...wn(T̃)) =
1
2n

diam(T̃)→ 0 as n→∞,

the definition of π (using a point z0 ∈ T̃) implies that a = π(w). In particular,
a ∈ π(W) = T, and so T̃ ⊆ T. The uniqueness of T follows. *+

In the proof of Proposition 1.1 we have seen that T = π(W). If p ∈ T and
p = π(w) for some w ∈ W , then we say that the word w represents p.

The following statement provides some geometric descriptions of T.
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Proposition 4.2 Let I = [−1, 1] ⊆ C. For n ∈ N0 define

Jn =
⋃

w∈Wn

fw(I) and Kn =
⋃

w∈Wn

fw(H).

Then the sets Jn and Kn are compact and satisfy

Jn ⊆ Jn+1 ⊆ T ⊆ Kn+1 ⊆ Kn (4.5)

for n ∈ N0. Moreover, we have

⋃

n∈N0

Jn = T =
⋂

n∈N0

Kn. (4.6)

As we will discuss more towards the end of this section, the first identity in
(4.6) represents T as the closure of a union of an ascending sequence of trees as
mentioned in the introduction. We will not need the second identity in (4.6) in the
following, but included it to show that T can also be obtained as the intersection of
a natural decreasing sequence of compacts sets. This is how many other fractals are
constructed.

Proof It is clear that the sets Jn and Kn as defined in the statement are compact
for each n ∈ N0. Set Ik = fk(I ) for k = 1, 2, 3. Then an elementary geometric
consideration shows that (see Fig. 4)

I ⊆ I1 ∪ I2 ∪ I3 ⊆ H1 ∪H2 ∪H3 ⊆ H.

This in turn implies that

fw(I) ⊆ fw1(I ) ∪ fw2(I ) ∪ fw3(I )

⊆ fw1(H) ∪ fw2(H) ∪ fw3(H) ⊆ fw(H)

for each w ∈ Wn, n ∈ N0. Taking the union over all w ∈ Wn, we obtain

Jn ⊆ Jn+1 ⊆ Kn+1 ⊆ Kn (4.7)

for all n ∈ N0. The set T̃ =
⋃

n∈N0

Jn is non-empty, compact, and satisfies

⋃

k=1,2,3

fk(T̃) =
⋃

k=1,2,3

fk

(⋃

n∈N0

Jn

)
=
⋃

k=1,2,3

fk

(⋃

n∈N0

Jn

)
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=
⋃

k=1,2,3

fk

(⋃

n∈N0

Jn

)
=
⋃

n∈N0

⋃

k=1,2,3

fk(Jn)

=
⋃

n∈N0

Jn+1 =
⋃

n∈N0

Jn = T̃.

Hence T̃ = T by the uniqueness statement in Proposition 1.1. So we have the first
equation in (4.6).

Since 0 ∈ H , we have fw(0) ∈ fw(H) ⊆ Kn for each w ∈ Wn. Since the sets
Kn are compact and nested, this implies that for each w = w1w2 . . . ∈ W we have

π(w) = lim
n→∞ fw1...wn(0) ∈

⋂

n∈N0

Kn.

It follows that T = π(W) ⊆
⋂

n∈N0

Kn.

To show the reverse inclusion, let a ∈
⋂

n∈N0

Kn be arbitrary. Then a ∈ Kn for

each n ∈ N0, and so there is a word un ∈ Wn such that a ∈ fun(H). Define
zn = fun(0) ∈ Jn ⊆ T. Since 0 ∈ H , we have zn ∈ fun(H), and so

|zn − a| ≤ diam(fun(H)) = 1
2n

diam(H).

Hence zn → a as n → ∞. Since zn ∈ T and T is compact, it follows that a ∈ T.
We see that

⋂

n∈N0

Kn ⊆ T. So the second equation in (4.6) is also valid.

The inclusions (4.5) follow from (4.6) and (4.7). *+
For a finite word u ∈ W∗ we define

Tu := fu(T) ⊆ T. (4.8)

Note that T∅ = T. Since T = π(W) and fu(π(v)) = π(uv) whenever u ∈ W∗
and v ∈ W (see (4.2)), the set Tu consists precisely of the points a ∈ T that can
be represented in the form a = π(w) with a word w ∈ W that has u has an initial
segment. This implies that if v ∈ W∗ is a finite word with the initial segment u ∈ W∗,
then Tv ⊆ Tu.

It follows from (4.3) that

Tu = Tu1 ∪ Tu2 ∪ Tu3
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for each u ∈ W∗ and from (4.4) that

T =
⋃

u∈Wn

Tu (4.9)

for each n ∈ N0.
Since I = [−1, 1] ⊆ T ⊆ H (as follows from Proposition 4.2) and diam(I ) =

diam(H) = 2, we have diam(T) = 2. If n ∈ N0 and u ∈ Wn, then fu is a similarity
map that scales distances by the factor 1/2n. Hence

diam(Tu) = 21−n. (4.10)

We have 0 = f1(1) = f2(−1) = f3(−1). This implies

0 ∈ Tk = fk(T) ⊆ fk(H) = Hk (4.11)

for k = 1, 2, 3. If k, , ∈ {1, 2, 3} and k %= ,, then (see Fig. 5)

Hk ∩H, = {0}, and so Tk ∩ T, = {0}. (4.12)

The next lemma provides a criterion when two infinite words inW represent the
same point in T under the map π . Here we use the notation k̇ for the infinite word
kkk . . . for k ∈ {1, 2, 3}.

− 11

1

2

3

0

1

2

3

T

T

T

Fig. 5 The CSST T and its subtrees T1, T2, T3
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Lemma 4.3 (i) We have π−1(0) = {12̇, 21̇, 31̇}.
(ii) Let v,w ∈ W with v %= w. Then π(v) = π(w) if and only if there exists a finite

word u ∈ W∗ such that v,w ∈ {u12̇, u21̇, u31̇}. In this case, π(v) = π(w) =
fu(0).

Note that if v ∈ W and v ∈ {u12̇, u21̇, u31̇} for some u ∈ W∗, then u is uniquely
determined. This and the lemma imply that each point in T = π(W) has at most
three preimages under the map π .

Proof

(i) Note that 12̇ ∈ π−1(0) as follows from

f2(1) = 1 and f1(1) = 0.

Similarly, 21̇, 31̇ ∈ π−1(0), because

f1(−1) = −1, f2(−1) = 0, and f1(−1) = −1, f3(−1) = 0.

Hence {12̇, 21̇, 31̇} ⊆ π−1(0).
To prove the reverse inclusion, suppose that π(w) = 0 for some w =

w1w2 . . . ∈ W . We first consider the case w1 = 1. Then 0 = f1(a), where
a := π(w2w3 . . .), and so a = 1. Since 1 ∈ T2\(T1 ∪ T3) as follows from
(4.11), we must have w2 = 2. Then 1 = f2(b), where b := w3w4 . . ., and so
b = 1 ∈ T2\(T1 ∪ T3). This implies w3 = 2. Repeating the argument, we see
that 2 = w2 = w3 = . . ., and so w = 12̇.

A very similar argument shows that if w1 = 2, then w = 21̇, and if w1 = 3,
then w = 31̇.

(ii) Suppose that π(v) = π(w) for some v,w ∈ Wn, v %= w. Let u ∈ W∗ be the
longest initial word that v and w have in common. So v = uvn+1vn+2 . . . and
w = uwn+1wn+2 . . . , where n ∈ N0 and vn+1 %= wn+1. Since fu is bijective
and

π(v) = fu(π(vn+1vn+2 . . . )) = π(w) = fu(π(wn+1wn+2 . . . )) ,

we have

π(vn+1vn+2 . . . ) = π(wn+1wn+2 . . . ).

Note that π(vn+1vn+2 . . . ) ∈ Tvn+1 and π(wn+1wn+2 . . . ) ∈ Twn+1 .

Since vn+1 %= wn+1, by (4.12) this is only possible if π(vn+1vn+2 . . . ) =
π(wn+1wn+2 . . . ) = 0. Hence

vn+1vn+2 . . . , wn+1wn+2 . . . ∈ {12̇, 21̇, 31̇}

by (i). The “only if” implication follows. Our considerations also show that
π(v) = π(w) = fu(0). The reverse implication follows from (i). *+
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Our next goal is to show that T is indeed a tree. This requires some preparation.

Lemma 4.4 (i) For each p ∈ T there exists a (possibly degenerate) arc α in T
with endpoints −1 and p.

(ii) The sets T, T\{1}, and T\{−1} are arc-connected.
Proof

(i) Let p ∈ T. Then p = π(w) for some w = w1w2 . . . ∈ W .
Let vn = w1 . . . wn and define an = fvn(−1) ∈ T for n ∈ N0. Then a0 =

f∅(−1) = −1. For each n ∈ N0 we have

[an, an+1) = [fvn(−1), fvnwn+1(−1)) = fvn
(
[−1, fwn+1(−1))

)
.

If wn+1 = 1, then fwn+1(−1) = f1(−1) = −1; so an = an+1 and

[an, an+1) = ∅.

If wn+1 ∈ {2, 3}, then fwn+1(−1) = 0; so

[−1, fwn+1(−1)) = [−1, 0) ⊆ T1\{0},

and

[an, an+1) = fvn([−1, 0)) ⊆ fvn(T1\{0}) ⊆ Tvn ⊆ T.

Moreover,

length([an, an+1)) =
1
2n

length
(
[−1, fwn+1(−1))

)

=
{
2−n if wn+1 = 2, 3,

0 if wn+1 = 1.
(4.13)

Let

An := {p} ∪
⋃

k≥n+1

[ak, ak+1)

for n ∈ N0. By what we have seen above,

[ak, ak+1) ⊆ Tvk ⊆ Tvn+1

for k ≥ n + 1. Since p = limk→∞ ak and Tvn+1 is closed, we also have p ∈
Tvn+1 , and so

An ⊆ Tvn+1 .
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This implies that

[an, an+1) ∩ An = ∅

for each n ∈ N0. Indeed, ifwn+1 = 1 this is clear, because then [an, an+1) = ∅.
If wn+1 = 2, then

An ⊆ Tvn+1 = fvn(f2(T)) = fvn(T2),

which implies that

[an, an+1) ∩ An ⊆ fvn(T1\{0}) ∩ fvn(T2) = fvn((T1\{0}) ∩ T2) = ∅.

If wn+1 = 3, then [an, an+1) ∩An = ∅ by the same reasoning. This shows that
the sets

[a0, a1), [a1, a2), [a2, a3), . . . , {p}

are pairwise disjoint. As n→∞, we have an→ p and also diam(An)→ 0 by
(4.13). Therefore, the union

α = [a0, a1) ∪ [a1, a2) ∪ [a2, a3) ∪ · · · ∪ {p} (4.14)

is an arc in T joining a0 = −1 and p (if p = −1, this arc is degenerate). We
have proved (i).

To prepare the proof of (ii), we claim that if p %= 1, then this arc α does not
contain 1. Otherwise, we must have 1 ∈ [an, an+1) ⊆ Tvn for some n ∈ N0.
This shows that 1 can be written in the form 1 = π(u), where u ∈ W is
an infinite word starting with the finite word v := vn (note that this and the
statements below are trivially true for n = 0). On the other hand, we have
f2(1) = 1 which implies that 1 = π(2̇). By Lemma 4.3 (ii) this is only possible
if all the letters in v are 2’s. Then fv(1) = 1 and it follows that

1 = fv(1) ∈ [an, an+1) = fv
(
[−1, fwn+1(−1))

)
.

Since fv is a bijection, this implies that 1 ∈ [−1, fwn+1(−1)). Now
fwn+1(−1) ∈ {−1, 0}, and we obtain a contradiction. So indeed, 1 %∈ α.

(ii) Let p, q ∈ T with p %= q be arbitrary. In order to show that T is arc-connected,
we have to find an arc γ in T joining p and q. Now by the construction in (i)
we can find arcs α and β in T joining p and q to −1, respectively. Then the
desired arc γ can be found in the union α ∪ β as follows. Starting from p, we
travel long α until we first hit β, say in a point x. Such a point x exists, because
−1 ∈ α∩β %= ∅. Let α′ be the (possibly degenerate) subarc of α with endpoints
p and x, and β ′ be the subarc of β with endpoints x and q. Then γ = α′ ∪ β ′ is
an arc in T joining p and q.



The Continuum Self-Similar Tree 169

The arc-connectedness of T\{1} is proved by the same argument. Indeed, if
p, q ∈ T\{1}, then by the remark in the last part of the proof of (i), the arcs α
and β constructed as in (i) do not contain 1. Then the arc γ ⊆ α ∪ β does not
contain 1 either.

Finally, to show that T\{−1} is arc-connected, we assume that p, q ∈
T\{−1}. If x is, as above, the first point on β as we travel along α starting
from p, then it suffices to show that x %= −1, because then−1 %∈ γ . This in turn
will follow if we can show that α and β have another point in common besides
−1.

To find such a point, we revisit the above construction. Pickw = w1w2 . . . ∈
W and u = u1u2 . . . ∈ W such that p = π(w) and q = π(u). Let α and β be
the arcs for p and q, respectively, as constructed in (i). Then α is as in (4.14)
and we can write the other arc β as

β = [b0, b1) ∪ [b1, b2) ∪ [b2, b3) ∪ · · · ∪ {q},

where bn = fu1...un(−1) for n ∈ N0. Since p %= q, we havew %= u, and so there
exists a largest n ∈ N0 such that v := w1 . . . wn = u1 . . . un and wn+1 %= un+1.
Then an = bn = fv(−1) ∈ α ∩ β. If an = bn %= −1, we are done. So we may
assume that an = bn = fv(−1) = −1. Then a0 = · · · = an = −1, and so
wk = uk = 1 for k = 1, . . . , n. This shows that all letters in v are equal to 1.

Since the letters wn+1 and un+1 are distinct, one of them is different from
1. We may assume un+1 %= 1. Then fun+1(−1) = 0, and so (bn, bn+1] =
fv((−1, 0]) ⊆ β \ {−1}. Here we used that fv is a homeomorphism with
fv(−1) = −1.

Since p = π(w) %= −1 = π(1̇), we have w %= 1̇ and so there exists a
smallest , ∈ N such that wn+, %= 1. Then fwn+, (−1) = 0 and so a simple
computation using wn+1 = · · · = wn+,−1 = 1 shows that

c := fwn+1...wn+, (−1) = fwn+1...wn+,−1(0) = 21−, − 1 ∈ (−1, 0].

Hence

an+, = fv(c) ∈ fv((−1, 0]) ⊆ β \ {−1}.

It follows that an+, ∈ α ∩ β and an+, %= −1 as desired. *+
The next lemma will help us to identify the branch points of T once we know

that T is a tree.

Lemma 4.5

(i) The components of T\{0} are given by the non-empty sets T1\{0}, T2\{0},
T3\{0}.
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(ii) If u ∈ W∗, then T\{fu(0)} has exactly three components. The sets Tu1\{fu(0)},
Tu2\{fu(0)}, Tu3\{fu(0)} are each contained in a different component of
T\{fu(0)}.

In the proof we will use the following general facts about components of a subsetM
of a metric spaceX. Recall that a setA ⊆ M is relatively closed inM ifA = A∩M ,
or equivalently, if each limit point of A that belongs to M also belongs to A. Each
component A of M is relatively closed in M , because its relative closure A ∩M is
a connected subset of M with A ⊆ A ∩ M . Hence A = A ∩ M , because A is a
component of M and hence a maximal connected subset ofM .

If A1, . . . , An ⊆ M for some n ∈ N are non-empty, pairwise disjoint, relatively
closed, and connected sets with M = A1 ∪ · · · ∪ An, then these sets are the
components ofM .

Proof

(i) Each of the sets T\{1} and T\{−1} is non-empty, and connected by
Lemma 4.4 (ii). Therefore, the sets

T1\{0} = f1(T\{1}), T2\{0} = f2(T\{−1}), T3\{0} = f3(T\{−1})

are non-empty and connected. They are also relatively closed in T\{0} and
pairwise disjoint by (4.12). Since T = T1 ∪ T2 ∪ T3 we have

T\{0} = (T1\{0}) ∪ (T2\{0}) ∪ (T3\{0}).

This implies that the sets Tk\{0}, k = 1, 2, 3, are the components of T\{0}. The
statement follows.

(ii) We prove this by induction on the length n ∈ N0 of the word u ∈ W∗. If n = 0
and so u = ∅, this follows from statement (i).

Suppose the statement is true for all words of length n − 1, where n ∈ N.
Let u = u1 . . . un ∈ Wn be an arbitrary word of length n. We set , := u1 and
u′ := u2 . . . un. Then u = ,u′. To be specific and ease notation, we will assume
that , = 1. The other cases , = 2 or , = 3 are completely analogous and we
will skip the details.

Note that fu(0) %= 0. Indeed, if

0 = fu(0) = fu(π(12̇)) = π(u12̇),

then u12̇ ∈ {12̇, 21̇, 31̇} by Lemma 4.3 (i). This is only possible u1 = 1. This
is a contradiction, because u has length n ≥ 1. Hence fu(0) %= 0. Since u1 =
, = 1, we have fu(0) ∈ T1\{0}.
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By induction hypothesis, T\{fu′(0)} has exactly three connected compo-
nents V1, V2, V3, and we may assume that Tu′k\{fu′(0)} ⊆ Vk for k = 1, 2, 3.
It follows that

f,(T\{fu′(0)}) = f1(T\{fu′(0)}) = T1\{fu(0)}

has exactly three connected components Uk = f1(Vk) ⊆ T1 with

Tuk\{fu(0)} = T1u′k\{f1u′(0)} = f1(Tu′k\{fu′(0)}) ⊆ f1(Vk) = Uk

for k = 1, 2, 3.
Let k ∈ {1, 2, 3}. Then we have Vk = Vk ∩ T\{fu′(0)}, because Vk is

a component of T\{fu′(0)} and hence relatively closed in T\{fu′(0)}. This
implies that

Uk = f1(Vk) = f1(Vk ∩ T\{fu′(0)}) = f1(Vk) ∩ T1\{fu(0)}
= f1(Vk) ∩ T1\{fu(0)} = Uk ∩ T1\{fu(0)}.

Since T1 ⊆ T is compact,Uk ⊆ T1, and soUk ⊆ T1, this shows that every limit
point of Uk distinct from fu(0) belongs to Uk . Hence Uk is relatively closed in
T\{fu(0)}.

Exactly one of the components of T1\{fu(0)}, sayU1, contains the point 0 ∈
T1\{fu(0)}. ThenU ′1 := U1∪T2∪T3 is a relatively closed subset of T\{fu(0)}.
This set is also connected, because the sets U1, T2 = f2(T), T3 = f3(T) are
connected and have the point 0 in common. Hence the connected sets U ′1, U2,
U3 are pairwise disjoint, relatively closed in T\{fu(0)}, and

T\{fu(0)} = (T1\ {fu(0)}) ∪ T2 ∪ T3 = U ′1 ∪ U2 ∪ U3.

This implies that T\{fu(0)} has exactly the three connected components U ′1,
U2, U3. Moreover, Tu1\{fu(0)}, Tu2\{fu(0)}, Tu3\{fu(0)} lie in the different
components U ′1, U2, U3 of T\{fu(0)}, respectively. This provides the inductive
step, and the statement follows. *+

We can now show that T is a metric tree.

Proof of Proposition 1.4 We know that T is compact, contains at least two points,
and is arc-connected by Lemma 4.4.

Let p ∈ T and n ∈ N be arbitrary, and define

N =
⋃

{Tu : u ∈ Wn and p ∈ Tu}.

Since each of the sets Tu = fu(T), u ∈ W∗, is a compact and connected subset of T,
the set N is connected. Moreover, since each of the finitely many sets Tu, u ∈ Wn,
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is closed, we can find δ > 0 such that

dist(p,Tu) ≥ δ

whenever u ∈ Wn and p %∈ Tu. Then we have B(p, δ) ∩ T ⊆ N by (4.9), and
so N is a connected relative neighborhood of p in T. It follows from (4.10) that
diam(N) ≤ 22−n. This shows that each point in T has arbitrarily small connected
neighborhoods in T. Hence T is locally connected.

To complete the proof, it remains to show that the arc joining two given distinct
points in T is unique. For this we argue by contradiction and assume that there are
two distinct arcs in T with the same endpoints. By considering suitable subarcs of
these arcs, we can reduce to the following situation: there are arcs α, β ⊆ T that
have the distinct endpoints a, b ∈ T in common, but no other points.

To see that this leads to a contradiction, we represent the points a and b by words
in W ; so a = π(v) and b = π(w), where v = v1v2 . . . and w = w1w2 . . . are
in W . Since a %= b and every point in T has at most three such representations by
Lemma 4.3 (ii), we can find a pair v and w representing a and b with the largest
common initial word, say v1 = w1, . . . , vn = wn, and vn+1 %= wn+1 for some
maximal n ∈ N0.

Let u = v1 . . . vn = w1 . . . wn and

t = fu(0) = π(u12̇) = π(u21̇) = π(u31̇).

Then t %= a, b. To see this, assume that t = a, say. We have wn+1 ∈ {1, 2, 3}, and
so, say wn+1 = 1. But then a = t = π(u12̇) and b = π(u1wn+2 . . .). So a and b

are represented by words with the common initial segment u1 that is longer than u.
This contradicts the choice of v and w. The cases wn+1 = 2 or wn+1 = 3 lead to a
contradiction in a similar way.

So indeed t = fu(0) %= a, b. Moreover a = π(uvn+1 . . .) ∈ Tuvn+1\{t} and
similarly b ∈ Tuwn+1\{t}. Since vn+1 %= wn+1 the points a and b lie in different
components of T\{t} by Lemma 4.5 (ii). So any arc joining a and b must pass
through t . Hence t ∈ α ∩ β, but t %= a, b. This contradicts our assumption that the
arcs α and β have no other points than their endpoints a and b in common. *+

IfM ⊆ T, then we denote by ∂M ⊆ T the relative boundary ofM in T.

Lemma 4.6 Let n ∈ N and u ∈ Wn. Then

∂Tu ⊆ {fu(−1), fu(1)}. (4.15)

Moreover, if p ∈ ∂Tu, then p = fw(0) for some word w ∈ W∗ of length ≤ n− 1.

In particular, the set ∂Tu contains at most two points.

Proof We prove this by induction on n. First consider n = 1. So let u = k ∈
W1 = {1, 2, 3}. Then Tk\{0} is a component T\{0} by Lemma 4.5 (i). Hence
Proposition 1.4 and Lemma 3.2 (i) imply that Tk\{0} is a relatively open set in
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T. So each of its points lies in the relative interior of Tk and cannot lie in ∂Tk .
Therefore, ∂Tk ⊆ {0}. Since

0 = f∅(0) = f1(1) = f2(−1) = f3(−1), (4.16)

the statement is true for n = 1.
Suppose the statement is true for all words in Wn, where n ∈ N. Let u ∈ Wn+1

be arbitrary. Then u = vk, where v ∈ Wn and k ∈ {1, 2, 3}. By what we have just
seen, the set Tk\{0} is open in T. Hence

fv(Tk\{0}) = fu(T)\{fv(0)} = Tu\{fv(0)}

is a relatively open subset of fv(T) = Tv . So if p ∈ Tu is not an interior point of
Tu in T, then p = fv(0) or p is not an interior point of Tv in T and hence belongs
to the boundary of Tv . This and the induction hypothesis imply that

∂Tu ⊆ {fv(0)} ∪ ∂Tv ⊆ {fv(0), fv(−1), fv(1)}.

From this we conclude that each point p ∈ ∂Tu ⊆ {fv(0)} ∪ ∂Tv can be written in
the form fw(0) for an appropriate word w of length ≤ n. This is clear if p = fv(0)
and follows for p ∈ ∂Tv from the induction hypothesis.

Now Tu = fu(T) is compact and so closed in T. Hence ∂Tu ⊆ Tu. On the other
hand,Tu contains only two of the points fv(0), fv(−1), fv(1). Indeed, if k = 1, then
1 %∈ T1 ⊆ H1, and so fv(1) %∈ fv(T1) = Tu. It follows that ∂Tu ⊆ {fv(−1), fv(0)}.
Note that f1(−1) = −1 and f1(1) = 0, and so

fv(−1) = fv(f1(−1)) = fu(−1) and fv(0) = fv(f1(1)) = fu(1).

Hence

∂Tu ⊆ {fu(−1), fu(1)}.

Very similar considerations show that if k = 2, then

∂Tu ⊆ {fv(0), fv(1)} = {fu(−1), fu(1)},

and if k = 3, then

∂Tu ⊆ {fv(0)} = {fu(−1)}.

The statement follows. *+
The next lemma shows that all branch points of T are of the form fu(0) with

u ∈ W∗.
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Lemma 4.7 The branch points of T are exactly the points of the form t = fu(0) for
some finite word u ∈ W∗. They are triple points of T.

Proof By Lemma 4.5 (ii) we know that each point t = fu(0)with u ∈ W∗ is a triple
point of the tree T. We have to show that there are no other branch points of T.

So suppose that t is a branch point of T, but t %= fu(0) for each u ∈ W∗. Then
we can find (at least) three distinct components U1, U2, U3 of T\{t}. Pick a point
xk ∈ Uk and choose n ∈ N such that |xk − t | > 21−n for k = 1, 2, 3. By (4.9)
we can find u ∈ Wn such that t ∈ Tu. Then t is distinct from the points in the
relative boundary ∂Tu, because they have the form fw(0) for some w ∈ W∗ (see
Lemma 4.6). Hence t is contained in the relative interior of Tu in T. Moreover,
diam(Tu) = 21−n, and so xk %∈ Tu. For k = 1, 2, 3 let αk be the arc in T joining xk
and t . As we travel from xk to t along αk , there exists a first point yk ∈ Tu. Then
yk ∈ ∂Tu and so yk %= t . Let βk be the subarc of αk with endpoints xk and yk .
Then βk is a connected set in T\{t}. Since xk ∈ βk , it follows that βk ⊆ Uk , and so
yk ∈ Uk .

This shows that the points y1, y2, y3 are distinct and contained in the relative
boundary ∂Tu. This is impossible, because by Lemma 4.6 the set ∂Tu consists of at
most two points. *+

We can now prove Proposition 1.5 which shows that T satisfies the conditions in
Theorem 1.7 and belongs to the class of trees T3.

Proof of Proposition 1.5 By Lemma 4.7 each branch point of T is a triple point and
each set Tu for u ∈ Wn and n ∈ N contains the triple point t = fu(0). The sets Tu,
u ∈ Wn, cover T and have small diameter for n large. It follows that the triple points
are dense in T. *+

In order to show that T is a quasi-convex subset of C, we first require a lemma.

Lemma 4.8 There exists a constant K > 0 such that if p ∈ T and α is the arc in T
joining 0 and p, then

length(α) ≤ K|p|. (4.17)

In particular, the arc α is a rectifiable curve.

Proof Let p ∈ T be arbitrary. Wemay assume that p %= 0. Then p = π(w) for some
w = w1w2 . . . ∈ W . For simplicity we assume w1 = 3. The other cases, w1 = 1
and w1 = 2, are very similar and we will only present the details for w1 = 3.

Since p %= 0 = π(31̇), we have w2w3 . . . %= 1̇. Hence there exists a smallest
number n ∈ N such that such that wn+1 %= 1. Let v = w1 . . . wn be the initial
word of w and w′ = wn+1wn+2 . . . be the tail of w. The word v has the form
v = 31 . . . 1, where the sequence of 1’s could possibly be empty. Note that q :=
π(w′) ∈ Twn+1 ⊆ T2 ∪ T3 ⊆ H2 ∪H3. Since

c0 := dist(−1,H2 ∪H3) > 0
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(see Fig. 4), for the distance of q and −1 we have |q + 1| ≥ c0. We also have
fv(q) = p, and fv(−1) = 0, because f1(−1) = −1 and f3(−1) = 0. It follows
that

|p| = |fv(q)− fv(−1)| =
1
2n

|q + 1| ≥ c0

2n
. (4.18)

Now define a0 = 0 = fv(−1) and ak = fvwn+1...wn+k−1(0) for k ∈ N (here
wn+1 . . . wn+k−1 = ∅ for k = 1). Note that then

a1 = fv(0) = fw1...wn(0) = f31...1(0) = f3(21−n − 1) = i/2n,

and so

[a0, a1] = [fv(−1), fv(0)] = [0, i/2n] ⊆ [0, i] ⊆ T.

This also shows that length([a0, a1]) = 1/2n.
For k ∈ N we have fwn+k (0) ∈ {−1/2, 1/2, i/2}, and [0, fwn+k (0)] ⊆ T. This

implies that

[ak, ak+1] = fvwn+1...wn+k−1
(
[0, fwn+k (0)]

)
⊆ T

and length([ak, ak+1]) = 1/2n+k for k ∈ N. Since limk→∞ ak = π(w) = p, we
can concatenate the intervals [ak, ak+1] ⊆ T for k ∈ N0, add the endpoint p, and
obtain a path γ in T that joins 0 and p with

length(γ ) =
∞∑

k=0

1
2n+k

= 1
2n−1

.

The (image of the) path γ will contain the unique arc α in T joining 0 and p and so
length(α) ≤ 1/2n−1. If we combine this with (4.18), then inequality (4.8) follows
with K = 2/c0. *+

We can now show that T is indeed a quasi-convex subset of C.

Proof of Proposition 1.6 Let a, b ∈ T be arbitrary. We may assume that a %= b.
Then there are words u = u1u2 . . . ∈ W and v = v1v2 . . . ∈ W such that a = π(u)
and b = π(v). Since a %= b, we have u %= v and so there exists a smallest number
n ∈ N0 such that u1 = v1, . . . , un = vn and un+1 %= vn+1. Let w = u1 . . . un =
v1 . . . vn, u′ = un+1un+2 . . . ∈ W and v′ = vn+1vn+2 . . . ∈ W . We define a′ =
π(u′) and b′ = π(v′). Set k = un+1 and , = vn+1. Then k %= ,, a′ ∈ Tk ⊆ Hk ,
and b′ ∈ T, ⊆ H,. We now use the following elementary geometric estimate: there
exists a constant c1 > 0 such that

|x − y| ≥ c1(|x| + |y|),
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whenever x ∈ Hk , y ∈ H,, k, , ∈ {1, 2, 3}, k %= ,. Essentially, this follows from the
fact that the sets H1, H2, H3 are contained in closed sectors in C that are pairwise
disjoint except for the common point 0.

In our situation, this means that

|a′ − b′| ≥ c1(|a′| + |b′|).

Let σ and τ be the arcs in T joining 0 to a′ and b′, respectively. Then σ ∪ τ contains
the arc α′ in T joining a′ and b′. Then it follows from Lemma 4.8 that

length(α′) ≤ length(σ )+ length(τ ) ≤ K(|a′| + |b′|) ≤ L|a′ − b′| (4.19)

with L := K/c1.
For the similarity fw we have fw(a′) = a and fw(b

′) = b. Since fw(T) ⊆ T, it
follows that α := fw(α

′) is the unique arc in T joining a and b. Since fw scales
distances by a fixed factor (namely 1/2n), (4.19) implies the desired inequality
length(α) ≤ L|a − b|. *+

As we already discussed in the introduction, by Proposition 1.6 we can define a
new metric # on T by setting

#(a, b) = length(α) (4.20)

for a, b ∈ T, where α is the unique arc in T joining a and b. Then the metric space
(T, #) is geodesic, and we have

|a − b| ≤ #(a, b) ≤ L|a − b|

for a, b ∈ T, where L is the constant in Proposition 1.6. This implies that the
metric spaces T (as equipped with the Euclidean metric) and (T, #) are bi-Lipschitz
equivalent by the identity map.

We now want to reconcile Definition 1.2 with the construction of the CSST as an
abstract metric space outlined in the introduction. We require an auxiliary statement.

Lemma 4.9 Let n ∈ N0. Then the sets

fw(T\{−1}), w ∈ Wn, (4.21)

are pairwise disjoint and their union is equal to T\{−1}.
Proof This is proved by induction on n ∈ N0. For n = 0 the statement is clear,
because then f∅(T\{−1}) = T\{−1} is the only set in (4.21).
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Suppose the statement is true for some n ∈ N. Then for each u ∈ Wn the sets

fu1(T\{−1}) = fu(T1\{−1}),
fu2(T\{−1}) = fu(T2\{0}),
fu3(T\{−1}) = fu(T3\{0})

provide a decomposition of fu(T\{−1}) into three pairwise disjoint subsets as
follows from (4.9) for n = 1, (4.11), and (4.12). This and the induction hypothesis
imply that the sets fuk(T\{−1}), u ∈ Wn, k ∈ {1, 2, 3}, and hence the sets
fw(T\{−1}), w ∈ Wn+1, are pairwise disjoint, and their union is equal to T\{−1}.
This is the inductive step, and the statement follows. *+

We now consider the sets Jn, n ∈ N0, as in Proposition 4.2. Here J0 = I =
[−1, 1] is a line segment of length 2. Since (−1, 1] ⊆ T\{−1}, the previous lemma
implies that for each n ∈ N0, the sets fw((−1, 1]), w ∈ Wn, are pairwise disjoint
half-open line segments of length 21−n. The union of the closures fw([−1, 1]) =
fw(I), w ∈ Wn, of these line segments is the set Jn. In particular, Jn consists of 3n

line segments of length 21−n with pairwise disjoint interiors.
Note that for w ∈ Wn we have

fw1((−1, 1]) ∪ fw2((−1, 1]) ∪ fw3((−1, 1])
= fw((−1, 0]) ∪ fw((0, 1]) ∪ fw((0, i])
= fw((−1, 1]) ∪ fw([0, i]).

An induction argument based on this shows that for n ∈ N0 we have a decomposi-
tion

Jn\{−1} =
⋃

w∈Wn

fw((−1, 1]) (4.22)

of Jn\{−1} into the pairwise disjoint sets fw((−1, 1]), w ∈ Wn.
In the passage from Jn to Jn+1 we can think of each line segment fw(I) =

fw([−1, 1]) as being replaced with

fw1(I ) ∪ fw2(I ) ∪ fw3(I ) = fw([−1, 0]) ∪ fw([0, 1]) ∪ fw([0, i]).

So fw([−1, 1]) is split into two intervals fw([−1, 0]) and fw([0, 1]), and at its
midpoint fw(0) a new interval fw([0, i]) is “glued” to fw(0). This is exactly the
procedure described in the introduction. Note that Lemma 4.9 implies that these
new intervals fw([0, i]) ⊆ fw(T\{−1}), w ∈ Wn, are pairwise disjoint. Moreover,
each such interval fw([0, i])meets the set Jn only in the point fw(0) and in no other
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point of Jn. Indeed, by (4.22) and Lemma 4.9 we have

fw((0, i]) ∩ Jn = fw3((−1, 1]) ∩ Jn = fw3((−1, 1]) ∩ Jn\{−1}

= fw((0, i]) ∩
⋃

u∈Wn

fu((−1, 1])

⊆
(
fw((0, i]) ∩ fw((−1, 1])

)
∪
⋃

u∈Wn, u%=w

fw(T\{−1}) ∩ fu(T\{−1}) = ∅.

It is clear that Jn is compact, and one can show by induction based on the
replacement procedure just described that Jn is connected. Hence each Jn is a
subtree of T by Lemma 3.3. The metric # in (4.20) restricted to Jn, n ∈ N0, and to
J := ⋃n∈N0

Jn is just the natural Euclidean path metric on these sets. In particular,
# is a geodesic metric on J . These considerations imply that (Jn, #) for n ∈ N, and
hence (J, #), are isometric to the abstract versions of these spaces defined in the
introduction.

By Proposition 4.2 the tree T is the equal to closure J in C. Since on J the
Euclidean metric and the metric # are comparable, the set T = J is homeomorphic
to the space obtained from the completion of the geodesic metric space (J, #). This
is how we described the CSST as an abstract metric space in the introduction.

5 Decomposing Trees in Tm

In the previous section we have seen that for each n ∈ N the CSST admits a decom-
position

T =
⋃

u∈Wn

Tu

into subtrees. We will now consider an arbitrary tree in Tm,m ∈ N,m ≥ 3, and find
similar decompositions into subtrees. Our goal is to have decompositions for each
level n ∈ N so that the conditions (i)–(iii) in Proposition 2.1 are satisfied.

Note that each tree classTm is non-empty. Namely, for eachm ∈ N,m ≥ 3, a tree
in Tm can be obtained by essentially the same method as for the construction of the
CSST as an abstract metric space outlined in the introduction. The only difference
is that instead of gluing one line segment of length 2−n to the midpoint cs of a line
segment s of length 21−n obtained in the nth step, we glue endpoints of m− 2 such
segments to cs . Since from a purely logical point of view we will not need the fact
that Tm is non-empty for the proof of Theorem 1.8, we will skip further details.

We now fix m ∈ N, m ≥ 3, for the rest of this section. We consider the alphabet
A = {1, 2, . . . , m}. In the following, words will contain only letters in this fixed
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alphabet and we use the simplified notation for the sets of words W , Wn, W∗ as
discussed in Sect. 4.

Let T be an arbitrary tree in the class Tm. We will now define subtrees Tu of T
for all levels n ∈ N and all u ∈ Wn. The boundary ∂Tu of Tu in T will consist of one
or two points that are leaves of Tu and branch points of T . We consider each point
in ∂Tu as a marked leaf in Tu and will assign to it an appropriate sign− or+ so that
if there are two marked leaves in Tu, then they carry different signs. Accordingly,
we refer to the points in ∂Tu as the signed marked leaves of Tu. The same point
may carry different signs in different subtrees. We write p− if a marked leaf p of
Tu carries the sign − and p+ if it carries the sign +. To refer to this sign, we also
write sgn(p, Tu) = − in the first and sgn(p, Tu) = + in the second case. If Tu has
exactly one marked leaf, we call Tu a leaf-tile and if there are two marked leaves an
arc-tile.

The reason why we want to use these markings is that it will help us to
consistently label the subtrees so that if another tree S in Tm is decomposed by the
same procedure, then we obtain decompositions of our trees T and S into subtrees
on all levels n that satisfy the analogs of (2.1) and (2.2) (here u ∈ Wn will play the
role of the index i on each level n). While (2.1) is fairly straightforward to obtain,
(2.2) requires a more careful approach and this is where the markings will help us
(see Lemma 5.3 (ii) and its proof).

For the construction we will use an inductive procedure on n. As in Sect. 3 (see
(3.1) and the discussion before Lemma 3.9), for each branch point p ∈ T , we let
HT (p) be its height, i.e., the diameter of the third largest branch of p in T . If δ > 0,
then by Lemma 3.9 there are only finitely many branch points p of T with height
HT (p) > δ, and in particular there is one for which this quantity is maximal.

For the first step n = 1, we choose a branch point c of T with maximal height
HT (c). Since T is in the class Tm, this branch point c has m = νT (c) branches in
T . So we can enumerate the distinct branches by the letters in our alphabet as Tk ,
k ∈ A.

We choose c as the signed marked leaf in each Tk , where we set sgn(c, T1) = +
and sgn(c, Tk) = − for k %= 1. So the set of signed marked leaves is {c+} in T1 and
{c−} in Tk , k %= 1. Note that ∂Tk = {c} as follows from Lemma 3.2 (ii) and that c is
indeed a leaf in Tk by Lemma 3.4 for each k ∈ A.

Suppose that for some n ∈ N and all u ∈ Wn we have constructed subtrees Tu of
T such that ∂Tu consists of one or two signed marked leaves of Tu that are branch
points of T . We will now construct the subtrees of the (n+ 1)-th level as follows by
subdivision of the trees Tu.

Fix u ∈ Wn. To decompose Tu into subtrees, we will use a suitable branch point
c of T in Tu\∂Tu. The choice of c depends on whether ∂Tu contains one or two
elements, that is, whether Tu is a leaf-tile or an arc-tile. We will explain this precisely
below, but first record some facts that are true in both cases.

Since c ∈ Tu\∂Tu is an interior point of Tu, there is a bijective correspondence
between the branches of c in T and in Tu (see Lemma 3.5). So νTu(c) = νT (c) = m,
and we can label the distinct branches of c in Tu by Tuk , k ∈ A. We will choose
these labels depending on the signed marked leaves of Tu. Among other things, if



180 M. Bonk and H. Tran

Tu has a marked leaf p−, then p is passed to Tu1 with the same sign. Similarly, a
marked leaf p+ of Tu is passed to Tu2 with the same sign. We will momentarily
explain this in more detail (see the Summary below).

In any case, we have

Tu =
⋃

k∈A
Tuk. (5.1)

Each set Tuk is a subtree of Tu and hence also of T . We call these subtrees the
children of Tu and Tu the parent of its children. Note that two distinct children of
Tu have only the point c in common and no other points.

Before we say more about the precise labelings of the children of Tu and their
signed leaves, we first want to identify the boundary of each child; namely, we want
to show that

∂Tuk = {c} ∪ (∂Tu ∩ Tuk) (5.2)

for each k ∈ A.
To see this, first note that Tuk is a subtree of T . Hence Tuk contains all of its

boundary points and so ∂Tuk ⊆ Tuk . We have c ∈ ∂Tuk , because c ∈ Tuk and
every neighborhood of c contains points in the complement of Tuk as follows from
Lemma 3.2 (ii) (here it is important that there are at least two branches of c). If p ∈
Tuk ⊆ Tu and p %∈ {c}∪ ∂Tu, then a sufficiently small neighborhood N of p belongs
to Tu. Since Tuk\{c} is relatively open in Tu (this follows from Lemma 3.2 (i)),
we can shrink this neighborhood so that p ∈ N ⊆ Tuk . So no point p in Tuk
can be a boundary point of ∂Tuk unless it belongs to {c} ∪ ∂Tu. It follows that
∂Tuk ⊆ {c} ∪ (∂Tu ∩ Tuk).

On the other hand, we know that c ∈ ∂Tuk . If p ∈ ∂Tu∩Tuk , then p is a boundary
point of Tuk , because every neighborhood of p contains elements in the complement
of Tu and hence in the complement of Tuk ⊆ Tu. This gives the other inclusion in
(5.2), and (5.2) follows.

The identity (5.2) implies that each point in ∂Tuk is a branch point of T , because
c is and the points in ∂Tu are also branch points of T by construction on the previous
level n. Moreover, each point p ∈ ∂Tuk ⊆ Tuk is a leaf of Tuk , because if p = c,
then p is a leaf in Tuk by Lemma 3.4. Otherwise, p ∈ ∂Tu. Then p is a leaf of Tu by
construction and hence a leaf of Tuk by the discussion after Lemma 3.5.

For the choice of the branch point c ∈ Tu\∂Tu, the precise labeling of the children
Tuk , and the choice of the signs of the leaves of Tuk in ∂Tuk , we now consider two
cases for the set ∂Tu. See Fig. 6 for an illustration.

Case 1: ∂Tu contains precisely one element, say ∂Tu = {a}. Note that Tu is
a subtree of T and so an infinite set. So Tu\∂Tu %= ∅. All points in Tu\∂Tu are
interior points of Tu. Since branch points in T are dense (here we use that T belongs
to Tm), there exist branch points of T in Tu\∂Tu. We choose a branch point c ∈
Tu\∂Tu with maximal height HT (c) among all such branch points. This is possible
by Lemma 3.9.
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Fig. 6 An illustration for the
decomposition of subtrees
with one marked leaf (top) or
two marked leaves (bottom)

Since a ∈ ∂Tu ⊆ Tu\{c}, precisely one of the children of Tu contains a. We now
consider two subcases depending on the sign of the marked leaf a.

If sgn(a, Tu) = −, then we choose a labeling of the children so that a ∈ Tu1. It
then follows from (5.2) that ∂Tu1 = {a, c} and ∂Tuk = {c} for k %= 1. We choose
signs so that the set of signed marked leaves is {a−, c+} in Tu1 and {c−} in Tuk ,
k %= 1.

If sgn(a, Tu) = +, then we choose a labeling such that a ∈ Tu2. Then again by
(5.2) we have ∂Tu2 = {a, c} and ∂Tuk = {c} for k %= 2. We choose signs so that
the set of signed marked leaves is {c+} in Tu1, {c−, a+} in Tu2, and {c−} in Tuk ,
k %= 1, 2.

Case 2. ∂Tu contains precisely two elements, say ∂Tu = {a−, b+}. Then we
choose a branch point c ∈ (a, b) of T such that it has the maximal height HT (c)

among all branch points that lie on (a, b). The existence of c is guaranteed by
Lemmas 3.7 and 3.9. Note that (a, b) ⊆ Tu, because Tu is a subtree of T .

The points a and b lie in different branches of c in Tu as follows from
Lemma 3.2 (iii). We choose the labels for the children of Tu so that a ∈ Tu1 and
b ∈ Tu2. Then by (5.2) we have ∂Tu1 = {a, c}, ∂Tu2 = {c, b}, and ∂Tuk = {c},
k %= 1, 2. We choose signs so that the set of marked leaves is {a−, c+} in Tu1,
{c−, b+} in Tu2, and {c−}, in Tuk for k %= 1, 2.

The most important points of our construction can be summarized as follows.
Summary: Tuk is a subtree of T such that ∂Tuk consists of one or two points.

These points are branch points of T and leaves of Tuk . Moreover, the signs of the
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points in each set ∂Tuk are chosen so that these signs differ if ∂Tuk contains two
points. If c is the branch point used to decompose Tu, then c is a marked leaf in all
the children of Tu, namely the marked leaf c+ in Tu1 and c− in Tuk for k %= 1.

If Tu has a marked leaf p−, then p is passed to the child Tu1 with the same sign.
Similarly, a marked leaf p+ of Tu is passed to Tu2 with the same sign. So marked
leaves are passed to a unique child and they retain their signs.

Since Cases 1 and 2 exhaust all possibilities, this completes the inductive step in
the construction of the trees on level n + 1 and their marked leaves. So we obtain
subtrees Tu of T for all u ∈ W∗. Here it is convenient to set T∅ = T with an empty
set of marked leaves.

If one applies our procedure to choose signs for the points in ∂Tu for the subtrees
Tu of the CSST defined in Section 4, then one can recover these signs directly by a
simple rule without going through the recursive process. Namely, by Lemma 4.6 we
have ∂Tu ⊆ {fu(−1), fu(1)}. Then it is not hard to see that for p ∈ ∂Tu, we have
sgn(Tu, p) = + if p = fu(1) and sgn(Tu, p) = − if p = fu(−1).

We now summarize some facts about the subtrees Tu of T that we just defined.

Lemma 5.1 The following statements are true:

(i) T =
⋃

u∈Wn

Tu for each n ∈ N.

(ii) If n ∈ N, u, v ∈ Wn, u %= v, and Tu∩Tv %= ∅, then Tu∩Tv consists of precisely
one point p ∈ T , which is a marked leaf in both Tu and Tv .

(iii) For n ∈ N, u ∈ Wn, and v ∈ Wn+1, we have Tv ⊆ Tu if and only if u = vk for
some k ∈ A.

(iv) For each u ∈ W∗ let cu be the branch point chosen in the decomposition of Tu
into children. Then cu %= cv for all u, v ∈ W∗ with u %= v.

Proof

(i) This immediately follows from (5.1) and induction on n.
(ii) We prove this by induction on n. By choice of the subtrees Tk for k ∈ A = W1

and their marked leaves this is clear for n = 1.
Suppose the statement is true for all distinct words of length n − 1, where

n ≥ 2. Now consider two words u, v ∈ Wn of length n with u %= v and
Tu ∩ Tv %= ∅. Then u = u′k and v = v′,, where u′, v′ ∈ Wn−1 and k, , ∈ A.

If u′ = v′, then Tu and Tv are two of the branches obtained from Tu′ and a
suitable branch point c ∈ Tu′ . In this case, {c} = Tu∩Tv and c is a marked leaf
in both Tu and Tv .

In the other case, u′ %= v′. Then Tu′ ∩ Tv′ %= ∅, because Tu ∩ Tv %= ∅, Tu ⊆
Tu′ , and Tv ⊆ Tv′ . By induction hypothesis, Tu′ ∩ Tv′ consists of precisely one
point p, which is a marked leaf in both Tu′ and Tv′ . Then necessarily Tu∩Tv =
{p}. Moreover, p is a marked leaf in both Tu and Tv , because marked leaves
are passed to children. The statement follows.

(iii) Let n ∈ N and u ∈ Wn. Then we have Tuk ⊆ Tu for each k ∈ A by our
construction. Conversely, suppose Tv ⊆ Tu, where v = v′k ∈ Wn+1 with



The Continuum Self-Similar Tree 183

v′ ∈ Wn and k ∈ A. Then Tv′ ∩ Tu ⊇ Tv contains more than one point. By (iii)
this implies that v′ = u. The statement follows.

(iv) If u ∈ Wn, n ∈ N0, then by construction cu ∈ Tu does not lie in the set ∂Tu
of marked leaves of Tu. By (ii) this implies that cu %∈ Tw for each w ∈ Wn,
w %= u. It follows that the points cu, u ∈ Wn, are all distinct, and none of them
is contained in the union of sets ∂Tu, u ∈ Wn. By our construction this union is
equal to the set of all points cv , where v ∈ W∗ is a word of length≤ n−1. This
shows that the branch points cu, u ∈ Wn, used to define the subtrees of level
n + 1 are all distinct and distinct from any of the previously chosen branch
points for levels ≤ n. The statement follows from this. *+

Lemma 5.2 We have lim
n→∞ sup{diam(Tu) : u ∈ Wn} = 0.

Proof Let δn := sup{diam(Tu) : u ∈ Wn} for n ∈ N. It is clear that the sequence
{δn} is non-increasing. To show that δn→ 0 as n→∞, we argue by contradiction.
Then there exists δ > 0 such that δn ≥ δ for all n ∈ N. This means that for each
n ∈ N there exists u ∈ Wn with

diam(Tu) ≥ δ. (5.3)

We now use (5.3) to find an infinite word w = w1w2 . . . ∈ W such that

diam(Tw1...wn) ≥ δ (5.4)

for all n ∈ N. The word w is constructed inductively as follows. One of the finitely
many letters k ∈ A must have the property that there are arbitrarily long words u
starting with k such that (5.3) is true.

We define w1 = k. Note that then diam(Tw1) ≥ δ. T By choice of w1, one of
the letters , ∈ A must have the property that there are arbitrarily long words u

starting with w1, such that (5.3) is true. We define w2 = ,. Then diam(Tw1w2) ≥ δ.
Continuing in this manner, we can find w = w1w2 . . . ∈ W satisfying (5.4).

Obviously,

Tw1 ⊇ Tw1w2 ⊇ Tw1w2w3 ⊇ . . . .

So the subtrees Kn = Tw1...wn , n ∈ N, of T form a descending family of compact
sets with diam(Kn) ≥ δ. This implies that

K =
⋂

n∈N
Kn

is a non-empty compact subset of T with diam(K) ≥ δ.
In particular, we can choose p, q ∈ K with p %= q. Then p, q ∈ Kn for each n ∈

N. Since Kn is a subtree of T , we then have [p, q] ⊆ Kn. Moreover, by Lemma 3.7
there exists a branch point x of T contained in (p, q) ⊆ Kn. By Lemma 3.2 (iii) the



184 M. Bonk and H. Tran

points p and q lie in different components of Kn\{x}. In particular, for each n ∈ N
the point x is not a leaf of Kn and hence distinct from the marked leaves of Kn.

By Lemma 3.9 there are only finitely many branch points y1, . . . , ys of T distinct
from x with HT (yj ) ≥ HT (x) > 0 for j = 1, . . . , s. This implies that at most s of
the trees Kn are leaf-tiles, i.e., have only one marked leaf. Indeed, if Kn an leaf-tile,
then it is decomposed into branches by use of a branch point c ∈ Kn\∂Kn with
the largest height HT (c). The point c is then a marked leaf in each of the children
of Kn and in particular in Kn+1. Since the branch point x ∈ Kn is distinct from
the marked leaves of Kn and Kn+1, we have x ∈ Kn\∂Kn and x %= c. So x was
not chosen to decompose Kn, and we must have HT (c) ≥ HT (x). Since the branch
points c that appear from leaf-tiles at different levels n are all distinct as follows
from Lemma 5.1 (iv), we can have at most s leaf-tiles in the sequence Kn, n ∈ N.
This implies that there exists N ∈ N such that Kn for n ≥ N is an arc-tile and so
has precisely two marked leaves.

Let a, b ∈ KN with a %= b be the marked leaves ofKN . As we travel from x along
[x, a] ⊆ KN towards a, there is a first point x′ on [a, b]. Then x′ %= a. Otherwise,
x′ = a. Then [x, a] and [a, b] have only the point a in common, which implies that
[x, a] ∪ [a, b] is an arc equal to [x, b]. Then a ∈ (x, b), which by Lemma 3.2 (iii)
implies that x, b ∈ KN lie in different components of KN\{a}. This contradicts the
fact that a is a leaf of KN and so KN\{a} has only one component. Similarly, one
can show that x′ %= b.

The point x′ is a branch point of T . This is clear if x′ = x. If x′ %= x, this
follows from Lemma 3.6, because a, b, x %= x′ and the arcs [a, x′), [b, x′), [x, x′)
are pairwise disjoint.

The tree KN+1 is a branch of KN obtained from a branch point c ∈ (a, b) of
T with largest height HT (c) among all branch points on (a, b). We have x′ %= c.
Otherwise, x′ = c. Then x %= x′, because x′ = c is a marked leaf of KN+1 and x is
distinct from all the marked leaves in any of the setsKn. This implies that the points
a, b, x lie in different components of KN\{x′} and hence in different branches of x′
in KN . Since a and b are the marked leaves of KN , the branches containing a and b
are arc-tiles and all other branches of x′ = c inKN are leaf-tiles. The unique branch
of x′ inKN containing x, which is equal toKN+1, must be a leaf-tile by the way we
decomposed T . This is impossible by choice of N and so indeed x′ %= c. Note that
this implies HT (c) ≥ HT (x

′).
Since x′ %= c, c ∈ (a, b), and [x, x′) ∩ [a, b] = ∅, we have [x, x′] ⊆ KN\{c}.

So x′ lies in the same branch of c inKN as x, which isKN+1. Moreover, depending
on whether c ∈ (a, b) lies on the right or left of x′ ∈ (a, b), we have x′ ∈ (a, c)

or x′ ∈ (c, b). In the first case, [a, c] ⊆ KN+1 and a and c are the marked leaves
of KN+1. In the second case, [c, b] ⊆ KN+1 and c and b are the marked leaves
of KN+1. So in both cases, if a′ and b′ are the marked leaves of KN+1, then x′ ∈
(a′, b′), [x, x′] ⊆ KN+1, and [x, x′) ∩ [a′, b′] = ∅.

These facts allow us to repeat the argument for KN+1 instead of KN . Again
KN+1 is decomposed into branches by choice of a branch point c′ ∈ (a′, b′). We
must have c′ %= x′, because otherwise we again obtain a contradiction to the fact
that KN+2 is not a leaf-tile. This implies that HT (c

′) ≥ HT (x
′). Continuing in this
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manner, we obtain an infinite sequence of branch points c, c′, . . . . By construction
these branch points are all distinct and have a height ≥ HT (x

′). This is impossible
by Lemma 3.9. We obtain a contradiction that establishes the statement. *+

The previous argument shows that each branch point x of T will eventually be
chosen as a branch point in the decomposition of T into the subtrees Tu, u ∈ W∗.
Indeed, otherwise x is distinct from all the marked leaves of any of the subtrees Tu,
u ∈ W∗. This in turn implies that there exists a unique infinite wordw = w1w2 . . . ∈
W such that x ∈ Kn := Tw1...wn for n ∈ N. From this one obtains a contradiction as
in the last part of the proof of Lemma 5.2.

Lemma 5.3 Let m ∈ N, m ≥ 3, and suppose T and S are trees in Tm. Assume
that subtrees Tu of T and Su of S with signed marked leaves have been defined for
u ∈ W∗ by the procedure described above. Then the following statements are true:

(i) Let n ∈ N, u ∈ Wn, and v ∈ Wn+1. Then Tv ⊆ Tu if and only if Sv ⊆ Su.
(ii) For n ∈ N and u, v ∈ Wn with u %= v we have Tu ∩ Tv %= ∅ if and only

if Su ∩ Sv %= ∅. Moreover, if these intersections are non-empty, then they are
singleton sets, say {p} = Tu ∩ Tv and {p̃} = Su ∩ Sv . The point p is a signed
marked leaf in Tu and Tv , the point p̃ is a signed marked leaf in Su and Sv ,
sgn(p, Tu) = sgn(p̃, Su), and sgn(p, Tv) = sgn(p̃, Sv).

In (ii) we are actually only interested in the statement that Tu ∩ Tv %= ∅ if and
only if Su ∩ Sv %= ∅. The additional claim in (ii) will help us to prove this statement
by an induction argument.

Proof

(i) This follows from Lemma 5.1 (iii) applied to the decompositions of T and S.
Indeed, we have Tv ⊆ Tu if and only if v = uk for some k ∈ A if and only if
Sv ⊆ Su.

(ii) We prove this by induction on n ∈ N. The case n = 1 is clear by how the
decompositions were chosen.

Suppose the claim is true for words of length n− 1, where n ≥ 2. Now consider
two words u, v ∈ Wn of length n with u %= v. Then u = u′k and v = v′, ∈ Wn,
where u′, v′ ∈ Wn−1 and k, , ∈ A. Since the claim is symmetric in T and S, we
may assume that Tu ∩ Tv %= ∅.

If u′ = v′, then Tu and Tv are two of the branches obtained from Tu′ and a branch
point c ∈ Tu′ . In this case, Tu ∩ Tv = {c} and c is a marked leaf in both Tu and
Tv . Similarly, Su and Sv are two of the branches obtained from Su′ and a branch
point c̃ ∈ Su′ . We have Su ∩ Sv = {̃c} and c̃ is a marked leaf in both Su and Sv .
Moreover, c has the same sign in Tu as c̃ in Su. Indeed, by the choice of labeling
in the decomposition, this sign is + if k = 1 and − otherwise. Similarly, c has the
same sign in Tv as c̃ in Sv . This shows that the statement is true in this case.

In the other case, u′ %= v′. Then Tu′ ∩ Tv′ %= ∅, because Tu ∩ Tv %= ∅, Tu ⊆ Tu′ ,
and Tv ⊆ Tv′ . Then by induction hypothesis, Tu′ ∩Tv′ consists of precisely one point
p that is a marked leaf in both Tu′ and Tv′ . The set Su′ ∩ Sv′ consists of one point p̃
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that is a marked leaf in Su′ and Sv′ . Moreover, we have sgn(p, Tu′) = sgn(p̃, Su′)
and sgn(p, Tv′) = sgn(p̃, Sv′). Since ∅ %= Tu ∩ Tv ⊆ Tu′ ∩ Tv′ = {p}, we then have
Tu ∩ Tv = {p}.

If sgn(p, Tu′) = sgn(p̃, Su′) = −, then u = u′1, because p ∈ Tu. Hence p̃ ∈
Su′1 = Su, because the marked leaf p̃ of Su′ with sgn(p̃, Su′) = − is passed to the
child Su′1. If sgn(p, Tu′) = sgn(p̃, Su′) = +, then u = u′2 and p̃ ∈ Su′2 = Su.

Similarly, if sgn(p, Tv′) = sgn(p̃, Sv′) = −, then v = v′1 and if sgn(p, Tv′) =
sgn(p, Sv′) = +, then v = v′2, because p ∈ Tv . In both cases, p̃ ∈ Sv .

In each of these cases, p is a marked leaf in Tu and Tv , and p̃ is a marked leaf in
Su and Sv . In particular, {p̃} ⊆ Su ∩ Sv ⊆ Su′ ∩ Sv′ = {p̃} and so Su ∩ Sv = {p̃}.
So both Tu ∩ Tv = {p} and Su ∩ Sv = {p̃} are singleton sets consisting of marked
leaves as claimed. Since signed marked leaves are passed to children with the same
sign, we have

sgn(p, Tu) = sgn(p, Tu′) = sgn(p̃, Su′) = sgn(p̃, Su).

Similarly, we conclude that sgn(p, Tv) = sgn(p̃, Sv). The statement follows. *+
We are now ready to prove Theorem 1.8, and Theorem 1.7 as an immediate

consequence.

Proof of Theorem 1.8 Let m be as in the statement, and consider arbitrary trees
T and S in the class Tm. For each n ∈ N we consider the decompositions
T =⋃u∈Wn

Tu and S =⋃u∈Wn
Su as defined earlier in this section. Here of course,

Wn = Wn(A), where A = {1, 2, . . . , m}.
We want to show that decompositions of T and S for different levels n ∈ N have

the properties in Proposition 2.1. In this proposition the index i for fixed level n
corresponds to the words u ∈ Wn.

The spaces T and S are trees and hence compact. The sets Tu and Su appearing in
their decompositions are subtrees and hence non-empty and compact. Conditions (i),
(ii), and (iii) in Proposition 2.1 follow from Lemma 5.1 (iii), (5.1), and Lemma 5.2,
respectively. Finally, (2.1) and (2.2) follow from Lemma 5.3 (i) and (ii).

Proposition 2.1 implies T and S are homeomorphic as desired. *+
Proof of Theorem 1.7 As we have seen in Sect. 4, the CSST T is a metric tree
with the properties (i) and (ii) as in the statement (see Proposition 1.4 and
Proposition 1.5). In particular, T belongs to the class T3. Since these properties
(i) and (ii) are obviously invariant under homeomorphisms, every metric tree T

homeomorphic to T has these properties.
Conversely, suppose that T is a metric tree with properties (i) and (ii). Then

T belongs to the class T3. So Theorem 1.8 for m = 3 implies that T and T are
homeomorphic. *+

The method of proof for Theorem 1.8 can be used to a establish a slightly stronger
result for m = 3.
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Theorem 5.4 Let T and S be trees in T3. Suppose p1, p2, p3 ∈ T are three distinct
leaves of T , and q1, q2, q3 ∈ S are three distinct leaves of S. Then there exists a
homeomorphism f : T → S such that f (pk) = qk for k = 1, 2, 3.

Note that −1, 1 ∈ T are leaves of T as follows from Lemma 4.4 (ii). Moreover,
i ∈ T is also a leaf of T, because the set

T \ {i} = T1 ∪ T2 ∪ (T3 \ {i}) = T1 ∪ T2 ∪ g3(T \ {1})

is connected. Hence T, and so by Theorem 1.8 every tree in T3, has at least three
leaves (actually infinitely many). If we apply Theorem 5.4 to S = T, then we see
that if T is a tree in T3 with three distinct leaves p1, p2, p3, then there exists a
homeomorphism f : T → T such that f (p1) = −1, f (p2) = 1, and f (p3) = i.

Proof of Theorem 5.4 We will employ a slight modification of our decomposition
and coding procedure. The underlying alphabet corresponds to the case m = 3, and
so A = {1, 2, 3}. We describe this for the tree T . Essentially, one wants to use the
leaves p1, p2, p3 of T as additional marked leaves for any of the inductively defined
subtrees Tu for n ∈ N and u ∈ Wn = Wn(A) if it contains any of these leaves. Here
p1 carries the sign −, while p2 and p3 carry the sign +.

Instead of starting the decomposition process with a branch point c ∈ T of
maximal height, one chooses a branch point c so that the leaves p1, p2, p3 lie in
distinct branches T1, T2, T3 of c in T , respectively. To find such a branch point, one
travels from p1 along [p1, p2] until one first meets [p2, p3] in a point c. Then the
sets [p1, c), [p2, c), [p3, c) are pairwise disjoint. For k, , ∈ A with k %= , the set
[pk, c) ∪ {c} ∪ (c, p,] is an arc with endpoints pk and p,, and so it must agree with
[pk, p,]. In particular, c ∈ [pk, p,]. Since each point pk is a leaf, it easily follows
from Lemma 3.2 (iii) that c %= p1, p2, p3. Indeed, if c = p1 for example, then
c = p1 ∈ [p2, p3] and so p2 and p3 would lie in different components of T \ {p1}.
This is impossible, because p1 is a leaf of T and so T \ {p1} is connected.

We conclude that the connected sets [p1, c), [p2, c), [p3, c) are non-empty and
must lie in different branches T1, T2, T3 of c. In particular, c is a branch point of T .
We can choose the labels so that pk ∈ Tk for k = 1, 2, 3. The point c is a marked
leaf in each of theses branches with a sign chosen as before. With the additional
signs for the distinguished leaves, we then have the set of marked leaves {p−1 , c+}
in T1, {c−, p+

2 } in T2, and {c−, p+
3 } in T3.

We now continue inductively as before. If we have already constructed a subtree
Tu for some n ∈ N and u ∈ Wn with one or two signed marked leaves, then we
decompose Tu into three branches labeled Tu1, Tu2, Tu3 by using a suitable branch
point c ∈ Tu. Namely, if Tu is a leaf-tile and has one marked leaf a ∈ Tu, we choose
a branch point c ∈ Tu \ {a} with maximal height HT (c). If Tu is an arc-tile with two
marked leaves {a, b} ⊆ Tu we choose a branch point c ∈ Tu of maximal height on
(a, b) ⊆ Tu.

Marked leaves and their signs are assigned to the children Tu1, Tu2, Tu3 of Tu as
before. In particular, a marked leaf x− of Tu is passed to Tu1 with the same sign.
Similarly, a marked leaf x+ of Tu is passed to Tu2 with the same sign. If we continue
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in this manner, we obtain subtrees Tu with one or two signed marked leaves for all
levels n ∈ N and u ∈ Wn.

We apply the same procedure for the tree S and its leaves q1, q2, q3. Then Lem-
mas 5.1, 5.2, and 5.3 are true (with almost identical proofs) for the decompositions
of T and S obtained in this way. The argument in the proof of Theorem 1.8 based
on Proposition 2.1 now guarantees the existence of a homeomorphism f : T → S

such that

f (Tu) = Su for all n ∈ N and u ∈ Wn. (5.5)

In our construction p1 ∈ T1 carries the sign − and is hence passed to T11 with
the same sign; so p1 ∈ T11. Repeating this argument, we see the

p1 ∈ T1 ∩ T11 ∩ T111 ∩ . . . .

The latter nested intersection of compact sets cannot contain more than one point,
because by Lemma 5.3 the diameters of our subtrees Tu, u ∈ Wn, approach 0
uniformly as n → ∞. Thus, {p1} = T1 ∩ T11 ∩ T111 ∩ . . . . The same argument
shows that {q1} = S1 ∩ S11 ∩ S111 ∩ . . . , and so (5.5) implies that f (p1) = q1.

Similarly, the points p2, p3, q2, q3 carry the sign + in their respective trees. This
leads to

{p2} = T2 ∩ T22 ∩ T222 ∩ . . . , {q2} = S2 ∩ S22 ∩ S222 ∩ . . . ,

{p3} = T3 ∩ T32 ∩ T322 ∩ . . . , {q3} = S3 ∩ S32 ∩ S322 ∩ . . . ,

which by (5.5) gives f (p2) = q2 and f (p3) = q3.
We have shown the existence of a homeomorphism f : T → S with the desired

normalization. *+
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