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Abstract—This paper studies the vulnerability of large-scale
power systems to false data injection (FDI) attacks through
their physical consequences. An attacker-defender bi-level linear
program (ADBLP) can be used to determine the worst-case
consequences of FDI attacks aiming to maximize the physical
power flow on a target line. This ADBLP can be transformed
into a single-level mixed-integer linear program (MILP), but
it is numerically intractable for power systems with a large
number of buses and branches. In this paper, a modified Benders’
decomposition algorithm is proposed to solve the ADBLP on
large power systems without converting it to the MILP. Of more
general interest, the proposed algorithm can be used to solve
any ADBLP. Vulnerability of the IEEE 118-bus system and the
Polish system with 2383 buses to FDI attacks is assessed using
the proposed algorithm.

I. INTRODUCTION

Modern electric power systems are cyber-physical systems
that work efficiently with integration of real-time monitoring,
sensing, communication and data processing. However, this
integration makes them vulnerable to cyber-attacks including
false data injection (FDI) attacks, wherein a malicious attacker
replaces a subset of measurements with counterfeits. FDI
attacks can be designed to target system states [1], [2],
system topology [3], [4], and energy markets [5]. Evaluating
consequences of FDI attacks often involves solving attacker-
defender bi-level linear programs (ADBLPs), wherein the first
level models the attacker’s objective and limitations (e.g., num-
ber of measurements to change), while the second level models
the system response under attack via DC optimal power flow
(OPF). Examples include attacks that cause line overflows
[6], locational marginal price (LMP) changes [7], operating
cost increases [8] and sequential outages [9]. However, the
results have only been demonstrated for small systems. In this
paper, we focus on the worst-case FDI attack that causes line
overflow as in [6], but our goal is to evaluate vulnerability of
significantly larger systems (i.e. thousands of buses).

The attack design ADBLP can be reformulated as a mixed-
integer linear program (MILP) by replacing the second level
with its Karush-Kuhn-Tucker (KKT) conditions and rewrit-
ing the complementary slackness constraints as mixed-integer
constraints. As the system size increases, this MILP becomes
harder to solve due to the increasing number of binary vari-
ables. In [10], we introduced three algorithms, namely row
generation (RG) [11], row and column generation (RCG), and
cyber-physical difference maximization (DM), to efficiently
solve the ADBLP and evaluate system vulnerability. The first

two attempt to reduce the number of binary variables by
judiciously eliminating constraints in the second level DCOPF.
The third solves a single-level linear program that maximize
the difference between the cyber and physical power flows to
find bounds of attack consequences.

However, as the system size further scales, RG and RCG
will become intractable due to the increasing number of binary
variables. For instance, RG becomes intractable on the Polish
system with 2383 buses. The DM algorithm may provide
loose bounds that are not helpful in understanding system
vulnerability. In addition, these three algorithms can only be
applied on the FDI attack ADBLP because they are based
on the nature of DCOPF and FDI attacks. In this paper, we
introduce a modified Benders’ decomposition (MBD) [12]
algorithm to solve the ADBLP directly, rather than the re-
formulated MILP. The proposed algorithm leverages duality
theory to convert the ADBLP into a single level optimization
problem, and then applies Benders’ decomposition to solve
via a sequence of standard linear programs. Since the MBD
algorithm does not involve any binary variables, it can be
applied on system of any size. Moreover, unlike RG, RCG, and
DM algorithms that can only be applied on the attack design
ADBLP, the MBD algorithm can be applied on any ADBLP
because it is based on general attacker-defender games and is
independent of specific details of the second level constraints.

The contributions of this paper are as follows:

1) Introduction of a modified Benders’ decomposition al-
gorithm to evaluate vulnerability of large-scale power
systems.

2) Vulnerability analysis of lines that are susceptible to line
overflow attacks.

3) Analysis of the impact of overall congestion on vulnera-
bility that helps the system operators better estimate the
severity of the attacks.

The remainder of this paper is organized as follows. Sec.
IT describes the measurement and attack model. Sec. III
summarizes prior work formulating the line overflow attack
design ADBLP. Sec. IV introduces the MBD algorithm to
solve the ADBLP. Simulation results and concluding remarks
are presented in Sec. V and VI, respectively.

II. SYSTEM MODEL
A. Measurement Model

For a power system consists of n; buses, ng,. branches,
ng generators, and n,, measurements, the DC measurement



model is given by
z=Hjr+e (D

where z is the n,, X 1 measurement vector; x is the n; x 1
vector of bus voltage angles (states); Hj is the n,, X ny
measurement Jacobian matrix; e is the n,, X 1 vector of
measurement noise, whose entries are assumed to be jointly
distributed as A'(0,R) where R = diag(0?,03,...,02 ).

Nm

B. Attack Model

The attacker is assumed to have (i) the ability to perform
system-wide DCOPF; and (ii) control of measurements in a
subgraph S of the network.'

An ny x 1 attack vector ¢ # 0 is defined to be unobservable
if, in the absence of noise, the false measurement z created by
the attacker satisfies Z = z + H jc [1]. Let & be the estimated
states without attack. The residual » = z — H;(Z 4+ ¢) =
z+ Hyc— Hj(&+c) = z— H ;& is the same as the residual
without the attack. Therefore, this attack can bypass the DC
bad data detector (BDD).

For tractability reasons, we use DC power flow model, but
the attacks introduced in this paper can also be used to create
false data that bypass AC BDD as in [14]. The system operator
will see the results of this unobservable attack as load re-
distributions between load buses, while the total load remain
unchanged.

III. WORST-CASE LINE OVERFLOW ATTACKS

The authors of [6] introduce an ADBLP that can be re-
formulated as an MILP, to determine the worst-case unobserv-
able line overflow attack. The first level models the attacker’s
objective and limitations, while the second level models the
system response via DCOPF. On the IEEE RTS 24-bus system,
unobservable attacks found using this MILP are shown to
successfully result in generation re-dispatches that cause line
overflows.

Instead of modeling the DCOPF problem using the B-
0 method, this paper models it using the equivalent power
transfer distribution factor (PTDF) formulation. With PTDFs,
state variables 6 can be eliminated by representing them as a
function of the generation dispatches P, which simplifies the
DCOPF to have only Py as its variable, and can be easier to
solve than the B-6 formulation [15]. Without loss of generality,
we assume the flow on the target line is positive; if this is not
the case, its absolute value can be maximized.

We formulate the ADBLP as follows:

maximize P — o ||c[|; (2a)
c

subject to

P = PTDF(GP; — Pp) (2b)

'While these assumptions may seem unrealistic, we have shown in other
work [13] that an attacker can cause comparable physical consequences with
much less system knowledge. A similar bi-level optimization problem is
introduced to evaluate power system vulnerability to more limited attackers,
and the techniques presented in this paper could be readily applied to that
problem for large systems. For simplicity, we focus on the stronger attacker
in this paper.

lefly < N1 (20)
—LsPp < Hc<LsPp (2d)
(PG} =arg {Tgin Ca (PG)} (2e)
G

subject to
Z_Zil Pag =322 Ppi (A) (2f)
—pmx < PTDF(GpPs — Pp + HC) 2g)
< pmax (Fi) g
pgin < Pg < PE (a®)  (2h)

where the variables are:

c attack vector, ny X 1;

P vector of physical line power flows, ny,. X 1 ;

P, physical power flow of target line [, scalar;

Pg, P} vectors of generation dispatch variables and op-
timal generation dispatch solved by DCOPEF, re-
spectively, both are ng x 1 ;

A dual variable of the load balance constraint;

F* o dual variable vectors of line limits and generation

limits, respectively;
and the parameters are:

Lg load shift factor, in percentage;

Pp vector of real loads, ny x 1;

Ny {1-norm limit, scalar;

H dependency matrix between power injection mea-

surements and states, ny X 1np;

Gg generators to buses connectivity matrix, ny X ng;
Ca generation cost vector, ng X 1;
prmax line limits vector, 1y, X 1;

PC”;““, G generation limits vectors, both ng X 1;
o penalty of the norm of attack vector ¢, scalar.

In (2a), the penalty factor o is a small positive number
to limit the attack size; constraint (2b) is the physical power
flow equation; constraint (2c) models the attacker’s limited
resources. Ideally, /o-norm should be used to precisely capture
the sparsity of ¢, but for tractability reasons we use the [;-
norm as a proxy. Constraint (2d) limits the percentage of load
changes at each bus to avoid detection. DCOPF (2e)—(2h)
models the system response to the attack.

The most common approach to solve the ADBLP is to
convert it to an MILP (denote original MILP) by replacing
the second level with its KKT conditions and rewriting the
complementary slackness conditions as mixed-integer con-
straints. This approach suffers from the large number of
binary variables when the system size scales. We introduced
three algorithms in [10] to overcome this challenge. The
first algorithm uses row generation (RG) to model only a
subset of line limits in the second level OPF and yields the
optimal attack. The second algorithm utilizes row and column
generation (RCG) to judiciously eliminate generation limits
in addition to line limits, but it loses optimality guarantee.
The third algorithm solves a single-level linear program (LP)
maximizing the difference (DM) between target line cyber and
physical power flows to provide both lower and upper bounds



on attack consequences. Since RG and RCG still involve
binary variables, they will become intractable when the system
size further scales. The lower and upper bounds provided by
DM algorithm may be too loose to assess the severity of the
attacks. All these three algorithms are based on the nature of
DCOPF and FDI attacks, and hence can only be applied on
the FDI attack ADBLP.

IV. THE MODIFIED BENDERS’ DECOMPOSITION
ALGORITHM

In this section, we introduce a modified Benders’ decom-
position (MBD) algorithm to overcome the shortcomings of
the three algorithms introduced in [10]. This approach is
independent of the attack design ADBLP and does not involve
binary variables, making it applicable for any ADBLP.

Benders’ decomposition [12] can be utilized to solve a
linear program with complicating variables in a distributed
manner at the cost of iteration [16]. It is a popular technique to
solve optimization problems of large size or with complicating
variables. It is also effective in solving complex optimization
problems such as stochastic programs and mixed-integer linear
programs. In Benders’ decomposition, an optimization prob-
lem is decomposed into two sub-problems, wherein variables
of each sub-problem are treated as constant in the other.
The two sub-problems are solved iteratively until the solution
converges. The MBD algorithm is formed by modifying the
classic Benders’ decomposition algorithm to apply it on any
ADBLP without converting it into an MILP.

An ADBLP takes the following form (dual variable of the
defender’s problem is in parentheses):

minimize clu+div* (3a)
subject to
Aju> by (3b)
vt = arg{mvin div} (3c)
subject to
Asu+ Aszv > by (B8) (3d)

where v and v are the attacker’s and defender’s decision
variables, respectively. The defender has no control on u, and
hence, v in (3d) is treated as a constant in the defender’s
problem. The attacker does not directly control v, but it
controls v* by changing u, assuming it has knowledge of the
defender’s objective and constraints.

The attack optimization ADBLP (2) fits in the form of (3)
where the attack vector c is represented by v and DCOPF vari-
able Pg, is represented by v. In the attacker’s objective func-
tion, ¢l u represents the term —o ||c||,, and d?v* represents
the term P in (2a). Equality constraints can be equivalently
written as two inequality constraints. For example, (2f) can be
written as

1P, > 1" Pp
—17p; > -1"pp

(4a)
(4b)

which fits the form of (3d). One can similarly map all the
constraints in (2) to those in (3).

The defender’s problem (3c)—(3d), which represents the
system response (DCOPF) to a fixed attack vector, has the
following dual problem (note that w is treated as constant here
since it is the fixed attack vector from the attacker’s problem):

max}jmize BT(bg — Asu) (5a)
subject to AL B = dy (5b)
B =0. (5¢)

By weak duality [17], for any feasible primal/dual pair, the
dual objective value is always less than the primal one:

BT (by — Aqu) < dlw. (6)

Since the defender’s problem is a linear program, it satisfies
strong duality. That is, any feasible point (v, 3) that satisfies

BT (by — Agu) > djv (7)

is an optimal solution to it. Therefore, constraints (3d), (5b),
(5¢), and (7) guarantee the optimality of the defender’s prob-
lem, and hence, can be used to convert the ADBLP to a single
level problem as:

minimize clu+div (8a)
subject to Aju > by (8b)
Asu + Azv > by (8¢)
AT =dy (8d)
BTby — BT Aqu — div >0 (8e)
B> 0. (8f)

The bilinear term 87 Asu in (8e) is non-convex and thus hard
to deal with. To overcome this difficulty, Benders’ decompo-
sition is utilized to decompose this optimization problem into
two problems, with u as the variable for the main problem
(MP) and v, 3 as the variables for the sub problem (SP). The

MP takes the following form:
minimize c{u + « (9a)
subject to Aju > by (9b)

where « is a variable introduced to represent lev, which will
then be updated by adding cuts. The SP is given by:

minimize d} v (10a)
subject to B7by — div — T Ayu >0 (6) (10b)
A3’U > b2 — AQU (’}/) (IOC)
AT B =dy () (10d)
B >0. (10e)

At the optimal solution of the SP given by (10), we have

dTv* = 4Ty + XNdy — 4T Agu. (11)



An optimality cut can be added to the MP by taking the right
hand side of (11):

a>~Tby + Mdy — 4T Asu. (12)

Note that (12) is added to the MP, and therefore, v is again a
variable. If the SP is infeasible with a given u, slack variables
sqi, 1 = 1,2,3, can be introduced to all of the SP constraints
to solve the relaxed SP:

minimize dlv (13a)
subject to 57 by — dQTv — BT Asu+ 351 >0 (5) (13b)
Azv + 59 > by — Asu %) (13¢)

ATB + 53 = dy (A (13d)

£ >0. (13e)

where s;, ¢ = 1,2,3 are the slack variables introduced to

ensure feasibility of the relaxed SP. Then, instead of an

optimality cut (12), a feasibility cut is added to the MP:
0> 4Ty + ATdy — 47 Asu. (14)

The MP and SP can then be solved iteratively, with the MP
updating v and the SP updating cuts in each iteration.

Algorithm 1 Modified Benders’ Decomposition for Bi-level
Linear Programs (MBD)

1) Set the iteration number j = 1 and let u(®) = 0.

2) Solve the SP (10) with u = u~1).

3) If the SP is infeasible, solve the relaxed SP (13)
and obtain (5@ A7), then add a feasibility cut of
form (14) to the MP. Otherwise, solve SP (10) to get
(v), BU) 4 \G)), and add an optimality cut of form
(12) to the MP.

4) Solve the MP with added cuts and obtain the solution
(uD), a9).

5) If |W| < ¢, stop. The optimal objective value is

obtained as ¢ u/) +df v\9). Otherwise, let j = j+1 and

go to step 2).

Solving the SP is equivalent to solving the second level
DCOPF under attack (2e)—(2h), while the dual variables of
the SP provide information on the objective function (2a).
Since each cut is formulated linearly on the « domain, adding
cuts to the MP does not affect its convexity. Thus, MBD is
guaranteed to converge in a finite number of iterations [18].
However, due to the non-convexity of the original ADBLP,
global optimal solution cannot be guaranteed [19]. Therefore,
the optimal objective value obtained by MBD, PI*(MBD), is a
lower bound on P}, the global optimal objective.

V. SIMULATION RESULTS

In this section, we present numerical results using the MBD
algorithm to solve the FDI attack ADBLP and compare with
the RG, RCG, and DM algorithms in [10]. Table I lists the
key features of all the algorithms, including the original MILP

approach. Two test systems are used, namely the IEEE 118-bus
system and the Polish system. Before attack, the IEEE 118-
bus system and the Polish system have 7 and 17 critical lines,
respectively. We exhaustively target all critical lines to assess
the vulnerability of these two systems. The /;-norm limit Ny
is chosen with increment 0.1 in the range [0.1, 1] for the 118-
bus system, and [0.1,2] for the Polish system. Throughout,
Matlab, Matpower, and the Gurobi solver are used to perform
the simulations. All tests are conducted using a 3.40 GHz PC
with 32 GB RAM.

TABLE I
COMPARISON OF FOUR PROPOSED ALGORITHMS

Algorithm Program Outcome Tractable Test
Type Cases
Original MILP mip | Optimal IEEE 24-bus
Solution
Row Generation for Line MILP Optimal IEEE 24-bus,
Limit Constraints (RG) Solution IEEE 118-bus
Row and Column Generation Lower IEEE 24-bus,
for Line and Generator Limit MILP Borlvn d IEEE 118-bus,
Constraints (RCG) Polish
. . Lower & 1IEEE 24-bus,
Cyllz/fr'PhYS‘Ct?‘l'dl(flf)eﬁ;”e LP Upper | IEEE 118-bus,
axumization Bounds Polish
Modified Benders’ lterative Lower IEEE 24-bus,
Decomposition for Bi-level LPIV Bogn d IEEE 118-bus,
Programs (MBD) Polish

A. Computational Efficiency

Table II illustrates the statistics of the computation time
for several target lines using the proposed algorithms with
10% load shift. For each target line, each algorithm is tested
for the full range of N; values stated above. Note that the
number of iterations for MBD varies for different parameter
choices (target line, /Ny, and Lg), resulting in a large variation
in computation time, but overall the efficiency of MBD is
comparable to other algorithms.

TABLE 11
STATISTICS OF COMPUTATION TIME WITH 10% LOAD SHIFT
Target line Algorithm | Max (s) | Min (s) | Avg (s) | Med (s)
RG 7.53 0.95 3.33 1.9
37 of 118-bus RCG 1.25 0.34 0.76 0.69
DM 0.5 0.43 0.47 0.45
MBD 1.88 1.57 1.63 1.59
RCG 46.36 3.40 20.39 13.67
24 of Polish DM 15.75 1.91 8.09 8.58
MBD 12.26 10.46 11.40 11.58
RCG 76.34 27.47 39.29 33.69
292 of Polish DM 16.77 1.91 7.02 6.10
MBD 1846.2 9.86 358.73 10.31

B. Results on Maximal Physical Power Flows

Fig. 1 illustrates the maximal physical power flows with
Ls = 10% on target lines 104 and 141 of the IEEE 118-bus



system. It demonstrates a comparison of the bounds found by
RCG, DM and MBD to the optimal solution provided by RG.
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Fig. 1. The maximal power flow vs. the [1-norm constraint (/N1) with target
line (a) 104, and (b) 141 of IEEE 118-bus system. Lg=10%.

Note that for target line 104 with any Ny, all four algorithms
yield the optimal solution. For target line 141, we see that
Pl*(MBD) < Pl*(DM,lb) < Pl*(RG) _ Pl*(RCG) PZ*(DM,ub),
illustrating that 27" and PP are not always tight
bounds on F;".

The maximal power flows with 10% load shift for target
lines 292, 24, and 1816 of the Polish system are illustrated in
Fig. 2. Note that RG is intractable on the Polish system. For
target line 292, all three algorithms yield the optimal solution
in the range N; € [0.1,1.6], i.e., Pl*(DM’Ub) = Pl*(DM’lb) =
PREG) — pr(MBD) “put not for the remaining Ny. For target
line 24, MBD yields the tightest lower bound; while for target
line 1816, DM provides the tightest lower bound.

C. Results on Attack Resources

Fig. 3 illustrates the relationship between maximal power
flow and [y-norm of the attack vector (i.e. the number of
center buses in the attack) versus the [;-norm constraint /N7
for target line 292 of the Polish system, with different load
shift constraints. As IV; increases, so does the [y-norm of the
attack, indicating that [;-norm is a valid proxy for [y-norm
for our problem. If a larger load shift is allowed, the maximal
power flow on target line increases, but the resulting [p-norm
decreases. This indicates a trade-off between load shift and
attacker’s resources: as the attacker attempts to avoid detection
by minimizing load changes, it will require control over a
larger portion of the system to launch a comparable attack.
Similar results are also obtained on the IEEE 118-bus system.

D. Line vulnerability

Since the objective of the attack is to maximize the physical
power flow on a target line, it is intuitive that congested lines

I

*RCG)
P,

P Pv"‘('DM.ub)

102 oo P OMI) I‘(MBD)
—~ 100 e B TP
Q\‘° T v T L e L T
~ 00 02 04 06 08 10 12 14 16 18 20
z (a)
=
o RN
= jm#m#‘#*%sﬁg
2
2 (R( 6 embwamm P (DMub)
= 5 By
= . P*(Dmb) lom o p "(MBD)
= i...TnTnTu,-.T-.,..I..,..T.-,--I...,.A.....-.... .-"T
; 00 02 04 06 08 10 12 14 16 1. 8 2.0
= (b)
10 o= e volmes Pli(mﬂh) — (MBD)
J_JTF + -.. ool offfe ofii= ol o oflye /e ol o sliie ol o oy o off e <}
| | ‘ s ! =0 =0 G ~.—O —0-—8 —4
10
Tt T T T T
00 02 04 06 08 10 12 14 16 18 20

(©)

ll-norm Constraint N, (rad)

Fig. 2. The maximal power flow vs. the l1-norm constraint (/N1) with target
line (a) 292, (b) 24, and (c) 1816 of the Polish system. Lg=10%.
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Fig. 3. (a) The maximal power flow and (b) lp-norm of the attack vector vs.
the ;-norm constraint (1) for target line 292 of the Polish system.

are more vulnerable to this attack. We have found experimen-
tally that almost every congested line can be overloaded. One
exception is line 176 in the IEEE 118-bus system. This is
because line 176 is a radial line: it is the only line connected
to a bus with a generator and no load. The line limit constraint
in the OPF (2g) ensures that no possible dispatch could cause
the line power flow to exceed the limit, even if based on
counterfeit loads. In fact, any line with this radial configuration
is immune to the proposed attack; moreover, these radial lines
represent the only exceptions to our finding that congested
lines can be overloaded. We have also found that lines that are
not congested pre-attack may still be vulnerable to this attack,
such as line 141 in the IEEE 118-bus system (Fig.1(b)) and
line 2110 in the Polish system (Fig. 4).
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E. Impact of Overall Congestion on Vulnerability

In the above, we have shown that virtually all critical or
congested lines are vulnerable to overload. However, the extent
of the vulnerability depends on several factors, such as the
overall congestion of the system. This phenomenon is illus-
trated in Fig. 5, which shows the worst-case attack for line 292
of the Polish system under different overall congestion levels.
This overall congestion is adjusted by uniformly changing
the line ratings for all lines. Note that higher line ratings
mean a less congested system. As shown in Fig. 5, as the
overall congestion level increases, the maximal power flow on
the target line also increases, even though the line is equally
congested before attack in each case.
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Fig. 5. The maximal power flow vs. the {1-norm constraint (/N1) for target
line 292 of the Polish system under different congestion levels. L g=10%.

VI. CONCLUDING REMARKS

We have introduced a modified Benders’ decomposition
(MBD) algorithm to evaluate the vulnerability of large-scale
power systems to FDI attacks. It can be easily applied to any
attacker-defender bi-level linear program, making it flexible to
evaluate system vulnerability even with additional constraints
such as ramp rate constraints, security constraints, and reserve
constraints that are common in modern power system opera-
tions. Using the MBD algorithm in conjunction with the three
algorithms we introduced in [10] can be helpful in making
the system more resilient in the following ways. Using this
analysis, the system operators can identify specific lines of
vulnerability, and the severity of the attacks. Certain preven-
tive actions can be taken to mitigate attacks. For example,
if the system operators find that a line can have overflow
under attack, they could artificially reduce the line limit to
keep the attack from being successful. Measurements around
vulnerable lines can be encrypted to prevent them from being

modified. In our optimization problem, the load shift constraint
characterizes the detectability of the attack, indicating that load
abnormally detectors can help system operators distinguish
between natural load changes and possible cyber attacks based
on load redistribution.
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