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ABSTRACT

The implementation of full-duplex (FD) theoretically doubles the
spectral efficiency of cellular communications. We propose a mul-
tiuser FD cellular network relying on an intelligent reflecting surface
(IRS). The IRS is deployed to cover a dead zone while suppressing
user-side self-interference (SI) and co-channel interference (CI) by
carefully tuning the phase shifts of its massive low-cost passive
reflection elements. To ensure network fairness, we aim to max-
imize the weighted minimum rate (WMR) of all users by jointly
optimizing the precoding matrix of the base station (BS) and the
reflection coefficients of the IRS. Specifically, we propose a low-
complexity minorization-maximization (MM) algorithm for solving
the subproblems of designing the precoding matrix and the reflection
coefficients, respectively. Simulation results confirm the convergence
and efficiency of our proposed algorithm, and validate the advantages
of introducing IRS to realize FD cellular communications.

Index Terms— Intelligent reflecting surface, reconfigurable in-
telligent surface, full-duplex, max-min fairness.

1. INTRODUCTION

Full-duplex (FD) two-way communication in which two or more de-
vices simultaneously exchange data at the same carrier frequency has
received extensive research attention, as it can double the spectral-
efficiency of the wireless communication system [1,2]. FD two-way
relaying has been studied in various scenarios [1,3-5]. However, be-
sides the loop-interference (LI) at the relay, FD two-way networks
must also overcome back-propagation interference at the base sta-
tion (BS) and the users. Therefore, existing networks suffer from
low energy-efficiency and high hardware cost since energy-intensive
transceivers and complex signal processing techniques are required to
cope with the much more complex propagation environment.
Recently, the intelligent reflecting surfaces (IRSs) have attracted
extensive attention from researchers as a means to improve both the
spectral- and energy-efficiency of wireless communication networks
[6]. An IRS comprises a large number of low-cost passive reflection
elements, each independently imposing a continuously or discretely
tunable phase shift on the incident signal [7,8]. When the phase shifts
are properly adjusted, the directly transmitted signal and the reflected
signal can be superimposed constructively at the intended receivers
or destructively at other unintended users, so as to realize directional
enhancement or suppression of signals, while enabling fine-grained
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Fig. 1. Illustration of the IRS-aided FD cellular network between a
MIMO BS and K SISO users.

3D passive beamforming. We emphasize that the IRS reflects signals
through passive reflection, generating no new signals or thermal noise,
and requiring no signal processing operations to deal with LI.

Due to these appealing features, joint precoding at the BS/AP and
reflecting elements design at the IRS have been extensively studied in
one-way communication networks [9-16]. However, there is a pauci-
ty of investigations on the study of the integration of IRS in two-way
communications [17-19]. Additionally, the fairness between uplink
and downlink transmissions needs to be guaranteed in FD communi-
cation, which has not been taken into account in these studies.

In this paper, we propose to employ an IRS in an FD cellular net-
work to provide signal coverage for users in blind areas, as shown in
Fig. 1. Specifically, unlike the relay schemes in [20], in our proposed
system, both the uplink and downlink transmissions can occur simul-
taneously and operate at the same frequency via the reflection of the
IRS, and thus potentially doubles the spectral-efficiency. In order to
guarantee fairness, the max-min fairness (MMF) criterion is chosen as
the optimization metric, which is a complex non-differentiable objec-
tive function (OF). We propose a low-complexity algorithm based on
alternating optimization and the Minorization-Maximization (MM)
algorithm to solve this problem. According to the simulation results,
our proposed algorithm has a high convergence speed, and the FD
cellular network can achieve high communication performance.

2. SIGNAL MODEL AND PROBLEM FORMULATION

2.1. Signal Transmission Model

We consider the IRS-based FD cellular communication system shown
in Fig. 1, where one BS and K users exchange data at the same time
and the same frequency. Due to severe path loss and blockages, no
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direct link between the BS and the users is assumed to exist. To re-
solve this issue, an IRS containing M passive reflection elements is
deployed to establish additional non-line-of-sight (NLoS) links. The
BS is equipped with Ny > 1 transmit antennas and N, > 1 receive
antennas. Each user is equipped with one transmit antenna and one
receive antenna. The kth user transmits signals with fixed power Py.
Denoting F = [f1,---,fx] € CNt*XK 45 the collection of beamform-
ing vectors of the BS, the power constraint of the BS is

Sp = {F|Tr [FHF} < Pmax}, (1

where Prax is the maximum transmit power. All the data symbols
sent by the BS and the users are assumed to be independent Gaussian
with unit power. The phase adjustment of the IRS to the reflected sig-
nals is modeled as a set of reflection coefficients ¢ = [¢1, - -, ¢M]T,
or equivalently as a matrix ® = diag (¢), where |¢m|> = 1, Vm =
1,---, M.

We assume that the channel state information (CSI) of all
channels is quasi-static and perfectly known at the BS. Though this
assumption is idealistic, it allows us to explore the performance upper
bounds for the IRS-based FD network. The baseband channels from
the BS to the IRS, from the IRS to the BS, from user & to the IRS, and
from the IRS to user k are denoted by Gy € CM*Ne G, ¢ CM*Mr,
hy, € CM*1 and h,, € CM*1_ respectively. Additionally, we
denote the loop channels between the transmit and receive antenna(s)
of user k and the BS by hj, and Hg, respectively. Let us define
K ={1,---, K}. Denoting the set of receive beamformers at the BS
by Uy = {uu,k, Vk € K}, in [21] the mean squared error (MSE) of
the estimated signal at the BS corresponding to user k was derived as

K
H ~H H LH
euk = E Pruy Gy @h by, @ Gruy i

m=1

— 9Re {\/PkugﬂkGfI@ht,k} +odull puu g + 1,

(@3]

where o3 denotes the the average power of the total noise resulting
from the interference cancellation at the BS. Similarly, defining the LI
coefficient pr, and the self-interference (SI) coefficient ps with 0 <
pL, ps < 1 to respectively model the residual LI and SI components
of the interference elimination methods applied by the users, the MSE
of the estimated signal at user k can be derived as
K
epk = Y uppup shix @Gifnf G @ h, i
m=1
K
+ > pPuup pup xhiy®hy mhil, &Th,

m=1
— 2Re {ug,khﬁkq)ctfk} todubups+1, ()

where coefficient p is equal to 1 except when m # k, in which case
it is equal to pg, and a%’ , represents the average sum power of the
residual LI and additive white Gaussian noise (AWGN) at user k.

2.2. Problem Formulation

We introduce two sets of auxiliary variables: Wp = {wp > 0,
Vk € K} and Wy = {wu,r > 0,Vk € K}. Using the equivalence
between the achievable rates and the mean-square error, tractable low-
er bounds for the maximum downlink and uplink achievable rates
(nat/s/Hz) of user k can be derived as follows [21]

For a given reflection coefficient vector ¢, rp . and ru  are concave
functions for each set of variables when the others are fixed.

To guarantee fairness among the users, we propose to maximize
the weighted minimum rate (WMR) of all users by jointly optimiz-
ing the precoding matrix of the BS and the reflection coefficients
of the IRS, subject to maximum transmit power and unit modulus
constraints. Denoting £ = {D, U}, we introduce a weighting fac-
tor wy, > 1 for VI, k to represent the inverse of the priority of the
corresponding user. Then, the WMR maximization problem can be
formulated as

wSlee i Bi trwrid o
F,

st. F e Sr, (6b)

¢ €Sy, (6¢)

where the set Sr is defined in (1), and the set Sy defined as S¢ =
{p||pm| = 1,1 < m < M} imposes the unit-modulus constraint on
¢. This problem is non-convex due to constraint (6¢). In the follow-
ing, an efficient algorithm is provided to solve this problem.

3. LOW-COMPLEXITY ALGORITHM

In this section, we derive an MM-based alternating optimization al-
gorithm for efficiently solving the formulated problem (6).

3.1. Outer Iteration

From the lower bounds (4) and (5), although additional variables are
introduced, we see that the variables in Problem (6) are not cou-
pled. This motivates us to adopt an alternating optimization approach,
where the variables Up, Uu, Wb, Wu, F and ¢ are alternately up-
dated to maximize the WMR of all users.

We first introduce the following theorem proposed in [21].

Theorem 1 For given ¥, ¢, Whp and Wy, the optimal Up and Uy
are respectively given by

K
uly, = hy' PGy, (Z bl @G f, Gl ®"h, ),

m=1
K —1
+ Z mehllf{,k‘I)ht«thm‘I’Hhr,k + UIQD,I@) , (7
m=1
/ H
uPh = PGy @he , Vk.  (8)

s

M

PnGH®h; bl PHG, + o1y,
1

And for given F, ¢, Up and Uy, the optimal Wp and Wy are respec-
tively given by

-1

opt 1 opt __
Wy, i = €Uk

Wp = €p k> vk.

©)

Theorem 1 provides closed-form solutions for Up, Uu, Wp and
Wu, and our main task is thus translated into optimizing the precod-
ing matrix F' and the reflection coefficient vector ¢». Note that the
precoding matrix F is not related to the rate of the uplink transmis-
sion 7y, so by defining hp x (F) = wp,krp,k (F) for VI, k, the
subproblem corresponding to F can be formulated as

ro (F, 6, Up, Wo) = log |wp x| — wprepe +1, (&) max o, (F) = min {ho . (F)} (10a)
ruk (¢, Uu, Wu) =log lwu k| —wurevr + 1. (5) st. FeSp. (10b)
AAA
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It can be derived that hp 1 (F) has a quadratic form as follows
ho.i (F) = 2Re {Tr (CEF)} —Tr (FHBkF) + consty,. (11)

where the definitions of By, Cy, and consty, are given in [21, III-B].
Similarly, with the following definition

hik (@) £ wierik (@)
— 9Re {a}?kqb} — " A + constiy, VI k,  (12)
the subproblem for the optimization of ¢ can be formulated as
max Ok (@) = min, {hk(d)}
@€ Sy.

where the definitions of a; 1, A; 1, and const; j are givenin [21, ITI-C].

(13a)

S.t. (13b)

3.2. Inner Iteration

As shown in 3.1, there are two complex subproblems (10) and (13) to
solve in the outer iteration. In this subsection, we propose a modified
MM algorithm to efficiently solve these two problems.

First, we introduce the following differentiable smooth approxi-
mation for the objective functions dp,x (F) and d;x (¢) [22]:

—i log <Z exp {—php i (F)}> , (14)

ke

ok (F) ~ f (F) =

Sii (@) = f(¢) = ’i log <Z > exp{—phu (¢)}> , (15)

leL kek
where 1 > 0 is a smoothing parameter. For p > 0, the following
inequalities hold:

F(F) < 6px (F) < f (F) + ilog(m, (16)

£ () <oun(d) < (&) + i log (2K) . (17

. 1 .
The function —; log (IGZX exp{ ux}) has been proved in [14]
to be increasing and concave with respect to (w.r.t.) x. Note that
quadratic functions hp i (F') and hy k. (¢) are concave w.r.t. F and
¢, respectively, so f (F) and f (¢) are concave functions w.r.t. F
and ¢, respectively. It should be noted that an appropriate strategy
for initializing and adjusting p should be chosen. On the one hand, in
the early stage of the outer iteration, a large px may trap F and ¢ in a
local stationary point far from the optimal solutions of Problem (10)
and (13). On the other hand, in order to ensure that the algorithm con-
verges to a globally optimal solution, a large y is required to improve
the approximation accuracy in the later stage.

The MM algorithm [23, 24] is widely used for resource alloca-
tion in wireless communication networks [11, 14, 15]. Specifical-
ly, instead of the original subproblems (10) and (13), we iteratively
solve two series of more tractable surrogate problems whose OF-
s minorize the original ones. Denote the optimal solutions of the
surrogate problems at the nth iteration by F™ and ¢™. The result-
ing sequences of F" and ¢" are guaranteed to respectively converge
to the Karush-Kuhn-Tucker (KKT) point of Problem (10) and (13)
[14], and the sequences of OF values {f (Fl)  f (F2) . } and
{ f ((]51)  f (¢2) S } must be monotonically non-decreasing.

To obtain the surrogate problems, we introduce the following the-
orems [21]:

Theorem 2 For any feasible ¥, f (F) is minorized with a quadratic
Sfunction at solution F" as follows

7 (F|F™) = 2Re {Tr [VHF} } +aTr [FHF] +consF. (18)
In (18), V and consF are respectively defined as

V=> gox(F") (Ck - BSF") — aF",
ke

consF' = f(F") + oTr [(F")HF”]

— 2Re {Tr

Refer to [21, Theroem 1] for the more details of this theorem.

> oo (B") (CFf — (E")"By) B

kek

} |

Theorem 3 For any feasible ¢, f (@) is minorized at solution ¢™
with the following function:

F(d|¢™) = 2Re {vH¢} + consg. (19)

In (19), v and cons¢ are respectively defined as
v=d-pe",
consé = f (¢") + 2Mf — 2Re {qus"} .
Refer to [21, Theroem 2] for more details.

Then, we can formulate the surrogate problem corresponding to
F' at each inner iteration by replacing the OF of Problem (10) with
(18), as follows

max 2Re {Tr [VHF]} +aTr [FHF} feonsF (2la)

st. FeSp. (21b)

Introduce the Lagrangian multiplier ¢ and construct the following La-
grangian function

L (F,() = 2Re {Tr [VHF] } +aTr [FHF] + consF"
— ¢ (T [FF] = Pua ). (22)
By setting the first-order derivative of £ (F', () w.r.t. F to zero, and

considering the power constraint Tr [FHF] < Piax, the optimal so-
lution for F' at each inner iteration can be derived as

v H
~V/a, it "V < p

Pryax V h 1
— TWIiSe.
\ Tr[vHEV] 0 otherwise

By replacing the OF of Problem (13) with (19), the surrogate problem
corresponding to ¢ at each iteration is formulated as

FoPt = (23)

mgx 2Re {de)} + conso (24a)
¢ € Sy.

It is readily derived that the optimal solution of ¢ at each inner itera-
tion is given by

s.t. (24b)

¢ =exp{j/v},
where / (-) and exp {-} are element-wise operations.

(25)
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Algorithm 1 MM-based alternating optimization algorithm

1: Initialize iteration number » = 1 and feasible F* and ¢!. Calcu-
late Obj (F', ¢'). Set p, ¢, maximum number of iterations nyax
and error tolerance ¢.;

2: Given F™ and ¢", calculate 22" and u2 ™" following (7) and (8);

: Given F", ¢™, up™" and uj+', calculate wiit! and wit? fol-

lowing (9);

: Calculate F; = My (F™) and Fo = M (Fy);

. Calculate Q; = F;, —F" and Q; = Fy, — F; — Qq;

: Calculate step factor w = — Hg;”? ;

: Calculate F*"t! = F” — 2wQ; + @w?Qs.

n+1 n+1 Pmax yan+1.
Itr ¢ Sr, scale F < ;

: If Obj (F" 11, ¢™) < Obj (F™, ¢"), set w + (w — 1) /2 and go to
step 8;
10: Calculate ¢ = M, (¢™) and ¢ = M, (P1);
11: Calculate q; = ¢ — ¢™ and qz = ¢2 — p1 — q1;
12: Calculate step factor w = — H:l HF ;
21l F
13: Calculate ¢"*' = exp { £ (¢ — 2wa1 + w q2) };
14: If Obj (F" T, 9" ™) < Obj (F" T, ¢™), set w + (w — 1) /2 and
go to step 13;
15: Set p + p*;
16: If |Obj (F" 1, ¢"*) — Obj (F™, ¢™)| /Obj (F",¢™) < €. Of n >
nmax, terminate. Otherwise, set n <— n + 1 and go to step 2.

(95}

3.3. Algorithm Development

Note that the convergence speed of the proposed MM algorithm is
limited by the tightness of the smooth approximation f (F) and f (¢)
as well as the minorizing functions f (F|F™) and f (¢|¢"). To ad-
dress this issue, we introduce SQUAREM [25] theory to accelerate
the convergence of the proposed MM algorithm. Finally, our pro-
posed MM-based alternating optimization algorithm is summarized
in Algorithm 1, where the OF of Problem (6) evaluated at F" and ¢"
is denoted as Obj (F", ¢™), and the MM-update strategy of F' given
in (23) and that of ¢ given in (25) are denoted as the nonlinear fixed-
point iteration maps M (-) and M, (+), respectively. As shown in
step 15, we define an adjustment factor ¢ to gradually increase p.

The MM method yields monotonically non-decreasing values for
(14) and (15), and both steps 9 and 14 in Algorithm 1 ensure that the
value of the OF in Problem (6) is non-decreasing. Additionally, the
value of the OF must have an upper bound, due to the limitations on
the maximum transmit power Ppax and the number of reflection ele-
ments M. Hence, Algorithm 1 is guaranteed to converge. The overall
complexity of Algorithm 1 is of order O(K*N.M + K*N,M +
K2NZ + K3N, + KM? 4+ KN M? + K*M?) [21].

4. SIMULATION RESULTS

In our simulation, we consider a system with K = 3 users, whose
plane coordinates are uniformly and randomly generated in a rectan-
gular region centered at (120 m, 0) with length 40 m and width 20 m.
The coordinates of the BS and the IRS are assumed to be (0, 0) and
(10 m, 20 m), respectively. The height of the BS, the IRS, and the
users are 30 m, 10 m, and 1.5 m, respectively. The path loss is taken
to be -30 dB at a reference distance of 1 m, and we set the path loss
exponents of all the reflection links as arrs = 2.2 [15]. The small-
scale fading is assumed to be Rician distributed with Rician factor 3.
The other parameters are set as follows: Channel bandwidth 10 MHz,
noise power density -174 dBm/Hz, SI coefficient ps = 1, weight-
ing factors w; , = 1, V!, k, user transmit power P, = 50 mW, Vk,

—&— M=8, Algorithm 1 —e— M=16, Algorithm 1
M=8, benchmark —+— M=16, benchmark
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Fig. 2. Convergence behaviour of proposed Algorithm 1 versus the
number of iterations and CPU time for M = [8, 16].

number of BS antennas Ny = N, = 4, maximum BS transmit power
Prax = 1 W, initial smoothing parameter ;n = 3, adjustment factor
¢ = 1.05, error tolerance £, = 10~ °. All experiments are performed
on a PC with a 2.59 GHz i7-9750H CPU and 16 GB RAM.

Note that Problem (10) is a second-order cone programming
problem, which can be optimally solved by existing optimization
solvers. To verify the efficiency of our proposed Algorithm 1, we
introduce a benchmark algorithm in which the MOSEK solver [26]
replaces the MM algorithm to solve Problem (10).

Fig. 2 plots the WMR versus the number of iterations and the
CPU time when the number of reflection elements is M/ = 8 and 16,
demonstrating the convergence behaviour of Algorithm 1 and the
benchmark algorithm. We see that both algorithms converge within
40 iterations, which confirms the high efficiency of the outer iteration
of the proposed algorithm. Thanks to MOSEK’s high precision in
solving the SOCP, the converged WMR of the benchmark algorithm
is slightly higher. However, due to its advantage in computational
complexity, Algorithm 1 converges much faster in terms of CPU time.
Additionally, it is interesting to observe that even when the number
of reflection coefficients doubles, the convergence speed in terms
of both number of iterations and CPU time does not significantly
increase. This indicates that our proposed algorithm will maintain
good convergence performance and relatively low complexity even
for the case of large M. The simulation results show an achievable
WMR of about 0.5 bit/s/Hz when M = 8 and 1 bit/s/Hz when
M = 16, confirming the feasibility of using an IRS to realize FD
cellular communication. Given the much lower power consumption
of passive reflection, the IRS shows great potential as an alternative
to FD relays in this application.

5. CONCLUSIONS

In this paper, we have proposed a multiuser FD cellular network
based on an IRS. Specifically, with appropriately adjusted phase
shifts, the IRS can create effective reflective paths between the BS
and the users, while simultaneously mitigating the interference at
the users. To ensure network fairness, we investigated the WMR
maximization problem, where the BS precoding matrix and the IRS
reflection coefficients were jointly optimized subject to maximum
transmit power and unit-modulus constraints. An efficient MM
algorithm with closed-form solutions in each iteration was proposed
to solve the subproblems corresponding to these two variables. Our
simulation results showed that the proposed algorithm has a very good
convergence speed in terms of both the number of iterations and CPU
time, and achieves high communication performance indicating the
energy consumption advantage of IRS in FD cellular communication.

AK

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on August 29,2021 at 15:16:14 UTC from IEEE Xplore. Restrictions apply.



(1]

(2]

(3]

(4]

(5]

(6]

(7]

8]

(9]

[10]

(1]

[12]

[13]

[14]

6. REFERENCES

S. Atapattu, Y. Jing, H. Jiang, and C. Tellambura, “Relay s-
election schemes and performance analysis approximations for
two-way networks,” [EEE Trans. Commun., vol. 61, no. 3, pp.
987-998, Mar. 2013.

Z. Cheng and N. Devroye, “Two-way networks: When adap-
tation is useless,” IEEE Trans. Inf. Theory, vol. 60, no. 3, pp.
1793-1813, Dec. 2014.

S. Silva, M. Ardakani, and C. Tellambura, “Relay selection for
cognitive massive MIMO two-way relay networks,” in Proc.
IEEE Wireless Commu. Netw. Conf. (WCNC), San Francisco,
CA, Mar. 2017, pp. 1-6.

S. Gong, C. Xing, Z. Fei, and S. Ma, “Millimeter-wave secrecy
beamforming designs for two-way amplify-and-forward MIMO
relaying networks,” IEEE Trans. Veh. Technol., vol. 66, no. 3,
pp- 2059-2071, Mar. 2017.

Z.Zhang, Z. Chen, M. Shen, and B. Xia, “Spectral and energy
efficiency of multipair two-way full-duplex relay systems with
massive MIMO,” [EEE J. Sel. Areas Commun., vol. 34, no. 4,
pp. 848-863, Apr. 2016.

M. Di Renzo et al., “Smart radio environments empowered by
reconfigurable Al meta-surfaces: an idea whose time has come,”
EURASIP J. Wireless Commun. Netw., vol. 2019, no. 1, pp. 1-
20, May 2019.

T. J. Cui, M. Q. Qi, X. Wan, J. Zhao, and Q. Cheng, “Coding
metamaterials, digital metamaterials and programmable meta-
materials,” Light: Science & Applications, vol. 3, no. 10, pp.
€218, Oct. 2014.

F. Liu et al., “Intelligent metasurfaces with continuously tunable
local surface impedance for multiple reconfigurable functions,”
Phys. Rev. Appl., vol. 11, no. 4, pp. 044024, Apr. 2019.

Q. U. A. Nadeem, A. Kammoun, A. Chaaban, M. Debbah, and
M. S. Alouini, “Asymptotic max-min SINR analysis of reconfig-
urable intelligent surface assisted MISO systems.,” IEEE Trans.
Wireless Commun., vol. 19, no. 12, pp. 7748-7764, Apr. 2020.

D. Xu, X. Yu, Y. Sun, D. W. K. Ng, and R. Schober, “Resource
allocation for secure IRS-assisted multiuser MISO systems,” in
Proc. IEEE Globecom Workshops (GC Wkshps), Waikoloa, HI,
USA, Dec. 2019, pp. 1-6.

X. Yu, D. Xu, and R. Schober, “Enabling secure wireless
communications via intelligent reflecting surfaces,” in Proc.
IEEE Global Commu. Conf. (GLOBECOM), Waikoloa, HI, US-
A, Dec. 2019, pp. 1-6.

C. Pan et al., “Intelligent reflecting surface aided MIMO broad-
casting for simultaneous wireless information and power trans-
fer.,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1719-
1734, June 2020.

T. Bai, C. Pan, Y. Deng, M. Elkashlan, A. Nallanathan, and
L. Hanzo, “Latency minimization for intelligent reflecting sur-
face aided mobile edge computing.,” IEEE J. Sel. Areas Com-
mun., vol. 38, no. 11, pp. 2666-2682, July 2020.

G. Zhou, C. Pan, H. Ren, K. Wang, and A. Nallanathan, “Intel-
ligent reflecting surface aided multigroup multicast MISO com-
munication systems,” IEEE Trans. Signal Process., vol. 68, pp.
3236-3251, Apr. 2020.

[15]

[16]

[17]

[18]

[19]

[20]

(21]

(22]

(23]

(24]

(25]

[26]

AM

C. Pan et al., “Multicell MIMO communications relying on in-
telligent reflecting surfaces,” IEEE Trans. Wireless Commun.,
vol. 19, no. 8, pp. 5218-5233, May 2020.

Z. Abdullah, G. Chen, S. Lambotharan, and J. A. Chamber-
s, “Optimization of intelligent reflecting surface assisted full-
duplex relay networks,” IEEE Wireless Commun. Lett., early
access, 2020, DOI: 10.1109/LWC.2020.3031343.

S. Atapattu, R. Fan, P. Dharmawansa, G. Wang, J. Evans, and
T. A. Tsiftsis, “Reconfigurable intelligent surface assisted t-
wo—way communications: Performance analysis and optimiza-
tion,” IEEE Trans. Commun., vol. 68, no. 10, pp. 6552-6567,
July 2020.

Y. Zhang, C. Zhong, Z. Zhang, and W. Lu, “Sum rate optimiza-
tion for two way communications with intelligent reflecting sur-
face,” IEEE Commun. Lett., vol. 24, no. 5, pp. 1090-1094, May
2020.

D. Xu, X. Yu, Y. Sun, D. W. K. Ng, and R. Schober, “Resource
allocation for IRS-assisted full-duplex cognitive radio systems,”
IEEE Trans. Commun., vol. 68, no. 12, pp. 7376-7394, Sept.
2020.

Z. Zhang, Z. Ma, M. Xiao, G. K. Karagiannidis, Z. Ding, and
P. Fan, “Two-timeslot two-way full-duplex relaying for 5G wire-
less communication networks,” IEEE Trans. Commun., vol. 64,
no. 7, pp. 2873-2887, July 2016.

Z. Peng, Z. Zhang, C. Pan, L. Li, and A. L. Swindlehurst,
“Multiuser full-duplex two-way communications via intelli-
gent reflecting surface,” 2021, [Online]. Available: http-
s://arxiv.org/abs/2006.05147.

S. Xu, “Smoothing method for minimax problems,” Comput.
Optim. Appl., vol. 20, no. 3, pp. 267-279, Dec. 2001.

D. R. Hunter and K. Lange, “A tutorial on MM algorithms,”
Am. Statist., vol. 58, no. 1, pp. 30-37, Feb. 2004.

Y. Sun, P. Babu, and D. P. Palomar, “Majorization-minimization
algorithms in signal processing, communications, and machine
learning,” IEEE Trans. Signal Process., vol. 65, no. 3, pp. 794—
816, Feb. 2017.

R. Varadhan and C. Roland, “Simple and globally convergent
methods for accelerating the convergence of any EM algorithm,”
Scand. J. Stat., vol. 35, no. 2, pp. 335-353, June 2008.

“The MOSEK optimization toolbox for MATLAB man-
ual,” Version 9.2 (revision 35), [Online]. Available:
http://mosek.com, Accessed on: Jan. 2, 2021.

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on August 29,2021 at 15:16:14 UTC from IEEE Xplore. Restrictions apply.



