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A B S T R A C T   

Telerobotic operation, i.e., a human operator to manipulate remote robotic systems at a distance, has started to 
gain its popularity in the construction industry. It is expected to help tackle operational challenges in dynamic 
construction workplaces. The success of telerobotic operation builds on the effective design of the human-robot 
interface to provide human operators with necessary senses about the remote workplaces, involving multimodal 
sensory cues, such as visual, audio and haptic feedback. Especially the force feedback design in telerobotic 
control interface is of central interest and is becoming the main feature of the bilateral control system for tel
eoperation, as it helps provide feedback about heavy physical interactions and processes in typical construction 
operations. Nonetheless, how force feedback simulation solutions affect the human operator’s perceptional and 
behavioral reactions is less understood. This paper investigates the neurobehavioral performance of operators 
with a bilateral control system in a typical industrial valve operation experiment (n = 21). The experiment tested 
two force feedback conditions: Realistic (the system replicates the exact same feeling of the torque in valve 
manipulation operations) and Mediated (the simulation reduces the force on the human operator end by 50% to 
enable more flexible controls). The performance of the participants was evaluated via various metrics, including 
task performance, human performance and operational velocity uniformity. Data was collected with eye- 
tracking, neuroimaging (functional near-infrared spectroscopy, fNIRS), motion analysis, and NASA TLX sur
veys. The results indicated that the mediated force feedback in bilateral telerobotic operation helped more ac
curate operation, increased dual tasking, reduced cognitive load and more efficient neural functions; yet it 
encouraged participants to engage in more irregular actions, showing as dramatic changes in valve rotating 
speeds. The findings suggest that the force feedback design of telerobotic systems should be more carefully 
thought through to balance the advantages and disadvantages.   

1. Introduction 

The broadening cooperation between human and robot is a defining 
symbol of Industry 4.0 [1]. With the fast technological development, 
robotic applications have penetrated in various operational areas in the 
construction industry such as, turtlebots for construction site scanning 
[2,3], autonomous brick-laying robots [4], unmanned aerial vehicles 
(UAVs) for detecting the environment [5,6], humanoid robots in daily 
industrial operations [7] and construction robots collaborating with 
human workers in construction workspaces [8]. It is noted that con
struction operations are challenged by the open and evolving work 

environment, dynamic and changing workflows, and hard-to-define 
human-robot cooperation requirements [9,10]. In such an environ
ment, telerobotic operation, i.e., human workers to manipulate robotic 
systems in complex tasks at a distance, is a promising approach to 
converge the advantages of both robotic systems and human agents in 
uncertain decision-making [11]. Unlike fully autonomous solutions that 
rely on robotic sensing and intelligence for automated task planning and 
execution [12], telerobotic operations enable human as the commander, 
while enhancing work performance and quality as it can scale human 
force and motion to achieve stronger, bigger or smaller action capabil
ities [13]. The teleoperation of drones and turtlebots in surveying and 
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project controls can be recognized as typical and popular telerobotic 
applications in the construction industry [14]. 

One of the long-lasting challenges faced by telerobotic operation 
methods is human-robot interface design, i.e., how the feedback from 
the robotic system to the human operator should be designed and 
optimized to enable a better performance [15,16]. Human perception 
about the telerobotic workspace is highly affected by the created sen
sations on the operator’s end via human-robot interface; literature has 
identified that perceptual modalities of human beings such as visual, 
auditory and haptic feedback, all play a critical role in generating a 
proper sense of the workspace and eventually affect the teleoperated 
task performance [17–19]. Especially haptics, including the feeling of 
force, motion and vibrations, have been proven helpful for accurately 
perceiving task status and physical systems with heavy motions and 
enabling precision operations [20–23] and become the main feature of 
bilateral teleoperation [11,24] However, fundamental questions 
regarding the relationship between haptic feedback design and human 
perception of the physical systems and processes remain unanswered. 
Understanding the impact of haptic feedback on the perception and 
performance of telerobotic operators sets the foundation for optimizing 
the feedback system design to compensate for the physical capabilities of 
human workers and facilitate better and safer construction operations. 

As one of the efforts for understanding the human-robot force feed
back interface, this paper investigates the neurobehavioral performance 
of telerobotic operators with a bilateral control system in a typical in
dustrial valve operation, under two force feedback conditions: realistic 
and mediated. Without losing the generality, the two conditions under 
test represent typical telerobotic feedback design strategies. The realistic 
force feedback simulates physical forces of the remote robotic system in 
the most realistic way, such as the object weight, torch or resistance 
sensed by the robot [25]. While the mediated force feedback applies a 
force mediator (i.e., attenuator or amplifier) to the sensed forces for 
easier or better controls, such as amplifying the feeling of resistance in 
robot-assisted microsurgery [26], or attenuating the feeling of weight in 
heavy lifting operations [27]. The industrial facility turnaround shut
down operation (hereafter, “turnaround shutdown”) was selected as the 
study case, i.e., an event wherein the entire plant is shut down for a short 
period of time for renewal [9]. This task can be too dangerous for human 
labors with the possible presence of radioactive and toxic materials, and 
can be too complex for autonomous robots to handle due to the uncer
tain, dynamic and evolving environment and hard to the pre- 
programmed tasks. As a result, it has been a popular use case for tele
robotic operation [28]. A Virtual Reality (VR) experiment was per
formed where participants were required to teleoperate a series of 
valves, with two levels of force feedback (realistic and mediated). The 
human performance was evaluated subjectively by questionnaires and 
objectively by physiological data collected through eye tracking and 
functional near-infrared spectroscopy (fNIRS) device. The remainder of 
this paper will introduce the background, the research methodology and 
the findings. 

2. Theoretical background 

2.1. Remote robot controls 

Literature has proposed distinct strategies for remote robotic con
trols. One strategy focuses on advancing autonomy or intelligence of 
remote robots for autonomous or semi-autonomous actions, such as 
adjustable autonomy [29], shared control [30], mixed initiatives [32] 
and safeguarded control [33]. These methods heavily rely on the 
spontaneous actions of the remote robots while human operators play a 
passive role as supervisor. Although many of these methods are effective 
in well-controlled environment with well-defined context (such as the 
lab environment), it is still difficult and inefficient for remote robot react 
flexibly [34] at operationally speed in complex, unpredictable, and 
diverse environments due to most robots’ inability to comprehend non- 

preprogrammed conditions and processes in which they operate. To 
handle complex tasks in unstructured environment, another option is 
involving human in the loop by combing the unique cognitive skills of 
human operators with autonomous tools [35]. The human operator can 
intuitively integrate prior knowledge with dynamic observations and 
contextual clues to evaluate and adjust the robot’s goals, making pre
dictions and compensating for situational understanding. In this way, 
the human agent plays a more active role of being central to the sense- 
learn-control process [36,37]. Previous studies also showed that this 
human-robot cooperation amplifies a person’s sensing and decision- 
making ability, as well as manipulation capability in remote tasks 
such as space and underwater exploration [38], rescue tasks in haz
ardous environments [39] and invasive surgery [40]. 

To achieve a successful human-robot collaboration in human- 
centered telerobotic operations, methods for integrating human 
agent’s cognitive, perceptual and motor skills with the physical and 
cognitive assistance functions of the robotic systems need to be delib
erately designed [41,42]. Human-robot interface is one of the key fac
tors. A variety of feedback methods have been tested, including haptics, 
visual, and audio cues for providing the sense of presence in the remote 
environment (i.e., telepresence) and operational guidance [18–20]. 
Haptic feedback could refer to an overall sense of kinesthetic (infor
mation of forces, torques, position, velocity, etc.) and tactile (informa
tion of surface texture, friction, etc.) [43] Among the multimodal 
sensory feedback simulation of the remote environment, haptic feed
back is proven to be the most effective method and thus receives most 
popularity in teleoperation such as bilateral control system. A bilateral 
control system is a control system for teleoperation with haptic feedback 
[44] and it attracts considerable interest because it transfers the haptic 
sense to a remote place [24]. In such a system, information as forces and 
velocities flows in both directions between the operator and the robot. A 
typical example is that the joystick detects the operator’s position and 
motors provide backdrive forces and torques to the operator [45]. 
However, while most efforts have been focusing on the system design of 
haptic teleoperation systems [13,46,47] and the advantages of haptic 
feedback in telerobotic controls [42,48], there is still missing concrete 
evidence about how various forms of haptic interface affect the opera
tor’s mental and physical performance, in a positive or negative way. In 
addition, even though abstraction and reproduction methods of force 
sensation from the real environment bilateral control were proposed by 
several studies [49–51], there still lacks research exploring how the 
abstraction of force influences the operator’s perception and behavior. 
This paper proposes to build up evidence for one of the most feasible 
teleoperation robots with bilateral control system in complex industrial 
construction operations, which is introduced in the next section. 

2.2. Industrial mobile manipulator 

The mobile manipulators (robot arms onboard a mobile robot) such 
as Tiago [52], Mobile Baxter [53,54], Fetch and Freight [55], which 
feature the capability of navigation, manipulation, and more flexible 
human-robot interaction, are proven to have more merits than the 
classic collaborative arms (cobots) and collaborative mobile robots 
(CMR) [56]. Mobile manipulators show great potentials for imple
mentation in many new application areas such as space and underwater 
exploration, construction and services [57]. Previous researches have 
explored the use of mobile manipulators in hazardous or confined en
vironments like oilfield and offshore plants to perform daily tasks of 
maintenance or equipment verification with teleoperation systems 
[58,59]. Several studies [60,61] also point that in addition to increasing 
efficiency and productivity, the mobile manipulator can also improve 
the operators’ health, safety with additional environmental benefits, 
which are high priority for many industrial companies. Despite the 
apparent benefits of mobile manipulators at industrial workplaces, 
challenges remain to be solved such as navigation task and path plan
ning, control, and intuitive human-robot interaction [62]. Although 
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topics of motion controls [63–65] and machine autonomy [66–68] have 
been widely discussed in the literature, how to provide a proper level of 
awareness of the workplace to the human operator via what kind of 
human-robot interfaces, have not received enough attention in this 
particular body of literature. As discussed earlier that haptics is a pop
ular design factor of the human-robot interface. This is especially 
applicable for industrial mobile manipulator as most industrial opera
tions involve not only the motion controls but also the force of the end- 
effector of arm driven by the physical processes (such as the need to feel 
the torque of a valve, or the weight of an object) [70]. Therefore, this 
paper focuses on understanding the impact of force feedback on human 
operators’ neural and functional performance in the teleoperation of 
industrial mobile manipulators. The challenge relates to human per
formance assessment. We propose the use of multiple neurophysiolog
ical and behavioral assessment methods. 

2.3. Neurophysiological analysis of human performance 

Human performance builds on a complex neuropsychological pro
cess and involves a variety of functions related to the learning, 
comprehension, analysis and evaluation of the events of interest [71]. 
Evidence indicates that the presence of the robot could affect multiple 
cognitive functions and lead to unpredictable implications. Especially, 
as Nickerson [72] found, working with telerobot can significantly affect 
the attention patterns of workers in professional tasks. Yet literature still 
gives conflicting conclusions about the impacts of the collaborative 
robot on human cognition. Some studies show that robot can enable 
human agents to pay more attention to the higher level of cognitive tasks 
(such as planning) by automating less critical routine tasks [73], while 
others observed the opposite data as robots could also divide human 
attention and therefore, affect performance negatively [74]. As a result, 
it is necessary to provide additional evidence that helps fill the gap. 
Literature also recognizes that it is nontrivial to directly measure human 
cognitive activities as most of them are implicit [74]. 

As a solution, eye tracking and gaze analysis are often used as an 
indirect measure of cognitive activities [75–77]. Research [75,78,80,81] 
found that eye movement was a strong predictor of the attention allo
cation of the users by showing the concentration level on different areas 
of interest. Gaze movement patterns also indicate the specific decision- 
making styles of a person. Compared to the post questionnaires, gaze 
movement also features the tracking of sensitive real-time behavior of 
the user during an ongoing task. Therefore, the eye-tracking system was 
used in this study to help analyze the attention patterns of the subjects 
while performing the task. 

Another solution to study human cognitive activities is neuro
imaging. Recently, Functional near-infrared spectroscopy (fNIRS) has 
started to draw attention as a novel and invaluable tool to study and 
monitor tissue oxygenation changes in the brain non-invasively [82,83]. 
The attributes of fNIRS like portability, movement tolerability, and 
safety of use have made it particularly suitable for investigating brain 
function [84]. Comparing to other available neuroimaging techniques 
relying on neurovascular coupling such as functional magnetic reso
nance imaging (fMRI) [85] and positron emission tomography (PET) 
[86], and those based on the electromagnetic activity of the brain such 
as electroencephalography (EEG) [87] and magnetoencephalography 
(or MEG) [88], fNIRS is more robust for monitoring cortical hemody
namics during motor tasks or tasks involving walking given its advan
tages of low sensitivity to body movements and the systems’ portability 
[84]. These features of fNIRS make it suitable for tracking worker’s 
brain activities with heavy body motions during regular operations. 
Previous studies have proven that hemodynamic responses in the pre
frontal cortex (PFC) measured by fNIRS can be used to quantify and 
classify mental workload [89], and is also linked to decision making 
[90]. Both metrics are essential factors influence workers’ performance 
in complex tasks involving working memory, knowledge and motor 
skills. According to [91], motor stimuli increase the oxygenated 

hemoglobin and decrease the deoxygenated hemoglobin in the motor 
cortex, which contains the primary sensorimotor cortex (PSMC) and the 
premotor cortex (PMC). The activation signals from this area can be used 
to evaluate behaviors like movement planning, control and execution, 
which are related to physical operation as valve rotation. As a result, in 
this research, the prefrontal and motor cortex activities measured by 
fNIRS are used to study the mental workload of the worker during the 
task. 

3. Teleoperation force feedback and data collection systems 

3.1. Overall architecture 

In order to examine human performance in bilateral teleoperation 
with different levels of force abstraction, we designed a virtual reality 
(VR) simulator based on our previous works connecting a haptic device 
with the simulated valve operation task [92–98]. Fig. 1 illustrates sys
tem architecture. 

In this system, we simulated a remote industrial mobile manipulator 
equipped with a camera and force sensors, so it can provide the first- 
person view (FPV) and force information to the human operator. The 
human operator wore a VR headset to display the FPV from the remote 
robot. We used a force feedback device, Novint Falcon [99] to reproduce 
the sensed force from the virtual robot, and control the arm of the 
remote robot. As illustrated in Fig. 1, the teleoperation system provides 
three functions- virtual environment, automated force feedback con
trolling, and real-time data collection: (i) A complex pipe network sys
tem built in Unity3D game engine to simulate the real working 
environment with an update rate of 90 Hz, where the shutdown works 
require high level cognitive engagement (e.g., memory retrieval, plan
ning and spatial cognition) and motor engagement (rotating the valves 
in certain rounds) (Fig. 2); (ii) A bilateral control system for tele
operation using Novint Falcon, a 3-DOF haptic device, as an input and 
output controller that simulates realistic physical feedback with the 
position sensing and force rendering rate of 1 kHz [99] (Fig. 3); and (iii) 
Neurobehavioral data collection system that collects eye tracking data 
(pupil size, and gaze position), motion trajectory, event markers and 
brain activity data measured by fNIRS. The following sections will 
provide more details of the system. 

3.2. Virtual environment 

To avoid the extra distractions from the environment, the virtual 
environment only contains a simulated workplace with four walls 
around a foursquare plane and pipelines (Fig. 2). 

The pipelines contain connected pipes and 23 valves with the -radius 
of 3 in., with each of them being able to interact with the Novint Falcon 
device. For each valve, two groups of parameters are transferred to the 
force feedback system through the socket. The first one includes shape, 
scale, and material data, which is used to calculate the static force 
feedbacks while the participants are touching the valves. The other one 
includes the real-time position and rotation angles of each valve, which 
are used to calculate the dynamic force required to rotate the valve. In 
front of each valve, a teleport spot is placed for the participant to switch 
and navigate in the virtual space. 

As mentioned earlier, in this research, we mainly focused on the 
operator’s physiological differences between two levels of force feed
back when teleoperating the remote robot, so teleport was chosen as the 
navigation method as it simplified the route controlling task and mini
mized the influence on the operator pertaining to navigation. To 
incorporate the controller into the VR environment, a virtual robotic 
arm was designed to represent the physical controller, which can move 
on the zone X-Y-Z. In addition, we also designed the degrees of the 
virtual controller’s freedom, which can be adjusted according to various 
working environments. 
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3.3. Teleoperation controller with force feedback simulation 

We simulated physical forces in VR with Novint Falcon (Fig. 3), 
which has been proved stable performance in previous teleoperation 
research [100–102]. This device consists of three motorized arms 
attached to an interchangeable end-effector that communicates with 
Unity through the socket. 

Studies on human performance in Virtual Environment (VE) show 
that people are generally able to detect latency as low as 10–20 ms 
[103], and some studies did not find performance degradations with 
latencies under 1 s when teleoperating the remote robot to do grasp and 
placement tasks [104]. In our research, all devices were wire-connected 
in the same room. The experiment setting was created in a direct con
nected manner. The lags were mainly driven by the VR device, which 
was under 5–10 ms and neglectable. The workspace of the Falcon is 4 in. 
in each direction. The size of the virtual workspace for each valve in the 
VE is also 4 in. in each direction. In order to make the interaction more 

natural and closer to real-life experience, we used one-to-one mapping 
of the position between the Falcon controller and the virtual represen
tation in each direction. A physical force algorithm was applied to 
simulate the physical feedbacks with two modes: Realistic force feed
back: the force required to spin the valve is equal to what people sense in 
real life (15 lbs./ft) when operating the heavy valve. Mediated –the force 
required to spin the valve is 50% less than the realistic force feedback 
case (7.5 lbs./ft); When the virtual Novint controller collides with an 
object in VR, a vector of force value will be updated by the algorithm 
that can be used as the output value for the force simulation device, and 
as the input for the formation exchanges of the virtual objects. 

The static case of moment balance when the Novint Falcon controller 
touching the valve can be given with the following equation: 

τ = F × R = I × α =
m R2

2
α (1)  

where τ is the magnitude of the torque or “turning effect,” F is the force 

Fig. 1. Architecture of force feedback teleoperation and data collection system.  
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needed to rotate the valve, R is the radius of the valve, I is the moment of 
inertia, m is the mass of the valve, and α is the angular acceleration. 
Therefore, the force provided by the Novint falcon controller can be 
represented as F = mR

2 α. By adjusting the value of the mass in our sys
tem, the controller can provide different levels of force feedback to 
participants. 

3.4. Data collection system 

In order to track participants’ performance during the experiment, 

we used an integrated data collecting system, including build-in activity 
data tracking system via HTC VR device, eye tracker embedded in the 
HTC VIVE goggle, and brain activities tracking system fNIRS. The eye 
tracking device tracks gaze position and eye movement. The data can be 
used to analyze the participants’ cognitive attention patterns. The 
handheld controllers were used to track motion data, including the 
position, rotation, and collision events. We used the motion data to 
analyze the participants’ locations in VR, manipulating patterns, oper
ation speed and durations. The motion tracking data can also be used to 
set event makers for fNIRS recording, so that the operators’ actions can 

Fig. 2. The virtual environment used in the experiment. A: Instruction session; B: virtual remote robot for valve rotation; C: the complete virtual workplace.  

Fig. 3. Teleoperation control system with force feedback simulation.  
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be synchronized with his/her brain activities. Fig. 4 shows the experi
ment setup. 

4. Human subject experiment 

4.1. Participants 

Adult participants (n = 30) were recruited to participate in our study. 
Among the 30 participants, there were 19 males and 11 females, with 
the mean age 23 ± 2.8 years, ranging 18–29. The fNIRS data of nine 
participants were excluded from the analysis due to strong noise from 
heavy motion artifacts as described in Section 5.1. All participants were 
right-handed and had no history of neurological abnormalities. Memory 
test (Factor-Referenced Cognitive Test, FRCT) [105] results showed that 
there were no significant memory performance differences among all 
participants. 

A human-subject experiment was conducted using the VR environ
ment to compare the remote operation performance and cognitive 
functions of test subjects in two conditions (Mediated and Realistic). The 
task involves two sessions requiring both motor and cognitive engage
ment of the participant. The first session was a three-minute memory 
session, in which the participant was required to memorize an operation 
workflow of twelve valves with a 2D layout map and written guidance. 
The following session, the remote operating task, requires both motor 
skills (rotating the valves) and planning (memorizing the sequence and 
the spatial configuration of all valves). A within-subject design was used, 
where each participant was exposed to two conditions: Realistic- Par
ticipants needed to rotate the valves in the right sequence and for a given 
number of rotations. They also needed to apply at least 2000 units of 
mass (15 lbs./ft) to rotate the valve; and Mediated – Participants needed 
only 1000 units of mass (7.5 lbs./ft) to operate the valve, given the 
assistance of (simulated) teleoperation system. They were asked to 
maintain their speed of rotation during the experiment. Fig. 4 illustrates 
the experiment scene and measures. 

4.2. Experiment procedure 

Prior to the experiment, all participants were required to complete a 
brief background questionnaire. This questionnaire was used to record 
participants’ age, gender, neurological history and VR experience. Then 
Factor-Referenced Cognitive Test (FRCT) [105] was used to set the 
baseline of spatial memory ability for all participants. After each task, a 
NASA-TLX workload [106] questionnaire was completed for self- 
assessed measure including Mental Demand, Physical Demand, Tem
poral Demand, Performance, Effort and Frustration. The results pro
vided a subjectively reported cross-validation to participants’ mental 

workload and inhibitory control levels. 
Before the experiment, participants were seated and asked to adjust 

their hair to affixing the wireless fNIRS device. We used a wearable 24- 
channels fNIRS system (Oxymon, Artinis Medical Systems, Zetten, The 
Netherlands) to evaluate activation levels in the prefrontal cortex and 
motor cortex. Fig. 5 shows a schematic design of the fNIRS probes and 
channels used in the experiment, which contains eight detectors and ten 
emitters, capturing twenty-four channels for both left and right frontal 
lobes, including PFC and motor regions. As shown in Fig. 5, red dots 
indicate the sources (emitters), green dots are detectors, and blue lines 
are the channels. A black shower cap was used to fully cover the par
ticipant’s head to ensure that the environmental light would not 
contaminate the fNIRS signals. Care was taken to ensure that all emitters 
and detectors were not affected by the VR google when the participant 
was wearing the VR headset. Once the fNIRS sensors, shower cap and VR 
device were positioned, the fNIRS devices started data collection. 

Then the subject was asked to fill background questionnaires and the 
FRCT test before wearing the VR headset and being introduced to the 
experiment procedure. The experiment consisted of seven sessions 
(Fig. 6): (1) Training: participants were asked to finish a training session 
which helped them learn how to use our teleoperation system to 
manipulate the valve. (2) Memory session i: memorizing the operating 
sequence of 12 valves in 3 min. (3) Teleoperation session i: operating 
valves in the given sequence and for the required number of rotations 
(randomly in one of the two conditions). (4) Post questionnaire session i: 
filling NASA Task Load Index TLX to report subjective mental and user 
experience questionnaires. (5) Memory session ii: same requirements as 
review session i but with a different sequence. (6) Teleoperation session 
ii: same requirements as review session i but in the other force feedback 
condition. (7) Post questionnaire session ii. The sequence of the two 
performance sessions was shuffled to rule out any potential learning 
effects. (The demo video of this experiment can be found at https://y 
outu.be/cahr_-6d3zs). 

4.3. Task and human performance measures 

In this research, we measured task performance and human perfor
mance under the two conditions. As for task performance, the key per
formance metrics include task accuracy and duration. Duration was 
defined as the total time a participant started the teleoperation session to 
the point that he/she orally reported task completion. As for task ac
curacy, every valve was marked in two parts as shown in Fig. 7: a letter 
(A through E) to show its row, and a number (1 through 6) to show its 
specific location in the row from the left to the right. The accurate 
execution of the task means approaching the right valve with both the 
correct letter and number combination. Nonetheless, due to the exces
sive difficulty of the designed task, most participants failed to recall the 
sequence precisely. Therefore, we relaxed the criteria in the operating 
accuracy assessment by examining the letter and number separately. In 
other words, we evaluated the likelihood of a subject selecting the right 
row or the right location in the row separately. 

As for human performance, we focused on fNIRS and eye tracking 
data. Specifically, for fNIRS analysis, we examined the relative activa
tion levels of the prefrontal cortex and motor cortex under the two 
conditions, following the measures as described earlier. The eye tracking 
data was analyzed to quantify the time for planning activities and time 
used for motion coordination. When a participant stares at a valve, we 
assume that he/she is focused on motion coordination, while if the 
participant is looking around, then we assume that he/she is focused on 
planning out the next activity. With that we define dual task as when a 
participant looks around while still rotating the valve (i.e., performing 
motion coordination and planning tasks at the same time). To be noted, 
we also compared the rotation velocity uniformity under the two con
ditions, i.e., how constant the participant can keep the rotation speed 
when force feedback is realistic and when it is mediated. The reason is 
that the operation of the valves with a more uniform rotation speed is Fig. 4. Human-subject experiment setup.  
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more favorable for minimized impact on the facility. Table 1 lists the 
measurement metrics: 

5. Data analysis and results 

5.1. Task performance 

Our first analysis was interested in comparing the task performance 

Fig. 5. fNIRS collection. A: fNIRS device to collect hemodynamic responses; B: schematic layout of fNIRS probes and channels; C: example brain activities.  

Fig. 6. The procedure of the experimental tasks under each condition.  
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under the two conditions. As discussed earlier, two performance metrics 
are task duration and accuracy. Shapiro-Wilk’s test [92] (p > 0.05) was 
used to test the data normality and the results showed that duration and 
accuracy data associated with each condition (realistic and mediated) 
was not normally distributed. To assess whether there is a significant 
difference between two conditions, Wilcoxon signed-rank non-para
metric test [93], a paired difference test that does not require normality, 
was used in our data analysis. As for task duration, the results (Table 2) 
indicates that the total time the subject spending on teleoperation ses
sion decrease significantly under the realistic condition (p < 0.0001). 

As for accuracy, as shown in Table 3, the Wilcoxon signed-rank non- 
parametric test shown a significant increase in both row (letter) accu
racy scores (p = 0.0203) and column (number) accuracy scores (p =

0.0482): Compared to realistic condition, the row accuracy in mediated 
condition increased from 8.36667 to 9.26667 and the column accuracy 
rose from 6.8 to 7.93333. Fig. 8 shows the paired analysis results for 
both the task duration and accuracy comparisons. 

The results indicated that under the mediated force feedback con
dition, both task duration and accuracy were improved, suggesting 
additional benefits of attenuating the force feedback. The reduced time 
could be a result of reduced rotation time of each valve as participants 
were able to rotate the valves at a higher speed attributed to “lighter” 
resistance. We compared the summation of the saved rotation time of all 
valves with the total saved time as shown in Fig. 9. 

It was found that the saved rotation time did not account for the total 
saved time between the two conditions. In addition, faster valve rota
tions did not explain why accuracy was improved. Another possible 
explanation could be that under the mediated force feedback, partici
pants engaged in dual tasking, i.e., focusing on planning while coordi
nating motor activities. It allowed participants to spend more time on 
memory retrieval and thus the pure planning time was shortened, and 
memory retrieval quality was improved. To test it, we rely on eye 
tracking data as described in the following section. 

5.2. Attention pattern 

The gaze data was collected to assess attention pattern changes and 
implications in task performance. The gaze data, including gaze move
ments and fixations, were acquired using an eye tracker. Eye fixation 
was defined as the amount of continuous time (minimum 100 millisec
onds) [107] spent looking within a 20-pixel diameter region. The total 
amount of time spent on fixating the valve was calculated as the sum of 

Fig. 7. The marked location of each valve in the virtual environment (The 
letter (A through E) was used to mark the row information from the front to the 
back, and the number(1 through 6) was used to mark the column information 
from left to right). 

Table 1 
The list of the measurement metrics in the experiment.  

Category Metrics Definition 

Task 
Performance 

Accuracy Row 
(Letter) 

The likelihood of the 
participant selecting the 
right row 

Column 
(Number) 

The likelihood of the 
participant selecting the 
right location in the row 

Task duration The total time the participant started 
Teleoperation session to the point that he/ 
she orally reported task completion 

Human 
Performance 

NASA-TXL 
workload 

Self-assessed measure including Mental 
Demand, Physical Demand, Temporal 
Demand, Performance, Effort and 
Frustration. 

MAD of 
prefrontal and 
motor cortex 

Mean absolute difference (MAD) in 
oxygenated hemoglobin (ΔHbO2) between 
prefrontal and motor cortexes 

Total ΔHbO2 
consumption 

The mean block change in oxygenated 
hemoglobin (ΔHbO2) of each channel 

Eye tracking Motor 
Action 

The participant was 
rotating the valve with 
his/her gaze fixed on the 
valve 

Task 
Planning 

The participant stayed at 
the valve location without 
his/her gaze fixed on the 
valve 

Dual 
Tasking 

The participant was 
rotating the valve while 
looking at other areas 

Operational 
velocity 
uniformity 

Differential 
entropy(DE) 

The degree of how regular and unvarying 
of rotation speeds was applied in the same 
valve, which was estimated based on 
Differential entropy (DE)  

Table 2 
Wilcoxon signed-rank test results of Task Duration, Motor Action and Task Planning.   

Mean Mean difference Test statistic S Prob < s 

Mediated Realistic 

Task Duration 33,200.4 (1/90s) 576,792.5(1/90s) −23,592.1(1/90s) −229.500 <0.0001*** 
Motor Action 11,273.3(1/90s) 29,353.7(1/90s) −18,080.4(1/90s) −226.5 <0.0001*** 
Task Planning 23,904.4(1/90s) 29,170.1(1/90s) −5265.7(1/90s) −128.5 0.0030** 

(Notes. *p < 0.05, **p < 0.01, ***p < 0.001). 

Table 3 
Wilcoxon signed-rank test results of dual task, row accuracy and column 
accuracy.   

Mean Mean 
difference 

Test 
statistic S 

Prob > s 

Mediated Realistic 

Dual Task 1977.33(1/ 
90s) 

1731.3(1/ 
90s) 

246.03(1/ 
90s) 

100.50 0.0182* 

Row 
Accuracy 

9.26667 8.36667 0.9 97.000 0.0203* 

Column 
Accuracy 

7.93333.4 6.8 1.1333 80.5 0.0482* 

(Notes. *p < 0.05, **p < 0.01, ***p < 0.001). 
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fixations within the regions of the valve. The sample rate of all the data 
was 90 Hz. The human motion data was also collected to provide more 
evidence of attention patterns, including the XYZ of the virtual robot, 
the rotation angle and direction of each valve. Based on gaze movement, 
fixations and human motion data, attention pattern was categorized into 
the following three classes: Motor Action - The participant was rotating 
the valve with his/her gaze fixed on the valve; Task Planning - The 
participant stayed at the valve location without his/her gaze fixed on the 
valve; Dual Tasking - The participant was rotating the valve while 
looking at other areas. These can be used to indicate if a participant 
completely focused on the motion coordination (rotating the valve) or 
engaged in dual tasking. Fig. 10 illustrates the algorithms we used to 
mark and calculate how much time was allocated in three of the 
attention pattern categories. 

Shapiro-Wilk’s test (p > 0.05) was used to test the data normality and 
the results showed that attention data associated with each condition 
(realistic and mediated) was not normally distributed. Therefore, we 
used non-parametric Wilcoxon signed-rank test. The Wilcoxon signed- 
rank non-parametric test found that there were significant differences 
between the two conditions in terms of the time spent on Motor Action 
(p < 0.0001), Task Planning (p < 0.0001) and Dual Tasking (p =

0.0030), as shown in Fig. 11, Table 2 and Table 3. The time participants 
spent in Motor Action in mediated condition decreased from 29,353.7 
(326.2 s) to 11,273.3(125.3 s) compared to the realistic condition (p <
0.0001). Interestingly, Planning time of the mediated condition also 
dropped from 29,170.1(324.1 s) to 23,904.4(256.6 s) (p = 0.003), which 
deserves a further interpretation. For Dual Tasking, the mediated con
dition group with mean value 1699.3(18.9 s) allocated more time than 
the realistic group with a mean value of 825.33(9.17 s) (p = 0.0057). 

The results, especially the one related to dual tasking, explained why 
total saved time was more than just the summation of saved valve 

rotation time (because of dual tasking), and why accuracy improved as 
well (more time for planning). The task performance and attention 
pattern analysis suggested that mediated force feedback would not only 
affect the motor functions of human operators, but also influenced the 
cognitive processes in a certain way. To obtain more direct evidence, we 
analyzed fNIRS data. 

5.3. Total neural activation level based on fNIRS data 

fNIRS data was used to provide direct evidence about how mediated 
force feedback and realistic force feedback in bilateral teleoperation 
affected the neural functions. First, fNIRS data was filtered and cleaned. 
For each participant, raw light intensity fNIRS data (18 optodes * 2 
wavelengths per optode) were sampled at 10 Hz. For pre-processing, the 
signals were low-pass filtered to remove the influences from physio
logical changes (heartbeats, breath, Mayer waves and very low fre
quency oscillations(VLF) [108]. Then the motion artifacts were 
identified and removed through the algorithm hmrMotionArtifact from 
the HOMER2 NIRS processing [109] to improve signal quality. Partici
pant data containing motion artifacts in three channels or more were 
removed from the analysis (9 were removed) [110]. The changes in the 
concentrations of oxygenated (oxy) and deoxygenated (deoxy) hemo
globin (Hb) were calculated by absorbance change of 730 and 850 nm 
wavelengths for each channel according to the Modified Beer-Lambert 
Law method [111]. The changes in oxy–Hb values were used as in
dicators of changes in regional cerebral blood volume as oxy-Hb(HbO2) 
is the more sensitive indicator of changes in cerebral blood flow (CBF) 
[112]. 

Fig. 12 shows the HbO2 signals extracted from participant 7. 
Different color lines are used to mark the conditions and stim events: the 
green lines mark the start and end of memory session and the purple 

Fig. 8. The paired analysis results of the task duration, row (letter) and column (number) accuracy.  

Fig. 9. Comparison of total saved time versus saved valve rotation time.  
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lines mark the start and end of the tele-operation session in realistic 
condition while the yellow lines mark the same session in mediated 
condition. After pre-processing, the raw data was converted to HbO2 
activation signals without the noise of physiological changes and motion 
artifacts. The differences in signal patterns pertaining to different tasks 
were used to compute hemodynamic trends related to varying functional 
activations in the two force feedback conditions. 

Then fNIRS data were segmented and extracted for each marked 
event. For each participant’s data, it was cut into three main blocks 
(Memory-task, teleoperation-task under Realistic condition, 
teleoperation-task under Mediated condition) according to the marked 
labels. We used the mean block changes in oxygenated hemoglobin 
(ΔHbO2) levels recorded from each task as the statistical feature in the 
analysis. The mean change in oxygenated hemoglobin has been widely 
used in the fNIRS research [113], which is proven to be able to capture 
the clear distinction between conditions. Shapiro-Wilk’s test was used to 

test the data normality and the results showed that oxygenated hemo
globin concentration changes associated with each condition (realistic 
and mediated) over the prefrontal and motor cortex were not normally 
distributed (p > 0.05). Therefore, we used the non-parametric Wilcoxon 
signed-rank test to determine whether there were significant differences 
in prefrontal and motor cortex activity between the different conditions. 

Our first neural analysis compared activation level changes of each of 
the 24 channels between the two conditions. Wilcoxon signed-rank test 
was used to compare averages over the 24 recording channels for both 
conditions. Table 4 shows the average HbO2 changes of each channel. 
The channels - S1D2 (p = 0.0392), S4D2 (p = 0.0015), S7D7 (p =

0.0332) and S10D7 (p = 0.0074) from PFC shows significant difference 
between two conditions. Compared to realistic blocks, mediated blocks 
were associated with a decrease in hemodynamic response. Similarly, 
there was also a significant decrease, in motor cortex activity when the 
participant was in mediated condition comparing to realistic condition, 

Fig. 10. Algorithm to find the motor action, task planning, dual tasking for each subject.  

Fig. 11. The paired analysis results of the dual tasking, motor action and task planning.  
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from the results of channels in motor cortex – S2D1 (p = 0.0175),S2D3 
(p = 0.0074), S9D6 (p = 0.0007), S9D8 (p = 0.0001). 

The results indicated that the mediated force feedback in bilateral 
teleoperation helped reduce the brain activation levels in important 
functional areas related to both the motor cortex and prefrontal cortex. 
This could mean decreased overall cognitive load, or a simple result of 
the overall reduced hemodynamic reaction of the body due to less force 
used in the experiment. As a result, we performed NASA TLX analysis to 

test if participants perceived reduced cognitive load with mediated force 
feedback. NASA TLX was used at the end of each performance session to 
evaluate participants’ workload levels on six different categories, 
including mental demand, physical demand, temporal demand, perfor
mance, effort and frustration. As shown in Table 5, each dimension of 
workload was analyzed separately using Wilcoxon Signed Rank test and 
the results indicated a significant decrease pertaining to the mental 
demand (p = 0.0323), physical demand (p < 0.001), temporal demand 
(p = 0.0045) and efforts (p = 0.0005) in mediated feedback condition 
comparing to realistic condition. To further test the impact on neural 
functions, we compared the relative engagement of prefrontal cortex 
versus the motor cortex. 

5.4. Neural function changes based on fNIRS data 

As the previous fNIRS analysis showed a significant decrease in both 
prefrontal and motor cortexes, we performed a neural functional anal
ysis to examine whether there were different HbO2 activation differ
ences between prefrontal and motor cortexes in two conditions. Due to 
the sensitivity to extreme values, we used mean absolute difference 
(MAD) instead of the absolute ratio. The MAD between the prefrontal 
and motor cortex was calculated as the result of block mean of channels 
(S9D6, S9D8) from left PFC subtract the ones from the left motor cortex 

Fig. 12. Example of raw HbO2 signals of 24 channels from participant 7 during the whole experiment (A:X-aixs is time(s) and Y-axis is the ΔHbO2 levels; B: X-axis is 
time (s) and Y-axis is 24 channels). 

Table 4 
Wilcoxon signed-rank test results of 24 channels of both conditions (*p < 0.05, 
**p < 0.01, ***p < 0.001).   

Mean Mean difference Test statistic S Prob < s 

Mediated Realistic 

S1D1 −0.0001 0.00021 −0.0003 −30.500 0.1501 
S1D2 −0.0004 0.00035 −0.0007 −50.500 0.0392* 
S2D1 −0.0011 −0.0001 −0.0011 −59.500 0.0175* 
S2D3 −0.001 3.74e-5 −0.001 −67.500 0.0074** 
S3D1 −0.0004 0.00077 −0.0011 −44.500 0.0622 
S3D2 0.0003 0.00146 −0.0012 −54.5000 0.0279* 
S3D3 0.00188 0.00086 0.00102 12.500 0.6626 
S3D4 0.00014 0.00091 −0.0008 −76.500 0.0023** 
S4D2 −0.0001 0.001 −0.0011 −79.500 0.0015** 
S4D4 −0.0004 0.00028 −0.0007 −65.500 0.0093** 
S5D3 −0.0009 −0.0003 −0.0006 −17.500 0.2780 
S5D4 −0.0013 0.0007 −0.0006 −11.500 0.3498 
S6D5 −0.0006 0.00086 −0.0014 −78.500 0.0017** 
S6D6 −0.001 −0.0002 −0.0008 −37.500 0.0998 
S7D5 −0.0011 −1.3e-5 −0.0011 −56.500 0.0233* 
S7D7 0.00016 0.0005 −0.0003 −52.500 0.0332* 
S8D5 −0.0006 0.0008 −0.0014 −43.500 0.0668 
S8D6 6.45e-5 −0.0013 0.00132 11.500 0.6502 
S8D7 0.00171 0.00226 −0.0006 −25.500 0.1942 
S8D8 −0.0011 0.00034 −0.0014 −52.500 0.0332* 
S9D6 −0.0025 −0.0013 −0.0012 −84.500 0.0007** 
S9D8 −0.0031 0.00073 −0.0039 −92.500 0.0001** 
S10D7 −0.0005 0.00042 −0.0009 −67.500 0.0074** 
S10D8 −0.0005 0.00035 −0.0009 −45.500 0.0579  Table 5 

Wilcoxon signed-rank test results of NASA-TXL workload test.   

Mean Mean 
difference 

Test 
statistic S 

Prob < s 

Mediated Realistic 

Mental 6.41176 7.17647 −0.7647 −105.50 0.0323* 
Physical 2.55882 5.73529 −3.1765 −294.50 <0.0001*** 
Temporal 2.94118 4.14706 −1.2059 −146.00 0.0045** 
Performance 5.69697 5.27273 0.42424 20.500 0.6407 
Effort 6.08824 7.32353 −1.2353 −180.00 0.0005** 
Frustration 4.29412 4.82353 −0.5294 −47.500 0.2106 

(Notes. *p < 0.05, **p < 0.01, ***p < 0.001). 
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(S7D7, S10D7). The Wilcoxon signed-rank test was used to test whether 
there were differences between the MAD of each pair between PFC and 
motor cortex in two conditions. Table 6 and Fig. 13 shows the results of 
the pairs. The result shows the MAD of HbO2 changes between the left 
motor cortex and left PFC experienced a significant decrease in mediated 
condition compared to realistic condition. It shows that mediated force 
feedback allowed participants to engage more in prefrontal activities 
(planning and logic thinking) than motor action coordination. This 
finding supports the previous task performance and attention pattern 
observations about leaning to planning rather than repetitive motions 
under mediated force feedback. 

5.5. Operational velocity uniformity 

So far, all analyses seem to suggest apparent benefits of mediated 
force feedback (in our case, attenuated force) in bilateral teleoperation. 
Yet in the experiment, we observed that under the mediated condition 
participants tended to change the valve rotation speed dramatically (e. 
g., Fig. 14), possibly due to the reduced resistance and increased easiness 
of switching the speed. The reason we are interested in measuring the 
velocity uniformity of valve rotation is that evidence shows that 
different valve opening degrees will influence flow resistance properties 
and internal features of gate valve [114]. Therefore if the rotation speed 
of the valve changes too fast, the pipe system would also experience 
rapid changes and thus increase the risks for operation. The affected 
operational velocity uniformity of valves affects the simultaneous 
pressure of liquid or air flows inside the pipeline, which can further 
impact the long-term performance and the durability of the facility 
[112]. A more uniform rotation speed also helps improve the life of 
valves and the system [115]. As a result, for different types of valves, 
standards are usually given by the manufacturers to define the optimal 
rotation and opening speeds [116]. 

Therefore, we also tested velocity uniformity of the teleoperating in 
the valve manipulation task. The velocity uniformity of the valve 
manipulation is defined as the degree of how regular and unvarying of 
rotation speeds was applied in the same valve, which was estimated 
based on Differential entropy (DE) in this study. DE was used as the 
indicator because it measures the average surprisal of a continuous 
random variable that is proven to be sensitive to capture the variational 
information of time series data [117–119]. DE is calculated with the 
following equation: 

h(X) = −

∫

X
f (x)log(f (x) )dx (2)  

where X is a random variable with a probability density function (PDF) f 
(x). In our case, the data set X obeys the gamma distribution with a shape 
parameter α and an inverse scale parameter θ. We used formulae (2) to 
estimate the level of uniformity velocity of valve rotation for each 
participant. The analysis was performed per the following steps: 1) 
Average speed calculating: we calculated the duration of the participant 
spending for per rotation in each valve. The average speed for each 
rotation was represented as the total time finishing the one rotation 
circle in 360 degrees. 2) Gamma distribution fitting: we estimated the 
parameters (α and θ) of the gamma distribution that fits best to the 
rotation speed dataset by moment method. 

θ̂ =
1

nX

∑n

i=1

(
Xi − X

)2
(3)  

α̂ =
nX2

∑n
i=1

(
Xi − X

)2 (4) 

3) DE calculating: Then the PDF was calculated with formulae (5). 
We calculated DE of rotation speed data of each subject in both condi
tions separately. 

f (x) =
1

Γ(α)θαxα−1e−x
θ (5) 

4) Pair Analysis: After getting two sets (Realistic and Mediated) of DE 
data, we ran pair analysis by using Wilcoxon signed-rank test to compare 
whether there is significant difference between two conditions for each 
subject. As shown Table 7 and Fig. 15, the Wilcoxon Signed Rank test 
indicated a significant difference within two conditions. The DE in 
(mediated) condition is higher than (realistic) condition (Prob > S =

0.0008). The results found that under mediated force feedback, partic
ipants tended to control the remote robot to rotate the valves in a more 
irregular way, posing challenges to the facility. 

6. Discussion 

The experiment data showed significant neurobehavioral differences 
between the realistic and mediated force feedback conditions in the 
bilateral teleoperation. First, results indicated that both task duration 
and task accuracy were improved with mediated force feedback. It is 
driven by increased valve rotating speed and increased time for planning 
activities. Second, the gaze tracking analysis found that participants 
tended to engage more in dual tasking (i.e., rotating the valve while 
planning out the following activities) under the mediated force feed
back. It further explains why the mediated force feedback helped save 
task execution time and improved the accuracy. Third, the fNIRS data 
analysis found that under mediated force feedback the overall activation 
level of multiple brain areas related to prefrontal and motor cortexes 
reduced, suggested reduced cognitive load. A NASA TLX survey sup
ported the neural analysis findings since subjects reported reduced 
Mental Demand, Temporal Demand and Effort. We further tested the 
neural functional changes and found that under the mediated force 
feedback condition, the prefrontal cortex showed stronger activities 
compared to the motor cortex. It indicates that mediated force feedback 
allowed participants to engage more in planning activities than motion 
coordination. It supports the findings from the task performance and 

Table 6 
Wilcoxon signed-rank test results of MAD between left PFC and left motor cortex 
of both conditions.   

Mean Mean difference Test statistic S Prob < s 

Mediated Realistic 

MAD −0.0054 −0.0015 −0.0039 −52.500 0.0332* 

(Notes. *p < 0.05, **p < 0.01, ***p < 0.001) and the paired analysis result. 

Fig. 13. The paired analysis result of MAD between left PFC and left 
motor cortex. 
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attention pattern analysis. 
However, further analysis found that despite the various neural 

functional and performance benefits of using mediated force feedback in 
the bilateral teleoperation, it led to more irregular actions in perfor
mance. It was a possible side effect of granting more freedom for easier 
motion controls. The irregular actions may have a negative impact on 
the facility over the long term. This finding indicates that the implica
tions of mediated force feedback may not be direct and evident. In our 
experiment, we found that mediated haptic feedback, i.e., reduced 
resistance in controls, did improve operation time and the neural per
formance of the operator. However, it was also found that the mediated 
haptic feedback also encouraged inconsistent valve rotation speeds in 
most participants, which would increase the risks for valve operation 
and affect the expected life of the valve and the facility. As a result, it 
may represent a fairly complex nonlinear relationship between the force 
feedback magnitude and human functions and performance. And it may 
present an opportunity for finding the optimal point for simulating force 
feedback from the remote robot (lower force feedback is not always 

beneficial) in terms of balancing the performance and operational ve
locity uniformity. 

This study does not report the condition of zero force feedback. We 
found that without any force feedback, the operator’s hand motion 
speed was always faster than speed limit of the end effector of the 
remote robotic system, because human hand and waist motions are 
naturally faster than the mechanical design limit or operational re
quirements of the remote robotic system. As a result, there is a perceived 
time delay in teleoperation. In this case, human operators start to 
develop substantially different behaviors to counteract the control de
lays, such as the “start-and-stop” strategy [120]. In other words, when 
force feedback = 0, the focus of the scientific investigation will be 
substantially different because of the induced perceptual-motor mal
function, i.e., the inability to effectively integrate perceptual informa
tion with the execution of voluntary behaviors [121–123]. Human 
sensorimotor control relies on multimodal sensory feedback, such as the 
visual, auditory, and somatosensory (tactile and proprioceptive) cues, to 
make sense of the consequence of the initiated action [124–126]. When 
perceptual ability is lacking, the motor planning and feedback loop is 
broken. In teleoperations, noticeable lags between motor action and 
feedback due to zero force feedback could create a similar mismatch in 
motor perception, and therefore, lead to comparable consequences of 
perceptual-motor dysfunction. The theoretical basis, investigation 
methods and scientific focuses for the two scenarios - with and without 
force feedback – are different. It is overwhelming to report both studies 
in a single paper, including different bodies of literature, different 
research and analysis methods, and different hypotheses. This paper 
focuses on testing the neural functions and performance given different 
force feedback discount factors in bilateral teleoperation, without any 
perceived time delays. 

7. Conclusions 

Attributed to the momentum robotic technologies in various in
dustries, human robot collaboration has been greatly promoted and 
widely tested in the construction industry to facilitate traditionally 
challenging tasks such as environmental survey and facility operation. 
Among all Human-Robot Collaboration (HRC) [127] strategies, this 
study focuses on the bilateral telerobotic operation where a human 
operator remotely controls a telerobot with force feedback in a different 
place. This is particularly applicable to complex construction operations, 
such as facility maintenance, as it removes human agents from the 
hazardous and dangerous work environment, while still putting human 
in the center of task planning and decision making. The success of 
bilateral teleoperation builds on an effective and intuitive design of 
human robot interface. Especially, for tasks involving heavy motions 
and physical processes, the force feedback is critical to create a sense of 
presence and to enable better robotic controls. 

Fig. 14. Rotation speed of participant 15 under both conditions.  

Table 7 
Wilcoxon signed-rank test results of valve rotation speed differential entropy 
between conditions.   

Mean Mean difference Test statistic S Prob > s 

Mediated Realistic 

DE 0.7601 0.12021 0.63992 129.500 <0.0001*** 

(Notes. *p < 0.05, **p < 0.01, ***p < 0.001) and the paired analysis result. 

Fig. 15. The paired analysis result of valve rotation speed differential entropy 
between two conditions. 
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In this study, we performed a VR valve manipulation experiment (n 
= 21) to test human operators’ neurobehavioral performance under two 
conditions: realistic force feedback where the system replicates the same 
feeling of the force, and mediated force feedback where the simulation 
reduces the force on the human operator end by 50% to enable more 
flexible controls. The task performance, attention pattern and neural 
analyses all found significant benefits of mediated force feedback in 
bilateral teleoperation, including faster and more accurate operation, 
increased dual tasking, improved cognitive load status and more effi
cient neural functions. However, it was also found that mediate force 
feedback encouraged participants to engage in more irregular actions, 
showing as dramatic changes in valve rotating speeds. The findings 
suggest that force feedback design of bilateral teleoperation systems 
should be more carefully thought through to balance the advantages and 
disadvantages. 

This study also demonstrated the use of VR simulation in HRC 
studies. Our system connects a haptic device with a simulated robotic 
system with Unity game engine. It should be noted that the same system 
can be transferred to a real robotic system, which is one of the research 
plans the authors are working on. The future work also includes testing 
the interaction effects of multiple sensory simulation – visual, audio and 
haptics – in telerobotic operations. 

Several research limitations still need to be addressed in future work. 
First, this research was conducted in a well-controlled laboratory envi
ronment. Some influence factors of teleoperation, such as time delay and 
system stability, were controlled by the experiment setting. Even though 
it could help focus on the primary research scope – the human operator’s 
perception and neurobehavioral performance under two force feedback 
conditions, their potential influence should be considered in the real- 
world environment. Furthermore, literature has shown that the bilat
eral control instability can be compensated by impedance control using 
force feedback devices [128,129]. We expect that the operator’s 
behavioral changes under different haptic feedback conditions could be 
used as predictive parameters to compute the complementary stability 
model. Second, the control variables of this research could be enriched. 
Based on the findings from this study that the scaled haptic feedback 
affected the average valve rotation speed, adding a damper factor could 
help mitigate the irregularity and better examine the relationship be
tween them. Also, adaptive attenuation is another important factor for 
studying haptic feedback in teleoperation. Researches have shown that 
it should help both compensations in time delay [130,131] and precise 
operations [132,133]. Adding more experiment conditions will be on 
our future agenda as it helps get continuous data points for varying 
conditions, leading to a predictive model. 
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collaborative environments by haptic force feedback, ACM Trans. Comp. Human 
Interact. (TOCHI) 7 (4) (2000) 461–476, https://doi.org/10.1145/ 
365058.365086. 

[20] I. Farkhatdinov, J.-H. Ryu, J. An, A preliminary experimental study on haptic 
teleoperation of mobile robot with variable force feedback gain, in: 2010 IEEE 
Haptics Symposium, IEEE, 2010, pp. 251–256, https://doi.org/10.1109/ 
HAPTIC.2010.5444649. 

[21] T.M. Lam, V. D’Amelio, M. Mulder, M. Van Paassen, UAV tele-operation using 
haptics with a degraded visual interface, in: 2006 IEEE International Conference 
on Systems, Man and Cybernetics 3, IEEE, 2006, pp. 2440–2445, https://doi.org/ 
10.1109/ICSMC.2006.385229. 

[22] G. Pegman, P. Desbats, F. Geffard, G. Piolain, A. Coudray, Force-Feedback 
Teleoperation of an Industrial Robot in a Nuclear Spent Fuel Reprocessing Plant, 
An International Journal, Industrial Robot, 2006, https://doi.org/10.1108/ 
0143991061070300. 
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