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The medium-range order structure of silicate glasses remains poorly known as it is not directly visible from
conventional experiments. In turn, although atomistic simulations offer a direct access to the structure of glasses,
they face several limitations, e.g., extremely high cooling rates. Here, we adopt the force-enhanced atomic
refinement (FEAR) method to overcome these limitations and reveal the atomic structure of glassy silica, both at
the short- and medium-range length scales. We find that FEAR yields a glass structure that simultaneously ex-

hibits higher thermodynamic stability and enhanced agreement with experimental structure data as compared
with molecular dynamics and reverse Monte Carlo simulations. Overall, we show that the increased stability
enabled by FEAR primarily arises from the fact that the generated atomic configuration exhibits a more ordered
medium-range structure and a lower fraction of unstable small silicate rings.

1. Introduction

Despite the ubiquity and technological importance of silicate glasses
[1-4], their atomic structure remains only partially understood [5]. In
that regard, even the structure of pure glassy silica (SiO3) remains
subject to debate [6]. The short-range order base structure of SiO5 is well
understood, with SiO4 tetrahedral units that are interconnected via
bridging-oxygen atoms [7]. At larger distances, the SiO4 polytopes form
some closed-loop rings, which largely dictates silica’s medium-range
order [8,9]. However, even basic features of silica’s medium-range
order (e.g., ring size distribution) remain debated [10,11].

This lack of knowledge regarding the atomic structure of glassy sil-
ica—especially at the medium-range order—partially arises from the
lack of experimental techniques that can directly probe the atomic
structure of silicate glasses [12], although recent developments offer
exciting perspectives in that regard [13]. Indeed, even though conven-
tional experiments can offer useful “fingerprints” of the glass structure,
they often do not provide a direct access to the atomic structure itself
[14]. For instance, diffraction experiments offer some signatures of the
medium-range order of silicate glasses, e.g., as captured by the
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first-sharp diffraction peak (FSDP) [15-17]. Although this information
places some constraints on the nature of the medium-range order, it does
not directly reveal the medium-range order structure itself—e.g., it does
not provide a direct access to the ring size distribution [18].

As an alternative route to experiments, atomistic simulations offer a
direct and full access to the atomic structure of glasses [19-21] and,
hence, can reveal some atomic details that are invisible to conventional
experiments [6,19,22]. However, atomistic simulations come with their
own challenges and limitations [23,24]. On the one hand, molecular
dynamics (MD) simulations solely rely on the knowledge of the inter-
atomic forcefield. Following the melt-quench method, melts are equili-
brated at high temperature to lose the memory of their initial
configuration and subsequently quenched to the glassy state with a high
cooling rate [21,25,26]. Although this melt-quenching approach
roughly mimics the experimental synthesis protocol of glasses, MD
simulations are limited to very large cooling rates (typically 10% to 1072
K/ps) due to their computational cost [27]. This is a serious limitation
since, as out-of-equilibrium materials, the structure and properties of
glasses depend on their thermal history [25]. In that regard, glasses
simulated by MD using the conventional melt-quench approach
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typically exhibit a larger fictive temperature than their experimental
counterparts, which, in turn, causes their structure to be unrealistically
disordered (especially at the medium-range order) [21,23,26,28-32].
On the other hand, conventional reverse Monte Carlo (RMC) simulations
solely rely on the knowledge of some experimental constraints (e.g.,
experimental pair distribution function) [33-35]. As a key advantage,
RMC simulations can yield glasses structures that are compatible with
such constraints while bypassing the melt-quenching route, thereby
avoiding the issue of the cooling rate [36-39]. However, a RMC simu-
lation remains an ill-defined problem, since, for instance, numerous
atomic structures can exhibit the same pair distribution function [40].
As such, glass structures that are generated by RMC typically exhibit an
excellent agreement with the experimental data that are used as con-
straints during the refinement, but may nevertheless be fairly unrealistic
(e.g., showing extremely high potential energy) [41]. Overall, these
challenges limit the ability of atomistic simulations to provide fully
trustable atomic structures for silicate glasses.

To address this challenge, Drabold et al. recently introduced a new
atomic refinement approach that seamlessly combine the knowledge of
(i) the interatomic forcefield (which is typically used by MD simulations)
and (ii) experimental constraints (which are typically used by RMC
simulations) [42]. In detail, Drabold‘s force-enhanced atomic refine-
ment (FEAR) method relies on an iterative combination of sequential
RMC refinements and energy minimizations [14,41-43]. Unlike hybrid
RMC approaches—which simultaneously refine the experimental con-
straints and minimize the energy through a single, unified cost optimi-
zation function accounting for both experimental constraints and
energy—FEAR does not rely on any arbitrary choices regarding the
weights attributed to energy and experimental constraints. The fact that
the energy of the system is only computed during the energy minimi-
zations steps (rather than at every step in hybrid RMC approaches) also
results in enhanced overall computational efficiency [42].

Recently, we demonstrated that FEAR yields an atomic structure for
a sodium silicate glass that is more realistic than that offered by MD or
RMC [41]. In this contribution, we extend this approach to the arche-
typical case of glassy silica. Indeed, despite its apparent simplicity as
compared to modified silicate glasses like sodium silicate, glassy silica
comes with unique challenges. In particular, the structure and properties
of silica have been shown to be more affected by the cooling rate than
those of sodium silicate [44]. Here, we show that the SiO5 structure
generated by FEAR simultaneously (i) exhibits an excellent agreement
with experimental data and (ii) is more energetically stable than those
obtained by MD or RMC simulations. This allows us to investigate the
nature of the medium-range order structure in glassy silica.

2. Methods
2.1. Simulated system

In the following, we compare the ability of MD, RMC, and FEAR to
offer a realistic description of the atomic structure of glassy silica, which
is an archetypical model glass and offers a structural basis for more
complex modified silicate glasses. The simulated system comprises 3000
atoms. For this system, we adopt the Beest-Kramer-Santen (BKS)
forcefield [45], which has been extensively used to investigate the
structure, dynamics, and thermodynamics of silica [21,26,44]. In line
with previous studies, we use a cutoff of 5.5 A and 10.0 A for the
short-range and long-range Coulombic interactions, respectively [26,
46]. The long-range Coulombic interactions are evaluated with the
Particle- Particle Mesh (PPPM) algorithm [47] with an accuracy of
10~ °>—wherein the PPPM approach relies on the particle mesh method,
which consists of interpolating the particles onto a three-dimensional
grid for improved computational efficiency.

In order to further assess whether or not the outcome of the FEAR
method depends on the choice of the interatomic potential (i.e., BKS)
used during the energy minimizations, we repeat the FEAR simulations
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while using selected alternative forcefields, namely, the interatomic
potentials from Guillot and Sator [48] and Pedone et al. [49]. We select
these potentials as, although they all present a two-body formulation,
they rely on different analytical forms, different parameterizations, and
different partial charges (i.e., the charges attributed to Si and O atoms).
Note that, to ensure consistency, all the other simulation parameters are
kept identical. All simulations are carried out using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) package
[50].

2.2. Melt-quenching simulations by molecular dynamics (MD)

To establish benchmark silica structures that can be compared with
that generated by FEAR, we first prepare a series of glassy silica struc-
tures by melt-quenching using MD simulations, as detailed in the
following. An initial silica configuration is first created by randomly
placing the atoms in a cubic box while ensuring the absence of any
unrealistic overlap. The system is then melted at 5000 K under zero
pressure in the isothermal-isobaric (NPT) ensemble for 100 ps to ensure
the complete loss of the memory of the initial configuration. The melt is
then linearly cooled down to 300 K under zero pressure in the NPT
ensemble with varying cooling rates ranging from 102 down to 1072 K/
ps. For all simulations, we adopt the Nosé-Hoover thermostat and a
fixed timestep of 1 fs [51].

2.3. Reverse Monte Carlo (RMC) simulations

As a second benchmark, we then use experimental neutron diffrac-
tion data [52] to create a glassy silica structure by RMC simulation [33,
34], as implemented through an in-house fix in LAMMPS. This method
iteratively refines the position of the atoms in a simulation box until the
glass exhibits a structure that matches target experimental data—here,
we use the neutron pair distribution function (PDF) sourced from
Ref. [52] as experimental constraint. To compare the simulated struc-
ture with neutron diffraction data, we first calculate the neutron PDF
gn(r) of the simulated structures by combining the partial PDFs g;(r) as

en(r) = ST b, ccbb chbhgl, 1)
ij=1CiCj

i =1

where ¢; are the molar fractions of element i (i = Si or O), b; are the
neutron scattering lengths of the species [53] (equal to 4.1491 and 5.803
fm for Si and O atoms, respectively), and r is the real-space distance.
Note that, to ensure a meaningful comparison between simulated and
experimental PDFs, the simulated PDFs need to be broadened [54].
Here, this is achieved by convoluting the computed PDFs with a
normalized Gaussian distribution with a full width at half-maximum
(FWHM) given by FWHM = 5.16/Quax [25], where Quax is the
maximum wave vector used in the diffraction test (here, Qmax = 50 AD.
The level of agreement between the simulated and experimental PDFs is
then captured by the R, factor proposed by Wright (which is here
calculated over r = 0-to-10 10\) [54]:

R = [0 () — g™ / (Zg“f’ r ) @
i

The RMC method is used to “invert” the experimental neutron pair
distribution into a three-dimensional atomic structure. This method
includes the following steps. (i) Starting from an initial random structure
(identical to that used for the MD simulation), we first calculate the pair
distribution function of the simulated structure and the Wright’s coef-
ficient R}‘;‘d (see Eq. 2). (ii) An atom is randomly selected and then dis-
placed with a random direction and distance. (iii) The pair distribution
function of the new configuration and the new coefficient R}*" are
calculated. (iv) Following the Metropolis algorithm, the new configu-
ration is accepted if R}* < Rf/’ld, that is, if the level of agreement
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between simulated and experimental structure is improved by the Monte
Carlo move. If not, the atomic displacement is accepted with a certain
probability P shown below or refused otherwise:

3

Rnew 2 Ro]d2
4
X

P—exp{ LS T

where T, plays the role of a (unitless) “effective temperature” that
controls the probability of acceptance (that is, higher values of T, result
in higher probability of acceptance of the Monte Carlo moves). Here, the
term (R)‘(1ew2 7R)‘(’1d2) /T, is equivalent to the quantity (U™ —U°M)/kT in
the conventional energy-based Metropolis algorithm, where U is the
energy of the system—wherein, here, the Wright’s coefficient R, plays
the role of an “effective energy.” Here, we use T, = 0.01, which is found
herein to result in the lowest final R, value upon convergence. Atomic
displacements and directions are randomly chosen, with a uniform
displacement probability distribution between 0 and 0.2 A. The simu-
lation box size is kept fixed throughout the simulation, with a length of
35.248 A, so that density is fixed according to the experimental value of
2.20 g/cm®. A total number of 140,000 RMC moves are attempted until
convergence.

2.4. Force-enhancement atomic refinement (FEAR) simulation

Finally, we assess the ability of the FEAR refinement method to offer
an improved description of the atomic structure of glassy silica as
compared to those generated by MD or RMC. To this end, we adopt the
FEAR methodology introduced by Drabold et al. [42], which is here
implemented via an in-house fix in LAMMPS. To ensure a meaningful
comparison between FEAR, RMC, and MD, all simulated systems have
the same size, and all simulation parameters are kept identical (e.g.,
forcefield, cutoff, etc.). In detail, we first start from a “randomized”
structure generated by RMC while using a very high effective temper-
ature, namely, T, = 5000. Following the original implementation of the
FEAR method, the system is then iteratively subjected to a combination
of RMC refinements and energy minimization steps, wherein each FEAR
iteration consists of (i) 3000 RMC steps and (ii) an energy minimization
(conducted with the conjugated gradient method). We find that 20 of
such iterations are sufficient to achieve a convergence of potential en-
ergy and R, for glassy silica. During the refinement, we dynamically
adjust the average acceptance probability of the Metropolis algorithm
by linearly decreasing the effective temperature T, from 10% down to
10~* during the course of the FEAR refinement. These parameters are
found to yield a glass structure exhibiting minimum R, and potential
energy values. When comparing FEAR vs. RMC, it should be noted that
there exist some RMC-based approaches that are more elaborated than
the RMC simulation used herein. For instance, the hybrid reverse Monte
Carlo approach (HRMC) consists in explicitly adding the computed po-
tential energy of the system as an additional contribution in the RMC
cost function to be minimized [36,37]. Although such advanced ap-
proaches can likely offer accuracies that are competitive with that
offered by FEAR [41], FEAR presents two key advantages: (i) it is more
computationally efficient since the energy does not need to computed at
every RMC step and (ii) it does not rely on any assumption regarding the
weights associated with the structural and energy terms in the cost
function.

2.5. Short-range order structural analysis

We analyze the short-range order radial environment around each
atom by computing the partial PDFs. In addition, we explore the short-
range angular environment of the atoms by computing the partial bond
angle distribution (PBAD) using the RINGS package [55]. Specifically,
we focus on the O-Si-O and Si—O-Si PBADs, which characterize the
intra- and inter-polytope angular structure of the SiO4 tetrahedral units,
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respectively. The distance cutoff used to define the Si-O bonds is chosen
as the position of the first minimum after the first peak of the partial
Si-O PDF (1.90 A).

2.6. Medium-range order structural analysis

To further explore the structure of glassy silica over intermediate
length scales, we calculate the partial structure factors S;(Q) from the
Fourier transform of the partial PDFs:

Qr

R .
8;(Q) =1 +/’o/47"2(8i/(r) - 1)M‘” @
0

where Q is the scattering vector, p, is the average atomic number den-
sity, and R is the integration cutoff (half of the simulation box length).
The total neutron structure factor is then evaluated by combining the
partial structure factors as follows:

—1
SN(Q) = < Z C,’Cjb,‘bj) Z C,’Cjb,‘bjS,’j(Q) (5)
ij=1 ij=1

To further magnify high-Q fluctuations in the structure factor, we
then calculate the reduced structure factor:

F(Q) = 0[s(Q) — 1] (6)

Finally, to further explore the medium-range order structure of
glassy silica, we compute the ring size distribution of each simulated
system by using the RINGS package [55], wherein rings are defined as
the shortest closed paths within the glassy silica network. The size of a
ring is here defined in terms of the number of Si atoms it comprises.
Here, we use the Guttman definition for the calculation [56]. This
definition was chosen as it yields, on average, the expected value of 6
rings per Si atom [18,29]. We adopt a maximum ring size of 7, since no
larger rings are found in the simulated structures (with the Guttman
criterion).

3. Results
3.1. Evolution of structure upon force-enhanced atomic refinement

Fig. 1 shows selected snapshots of the atomic structure of the simu-
lated silica glass upon FEAR refinement. Si-O bonds (i.e., when the
distance between a Si/O pair of atoms is lower than the 1.9 A cutoff) are
shown as edges in the snapshots. We observe that, the degree of con-
nectivity (i.e., the number of Si-O bonds) increases during refinement.

Fig. 2a shows the neutron PDF of the three structures shown in Fig. 1,
that is, after different increasing numbers of FEAR refinement steps. The
computed PDFs exhibit all the typical features that are expected for an
SiO; glass, namely, (i) a first peak around 1.6 A that corresponds to Si-O
correlations, (ii) a second peak around 2.7 A associated to O-O corre-
lations, and (iii) a plateau toward 1 at long r-distance, which is indica-
tive of the absence of any long-range order. Overall, all these PDFs show
a fair agreement with available experimental neutron diffraction data
[52] in terms of the positions of the first and second peaks. This indicates
that, even at early stage of the FEAR refinement, the simulated struc-
tures exhibit a realistic description of the interatomic distances in SiO4
tetrahedra. Nevertheless, we observe that, initially, the peaks of the
computed PDF are notably broader than those of the experimental PDF.
This indicates that, initially, the simulated structure is unrealistically
disordered. Upon FEAR refinement, we observe that the shape of the
first peak becomes reasonably well described (in terms of position, in-
tensity, and width) after about 10 FEAR iterations, whereas the second
peak becomes well reproduced after about 15 FEAR iterations. This
suggests that the short-range order (i.e., low-distance correlations) is
refined faster than the medium-range order (i.e., intermediate-distance
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Fig. 1. Snapshots of the simulated glassy silica structures obtained after (a) 1, (b) 10, and (b) 20 iterations of force-enhanced atomic refinement (FEAR). Si-O bonds
(i.e., when the distance between a Si/O pair of atoms is lower than the 1.9 A cutoff) are shown as edges.

32

Pair distribution function g(r)

— FEAR
— — Experimental data |-

Final R =52%

R =19.4% |

32 1 I 1 I 1
— FEAR
i — MD L
— RMC
24 — — Experimental data —

R =4.2%

R =16.12%|

Pair distribution function g(r)

81— — 8 ~
1 Initial
O =TT o711 1 T
1 2 3 4 5 6 1 2 3 4 5 6
r(A) r(A)
(a) (b)

Fig. 2. (a) Neutron pair distribution functions (PDFs) of the glassy silica structures formed by force-enhanced atomic refinement (FEAR) that are shown in Fig. 1. (b)
Neutron PDFs of the final glassy silica structures generated by FEAR, molecular dynamics (MD, using a standard cooling rate of 1 K/ps), and reverse Monte Carlo
(RMCQ). All the PDFs are compared with the same experimental neutron diffraction data [52].

correlations). This can be understood from the fact that refining the
short-range order only involves some slight displacements of the
neighbors of each atom, which only requires small energy barriers to be
overcome. In contrast, refining the medium-range order requires some
collective atomic displacements, including the breakage and formation

of interatomic bonds, which requires hopping over higher energy
barriers.

After 20 FEAR iterations, we observe that the PDF of the final
simulated configuration shows an excellent agreement with experi-
mental neutron data, both for the short and medium-range length scales.

40 1 I 1 I 1 I 1 I 1 I 1 I 1 _5100 1 I 1 I 1 I 1 I 1 I 1 I 1
— FEAR i L
S 5
=~ 30 — £
x =
= 53
= i
[} >
© 2
£ 20 o
8 ®
P S
b= k=
= o
O T I T I T I T I T I T I T '5800 T I T I T I T I T I T I T
0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
Iterations Iterations
(a) (b)

Fig. 3. (a) Wright’s coefficient R, and (b) molar potential energy as a function of the number of iterations of force-enhanced atomic refinement (FEAR) and reverse
Monte Carlo (RMC) refinement. Values obtained for a melt-quenched glass generated by molecular dynamics (MD) with a standard cooling rate of 1 K/ps are shown
as horizontal dashed lines for comparison.
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As a measure of the level of agreement between simulations and ex-
periments, we find that, at the end of the refinement, the Wright factor
R, reaches a value of 5.2%. We note that this value is higher than the
one that we previously obtained upon FEAR refinement of a sodium
silicate glass [41], which highlights the unique challenges associated
with the structure of glassy silica. Nevertheless, this final value is judged
as satisfactory since R, values that are lower than 10% are typically
considered to be indicative of a good agreement between simulations
and experiments [54]

3.2. Comparison with molecular dynamics and reverse Monte Carlo

First, we compare the glass structure generated by FEAR with that
offered by RMC. Fig. 3a shows the evolution of the R, factor of the glass
structure upon RMC refinement. We observe that the R, factor mono-
tonically decreases and eventually reaches a final value of 4.2%, which
is slightly lower than the value achieved by FEAR. This only indicates
that RMC yields a pair distribution function that is in very good agree-
ment with experimental neutron diffraction data (see Fig. 2b). Such high
level of agreement is not surprising since RMC refinement solely aims to
decrease R, (i.e., R, is the only cost function during refinement). It is
worth noting that, since they comprise energy minimization steps, FEAR
simulations come with an additional computational burden as compared
to traditional RMC. However, since the energy minimization is herein
only performed every 3000 RMC steps, the computational cost of FEAR
simulations remains fairly dominated by the RMC steps. In practice, for a
constant number of 20 (RMC or FEAR) iterations, a single simulation
conducted on a single core of an Intel Xeon E5-2600 V2 processor is
found to require 75h27 and 72h10 for FEAR and RMC, respectively—so
that FEAR involves a 4.8% increase in computing cost. Nevertheless, we
note that RMC requires slightly more iterations than FEAR to converge.
This suggests that periodically minimizing the energy of the simulated
structure (i.e., as done during FEAR refinement) effectively accelerates
the refinement, that is, it decreases the number of RMC steps that are
needed to achieve convergence—in line with previous findings [41].
Overall, these results highlight the computational efficiency of the FEAR
approach.

Fig. 2b shows the neutron PDF of the glass structure generated by the
melt-quench MD approach. We note that the PDF offered by MD only
matches well with neutron diffraction data at low distance (i.e., for the
first peak in the PDF), which indicates that MD offers a realistic
description of the Si-O interatomic distance. Nevertheless, we find that,
overall, MD yields a notably decreased level of agreement with experi-
mental neutron diffraction data at larger distances (as compared to
FEAR and RMC), which is illustrated by the larger value of the R, factor
(16.1%, see Fig. 3b). The discrepancy between the experimental and
MD-based PDFs mostly manifests itself in the second peak of the PDF,
indicating that, in contrast with FEAR and RMC, MD partially mis-
represents second-neighbor (O-O and Si-Si) correlations within the
glass structure.

Next, we focus on the thermodynamic stability of the configuration
generated by FEAR, RMC, and MD. Fig. 3b shows the evolution of the
molar potential energy of the system upon RMC refinement. Overall, we
observe that RMC yields a potential energy that is significantly higher
than that offered by the other simulation approaches. Specifically, the
molar potential energy of the structure generated by RMC is eventually
about 360 kJ/mol larger than that of the structure simulated by MD.
This is not surprising since RMC does not consider the interatomic en-
ergy of the system in its cost function. However, such high energy ex-
emplifies the fact that, although the PDF calculated from the glass
structure generated by RMC offers an excellent match with experimental
neutron diffraction data, the configuration yielded by RMC is thermo-
dynamically unstable. This echoes the fact the PDF is not a very
discriminative metric to evaluate the soundness of a glass structure, that
is, various structures featuring very different energies can nevertheless
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feature similar PDFs. Overall, these results indicate that, despite the
apparent agreement with neutron diffraction data, RMC does not yield a
realistic structure for glassy silica.

In contrast, Fig. 3b shows that FEAR eventually yields a potential
energy that is significantly lower than that offered by both RMC and MD
simulations. This is a key result since it implies that, although FEAR and
MD rely on the same interatomic forcefield, the FEAR refinement
scheme allows the simulated glass to reach more stable energy states.
This arises from the fact that, during MD-based melt-quenching, the
simulated glass quickly gets trapped within a given basin of the energy
landscape as temperature decreases [57]. The low value of the thermal
activation then prevents the glass from escaping for this basin—so that
the simulated glass retains a large fictive temperature (i.e., high-energy
state). In contrast, upon FEAR refinement, the RMC steps that are per-
formed in between each energy minimization tend to induce some slight
structural perturbations that allow the simulated glass to overcome
some large energy barriers that would be inaccessible during the limited
timescale of MD simulations and, thereby, to reach deeper basins within
the energy landscape. This establishes FEAR as a powerful method to
generate simulated glass structures that are more stable than those
created by MD. Overall, these results show that FEAR refinement can
produce glass structures that simultaneously feature an unprecedented
level of agreement with experimental neutron diffraction data and
increased energetic stability.

It is insightful to compare the differences in R, and potential energy
yielded by the different simulation techniques considered herein with
the level of variation that results from the use of different cooling rates
in melt-quench MD simulations. To this end, Fig. 4a first shows the
metric R, offered by MD simulations as a function of the cooling rate. As
expected, R, decreases upon decreasing cooling rate. This indicates that,
as the cooling rate decreases, the glass structure produced by MD
gradually converges toward the experimental neutron diffraction data.
On the other hand, independently of the cooling rate, the R, coefficient
of the glass structures simulated by MD remains significantly higher
than those obtained by RMC and FEAR refinement. In agreement with
previous results [41], we find that the evolution of R, as a function of the
cooling rate can be well described by a power law function—in line with
mode-coupling theory [58]. Using as a reference the power law rela-
tionship fitted based on the R, vs. cooling rate data obtained from MD
(see Fig. 4a), we find, by extrapolation, that a cooling rate of about 10
K/s (i.e., 1071 K/ps, vs. 1072 K/ps for the longest MD simulation
considered herein) would be needed for the MD simulation to yield an R,
coefficient that is comparable to that offered by FEAR. Although this
cooling rate echoes typical experimental values, it is completely
out-of-reach from MD simulations. These results highlight that the FEAR
approach is able to generate atomic configurations that are comparable
to well-annealed glass structures formed using slow cooling rates.

Fig. 4b presents the evolution of the molar potential energy of the
MD-simulated glasses as a function of the cooling rate. We observe that
the potential energy decreases upon decreasing cooling rate. As ex-
pected, this implies that, as the cooling rate decreases, the system be-
comes more stable and be able to reach a deeper state within the energy
landscape [57]. Notably, even at the highest cooling rate (100 K/ps), the
energy of the glass simulated by MD remains significantly lower than
that of the RMC-based glass. This further illustrates the unrealistic na-
ture of the glass generated by RMC. In contrast, we find that the energy
of the glass generated by FEAR remains systematically lower than those
of the glasses simulated by MD, even in the case of the slowest cooling
rate (0.01 K/ps). This further confirms that FEAR yields a very stable
glass structure that is associated with a low fictive temperature.

3.3. Effect of force-enhanced refinement on the short-range structure

In the following, we explore how the increased thermodynamic
stability of the glass generated by FEAR is encoded in its structure. We
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Fig. 4. (a) Wright’s coefficient R, and (b) molar potential energy of melt-quenched glasses generated by molecular dynamics (MD) simulations as a function of the
cooling rate. The dashed lines are some power law fits to guide the eye. Values obtained for the glasses generated by force-enhanced atomic refinement (FEAR) and

reverse Monte Carlo (RMC) are shown as horizontal lines for comparison.

first focus on the short-range order (<3.5 10\) structure. Fig. 5 shows the
Si-0, 0-0, and Si-Si partial PDFs obtained by MD, RMC, and FEAR. We
first observe that the first peak in the Si—O and O-O partial PDFs (around
1.6 and 2.6 A, respectively) remains largely similar in the three simu-
lated glasses. This indicates that FEAR refinement does not notably
affect the average Si-O and O-O interatomic distances, which are
already well predicted by MD and RMC (see Table 1). These average
interatomic distances are in good agreement with available experi-
mental data [59]. In contrast, we find that, when compared with the
MD-based glass, the Si-Si peak shifts toward higher distance upon FEAR
refinement. This signals that, as compared to MD, FEAR predicts a
higher average Si-Si interatomic distance, which exhibits an excellent
match with experimental data (see Table 1) [59]. Since the Si-O average
distance remains constant, the increase in the Si-Si distance arises from
an increase in the Si-O-Si angle (see below). In addition, the first Si-Si
peak offered by FEAR is sharper than those predicted by MD and RMC.
This indicates that FEAR yields a more pronounced degree of ordering
between neighboring SiO4 tetrahedra than MD and RMC, which may
explain the increased stability of the glass generated by FEAR.

Then, we direct our attention to the short-range angular environment
of each element. Fig. 6 shows the O-Si-O (i.e., intratetrahedral) and
Si-O-Si (i.e., intertetrahedral) PBADs offered by FEAR, RMC, and MD.
We first note that the average O-Si—O angles predicted by these three

Table 1

Average Si-O, 0-0, and Si-Si interatomic distance values computed by force-
enhanced atomic refinement (FEAR), molecular dynamics (MD), and reverse
Monte Carlo (RMC) simulation. Experimental values sourced from Ref. [59] are
provided for comparison.

Si-0 (A) 0-0 (A) Si-Si (A)
FEAR 1.611 2.624 3.067
MD 1.598 2.590 2.962
RMC 1.582 2,593 3.127
Experimental data 1.608 + 0.004 2.626 + 0.006 3.077

simulation methods remain largely similar (around 109°). This value
matches with available experimental data (see Table 2). This signals
that the tetrahedral environment of Si atoms is already well-defined by
MD and that FEAR does not induce any notable further refinements.
However, we note that the O-Si-O PBAD becomes sharper upon FEAR
refinement. This indicates that FEAR predicts a more ordered angular
environment for Si atoms, while in turn, MD and RMC yield more dis-
torted SiO4 tetrahedral. This echoes the fact that, based on previous MD
results, the O-Si-O PBAD tends to become sharper upon decreasing
cooling rate, that is, as the glass becomes more stable [25].

We then focus on the Si-O-Si PBAD. We find that the Si-O-Si PBAD
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Fig. 5. (a) Si-0, (b) 0O-0, and (c) Si-Si partial pair distribution functions computed by force-enhanced atomic refinement (FEAR), molecular dynamics (MD, using a
cooling rate of 1 K/ps), and reverse Monte Carlo (RMC) simulation. The vertical dashed lines indicate experimental interatomic distances sourced from Ref. [59].



Q. Zhou et al. Journal of Non-Crystalline Solids 573 (2021) 121138
= | | = | | Fig. 6. (a) O-Si-O and (b) Si-O-Si partial bond
c 10 1 1 1 c 1-0 1 1 1 . . .
= . — FEAR = . . [IERL angle distributions computed by force-enhanced

| O-Si-O | . Si-O-Si 11 | . . .
o — MD ¥ — FEAR 1 atomic refinement (FEAR), molecular dynamics
L g — RMC L 12084 — MD i fi |l | (MD, using a standard cooling rate of 1 K/ps), and
5 | - — Experimental data | IS | — RMC : ! :: i reverse Monte Carlo (RMC) simulation. The vertical
5 . 5 —— Exp. A dashed lines indicate experimental average angle
_g 6 — = :g 0.6 1l - | values obtained from different experimental data
% | | %’ | A : II | [61-65] (¢) Si-O-Si partial bond angle distribu-
k) 1 o 1 X1 tions computed by FEAR, MD, and RMC simulation,
2 4 : —| 204 I\ I~ | which are compared with reference PBADs
g 4 | - g 4 : : || - computed from combined neutron and photon
5 2 I L5 0.2 - [l | | diffraction [60] and nuclear magnetic resonance
2 ! o™ ren (NMR) experimental data [62].
o 4 | L | & i (Al L
(/L) I 3 11
C') 0 f T I| T T ULJ 0.0 T T T T — II
80 100 120 14C 90 120 150 18C
Angle ( °) Angle (°)

(a) (b)

"é‘ 1 1

=

g L

&

= -

kel L

5

2 -

®

5 \ L

2 \

o -

c \

®© \ L

° \

o \ -

- \

() W\

Q \

- — T T

(2]

18C
bl Si-O-Si PBAD than MD, which, once again, matches with the fact that,
Table 2

Average interatomic angle values computed by force-enhanced atomic refine-
ment (FEAR), molecular dynamics (MD, using a cooling rate of 1 K/ps), and
reverse Monte Carlo (RMC) simulation. Computed data are compared with
experimental values sourced from Refs. [60-64], which are based on X-ray
diffraction (XRD), high-energy X-ray diffraction (HXRD), and 29gi Nuclear
magnetic resonance (NMR) spectroscopy data. The full-width at half-maximum
(FWHM) of the Si-O-Si partial bond-angle distribution is also indicated for
comparison.

0-Si-0 Si-0-Si FWHM of
Si-0-Si
FEAR 109.2° 152.9° 23.4°
MD 107.6° 137.4° 31.8°
RMC 108.6° 161.6° 34.2°
Combined neutron and photon 109.47°  148.3° 17.2°
diffraction [60]
295i NMR [61] 109.47°  150.1° 21.4°
295i NMR [62] 109.7° 151° 18.7°
HXRD [63] 109.3° 147° 35.5°
Combined neutron and x-ray [64] 109.47°  141° 22.1°

offered by FEAR exhibits a notable shift as compared to MD and RMC
data. The average Si-O-Si angle predicted by FEAR is significantly
larger than that predicted by MD. The opening of the Si-O-Si angle
predicted by FEAR is in agreement with the larger Si-Si distance
observed in Fig. 5c and is well supported by available experimental data
[52,60-64] The shift of the Si-O-Si angle toward larger values also
echoes the fact that, based on previous MD results, this angle tends to
increase upon decreasing cooling rate, that is, as the glass reaches lower
fictive temperatures [25]. We also note that FEAR yields a sharper

based on previous MD results, this PBAD tends to sharpen upon
decreasing cooling rate [25]. This is also in agreement with the sharp
PBAD that was inferred from experimental nuclear magnetic resonance
(NMR) data in Ref. [64] (see Fig. 6¢). This sharpening of the Si-O-Si
PBAD indicates that FEAR predicts an increased degree of ordering in
between neighboring SiO4 tetrahedra compared to MD and RMC.
Overall, the distinctive features of the short-range order of the glass
yielded by FEAR are all supported by experimental data and offer a
structural basis for the increased thermodynamic stability of the glass
generated by FEAR.

3.4. Effect of force-enhanced refinement on the medium-range structure

Finally, we explore how the increased thermodynamic stability of the
glass generated by FEAR manifests itself in its medium-range order
structure of the simulated glass structure. To this end, we compute the
neutron structure factor for each of the simulated glasses (see Section
2.6). Fig. 7 shows the reduced structure factor predicted by FEAR, RMC,
and MD, which are compared with neutron diffraction data [52]. We
first observe that all the simulation techniques considered herein (MD,
RMC, and FEAR) offer a realistic prediction of the glass structure factor,
since the positions of the peaks are well reproduced (see Fig. 7a).
Especially, the structure factors predicted by all these techniques exhibit
a good match with experimental data in the high-Q domain, which
echoes the fact MD, RMC, and FEAR all offer a fairly realistic description
of the short-range order structure of the glass. On the other hand, we
observe the existence of some discrepancies in the low-Q region between
the structure factor predicted by MD and experimental data (see
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Fig. 7. (a) Reduced neutron structure factor of the glassy silica structures generated by force-enhanced atomic refinement (FEAR), molecular dynamics (MD, using a
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Fig. 7b). In particular, the intensity and degree of asymmetry of the
first-sharp diffraction peak (FSDP) around 1.5 A ! is not well predicted
by MD. This suggests that MD offers a poor description of the
medium-range order structure of the glass. In contrast, we find that both
RMC and FEAR refinements offer a significantly improved description of
the low-Q region of the structure factor. Importantly, the intensity, po-
sition, and the degree of asymmetry of the FSDP are well-reproduced by
RMC and FEAR. This suggests that, although the level of structural
refinement enabled by FEAR (and RMC) does alter the Si-O-Si angular
distribution (see Fig. 6¢), the refinement primarily affects the
medium-range order structure of the simulated glass. Specifically, the
fact that FEAR predicts a sharper FSDP than MD suggests that the glass
refined using FEAR exhibits a more ordered medium-range structure
than its MD-based counterpart—which is the main structural feature
that may explain the increased stability (i.e., lower energy) of the
FEAR-based glass.

In glassy silica, the medium-range order is primarily encoded in the
ring size distribution, wherein silicate rings are defined as the shortest
closed paths made of Si-O bonds within the atomic network [9,55]. To
further explore how the enhanced thermodynamic stability enabled by
FEAR refinement finds its origin in the medium-range order of the glass
structure, we compute the ring size distribution of each model by using
the RINGS package [55] while using the Guttman’s definition for the
rings’ calculation (see Section 2.6).

Fig. 8a presents the ring size distribution computed by FEAR, RMC,
and MD simulations. We note that the ring size distribution predicted by
MD is in good agreement with previous works [19,26,52,66], being
centered around 5-to-6-membered rings—wherein the ring size is
expressed in terms of the number of Si atoms it comprises. However, we
observe some differences between the ring size distributions predicted
by MD, RMC, and FEAR. Notably, we observe that FEAR yields a sharper
ring size distribution than that predicted by MD, which, once again,
highlights the fact that the glass generated by FEAR exhibits a more
ordered medium-range order structure than its MD counterpart. This
result echoes previous findings obtained for a sodium silicate glass [41].
The sharpening of the ring size distribution observed herein is also in
agreement with recent MD results, which showed that the ring size
distribution tends to become sharper upon decreasing cooling rate, that
is, as the glass becomes more stable [22].

Although no direct measurement of the ring size distribution is
available to date to validate the computed ring size distributions for 3D
silica glass [67], these results can be compared with the outcomes of the
RingFSDP approach introduced by Shi et al. [18,68]. In brief, this
method consists in deconvoluting the FSDP of the structure factor into
the contribution of three types of rings: small (4-membered and
smaller), intermediate (5-membered), and large (6-membered and
larger)—which makes it possible to estimate the fraction of these three
families of ring. Fig. 8b shows the computed fractions of small,

Fig. 8. (a) Ring size distribution of the glassy silica
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intermediate, and large rings predicted by MD, RMC, and FEAR. When
compared with MD results, we find that FEAR refinement results in (i) a
decrease in the fraction of small rings and (ii) an increase in the fraction
of large rings. Both of these behaviors are well supported by the out-
comes of the RingFSDP analysis [52]. This confirms that FEAR yields a
realistic description of the medium-range order structure of glassy silica.

The fact that FEAR predicts a lower fraction of small rings echoes the
fact that such small rings, due to their topologically-over constrained
nature, have been noted to be unstable due to the existence of small
atomic-level internal stress [22]. Hence, small rings tend to disappear as
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the glass relaxes toward lower energy states [22]. This disappearance of
small rings resulting from FEAR refinement (as compared to MD) is also
in agreement with the increase in the average Si-O-Si angle observed in
Fig. 6b. Indeed, it has been reported that small rings are associated with
strained, smaller Si-O-Si angle, which is another signature of the fact
that small rings are experiencing some internal stress. Overall, these
results suggest that the stable nature of the glasses generated by FEAR
largely arises from the fact that such glasses exhibit a more ordered
medium-range order structure featuring fewer unstable small rings.
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4. Discussion

Finally, we discuss to which extent the outcome of FEAR refinement
depends on the used interatomic forcefield. This is an important ques-
tion since, for instance, the structure of glasses simulated by MD simu-
lations strongly depends on the details of the interatomic potential that
is used [69]. To this end, Fig. 9a—e shows the pair distribution function,
reduced neutron structure factor, bond angle distributions, and ring size
distribution predicted by FEAR while using three distinct interatomic
potentials (see Methods section). Overall, we find that all these poten-
tials yield virtually the same pair distribution function, neutron struc-
ture factor, bond angle distribution and, importantly, the same ring size
distribution. This contrasts with the case of MD simulations, wherein the
forcefield has a direct and significant impact on the simulated structure.
Specifically, in MD simulations, the Si-O-Si partial bond angle and ring
size distributions are often very sensitive to the choice of the interatomic
forcefield. The fact that the outcome of the FEAR simulation does not
notably depend on the choice of the interatomic potential can be un-
derstood from the fact that, in FEAR, the structure is mostly determined
by the RMC steps, but only weakly impacted by the energy minimiza-
tion. Rather, here, the energy minimizations solely ensure that the
structure never deviates too much from an energetically stable state
upon RMC refinement. Overall, in the FEAR approach, the role of the
interatomic potential is only to discriminate stable from unstable
structures generated by RMC, which effectively mitigates the ill-defined
nature of RMC refinement. This suggests that FEAR simulations are not
largely sensitive to the choice of the interatomic potential that is used
and that, in contrast to MD simulations, even a poorly parameterized
forcefield might yield realistic results when used within the FEAR
approach.

5. Conclusions

All these results demonstrate that FEAR offers an improved
description of the atomic structure of glassy silica as compared to
traditional MD simulations based on the melt-quench method or RMC
simulations. This is evident from the fact that FEAR yields a glass that
simultaneously exhibits enhanced agreement with available experi-
mental data and increased energetic stability. Overall, we find that the
increased stability enabled by FEAR primarily arises from the fact that
the generated glass exhibits a more ordered medium-range order
structure and a lower fraction of unstable small silicate rings, which, in
turn, tends to induce an opening of the Si-O-Si inter-tetrahedral angle.
These results establish FEAR as a promising technique to “invert”
available experimental into realistic, stable glass structures and to
overcome the intrinsic limitations of traditional MD simulations.
Importantly, unlike MD simulations, FEAR simulations are not very
sensitive to the details of the interatomic potential that is used. This
suggests that FEAR could be used to simulate a wide array of glass
families, even in the absence of a robust interatomic forcefield. Overall,
this approach could leapfrog one’s ability to reveal the hidden atomic
structure of complex disordered materials.
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