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ABSTRACT
5G offers a slew of new features and capabilities to support a whole
gamut of new applications. On the other hand, 5G new radio (NR),
especially, high-band mmWave radio, also poses new challenges, as
shown by recent measurement studies of commercial 5G services.
In order to effectively support new classes of application such as
extra low-latency and/or high-bandwidth applications, we argue
that truly cross-layer network-application integration that exposes
application semantics to enable 5G and beyond 5G (B5G) networks to
make intelligent decisions, e.g., for dynamic radio resource allocation,
is needed. Unfortunately the existing 5G flow-based framework is
inadequate to support such cross-layer integration. We therefore
advocate a software-defined, fine-grained QoS framework. We use
ultra-high resolution (UHR) volumetric video streaming as a use
case and conduct very preliminary experiments to demonstrate
the potential benefits of the proposed framework. This position
paper serves as a strawman to call for new intelligent architectural
designs for B5G networks and next-generation wireless systems.
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1 INTRODUCTION
Unlike earlier generations of cellular technologies, emerging 5G
networks are designed to enable a whole gamut of diverse new
use cases from massive consumer/industrial IoT devices to con-
trol, safety and other V2X (vehicle-to-everything) applications for
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autonomous vehicles (AVs) and drones to ultra-high-resolution
(8K & volumetric) live video streaming, augmented/virtual real-
ity (AR/VR), telemedicine and healthcare. To this end, 5G New
Radio (NR) incorporates a wide spectrum of radio bands, from
sub-1GHz spectrum bands (5G low-band), to 1 GHz – 7.125 GHz
radio bands (5G mid-band) and 24GHz – 60 GHz (5G high-band
including mmWave radio bands), and introduces a number of inno-
vations such as flexible numerology and frame structures, dynamic
slot/min-slot scheduling, carrier aggregation and so forth to support
ultra-low latency, ultra-reliable and ultra-high bandwidth applica-
tions.

All these (“real” and “yet-to-be-realized”) new capabilities and
features of 5G notwithstanding, they also give rise to two important
(and intertwined) questions: 1) Are the current 5G architectural de-
signs and associated new capabilities/features sufficient to support
various envisioned 5G applications and services, some of which de-
mand high bandwidth, other ultra-low latency and high reliability,
yet other massive connectivity, or any combination of the above. 2)
If deemed insufficient, what are the crucial missing pieces?

In this position paper we explore these questions by consider-
ing ultra-high-resolution (UHR) video streaming over 5G as a case
study. This is partly motivated by our recent measurement studies
of commercial (especially, mmWave) 5G services [14–16] and our
findings that existing adaptive bit rate (ABR) algorithms for video
streaming cannot effectively cope with the fast and highly varying
mmWave 5G throughput, leading to poor user quality-of-experience
(QoE) [16, 18]. In particular, we argue that the current 5G QoS archi-
tecture is inadequate in effectively exploiting new capabilities of 5G
NR to support UHR video streaming over 5G. While improving upon
the fixed data-radio-bearer (DRB)-based QoS service mapping of 4G
LTE, the current 5G standard adopts a flow-based QoS framework
and introduces a new service data adaption protocol (SDAP) sublayer
to support QoS: the framework specifies a set of predefined QoS
profiles with fixed QoS metrics, and allows user-plane functions
(UPFs) to mark IP flows with appropriate SDAP QoS flow identifiers
(QFIs) in accordance with their QoS profiles.

To exploit new capabilities such as diverse radio bands and car-
rier aggregation, we advocate the use of scalable layered coding
(SVC) (see §3 for the rationale) to effectively cope with the high
throughput variability posed by 5G high frequency bands such
as mmWave which provides the ultra-high bandwidth needed for
UHR video streaming. For example, when streaming SVC video
over mmWave 5G, one can use a clear Line-of-Sight (LoS) beam
(when available) to deliver the base layer video chunks, while at the
same time utilize non-LoS beams to deliver enhanced layers based
on available radio resources (see §3 for more discussion). However
this is difficult, if not infeasible, to realize using the flow-based 5G
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QoS framework: i) It is too coarse and inflexible – it cannot differen-
tiate the “sub-flows” (the base and enhancement video layers and
chunks) within the same video session (the “IP flow”). ii) With its
pre-defined (and thus fixed) QoS profiles, it is also carrier-centric – it
cannot exploit application semantics for intelligent decision making,
e.g., dynamically allocate available radio resources to maximize
user QoE.

This leads us to advance a software-defined, fine-grained QoS
framework to better support network & application integration over
5G (and beyond) networks. The basic idea is two-fold: The first is
to enable an application (or application service provider) to spec-
ify application semantics tags (for data substreams or objects) and
their associated QoS profiles or metrics, negotiate and signal them
to the 5G carrier, and (dynamically) mark application data (with
“semantic tags”) accordingly. Secondly, using such (service-specific)
semantics tags and QoS profiles, the 5G carrier can install appro-
priate UPFs in its 5G core network to classify/filter the application
data packets and set QFIs; using these QFIs, the 5G radio access
network can intelligently map radio bands, channels or beams with
differing characteristics to appropriate data streams/objects, and
dynamically allocate fast varying radio resources to transport the
right (amount/type of) data for best user QoE while maximizing
radio resource efficiency. We outline a basic design of the proposed
framework and its key components in §4.

To demonstrate the potential benefits of the proposed framework,
we conduct a preliminary evaluation using trace-driven emulation.
We have implemented a few simple 5G core functions lifted from
free5gc [8], where we emulate the radio network performance using
real-world 5G throughput measurement traces collected in [15].
Admittedly, our design is still rather crude, with many details left
unspecified; our evaluation is also very preliminary. Our goal of
this position paper is to shed light on the need for a software-
defined, fine-grained QoS framework that can truly enable cross-
layer, network-application integration to better support diverse
new applications and services over 5G and beyond networks.

2 BACKGROUND
As mentioned in the introduction, 5G New Radio (NR) supports a di-
verse range of radio bands and introduces a number of innovations,
especially to accommodate high frequency bands. For example,
while it retains the same OFDM waveforms and frame structure (10
ms frame with 1 ms subframe) as 4G, 5G NR supports flexible sub-
carrier spacings (SCS), dubbed numerologies, to allow carriers to
meet varying bandwidth needs, and defines (SCS-dependent) slots
and mini-slots to allow (dynamic & preemptive) data transmissions
without preserving frame/slot boundaries to support low latency.
5G NR also introduces bandwidth parts (BWPs) so that each user
equipment (UE) or end device can operate on only part of the 5G ra-
dio bands. We refer the reader to [2] and other 3GPP specifications
for more detailed disposition. In the following we will provide a
very brief overview of the 5G radio (access) network (RAN) protocol
stack (see Fig. 1), focusing in particular on the 5G QoS framework
and mechanisms that are most relevant to the theme of this paper.

The 5G radio network protocol stack resides below the OSI net-
work layer (“IP layer”), and its functions are performed primarily
by the (logical) 5G nodeB elements (gNBs). Compared with 4G

Figure 1: 5G Radio Network Protocol Stack.

LTE, 5G introduces a new SDAP sublayer to support its flow-based
QoS framework, where the SDAP header includes a QFI (QoS flow
identifier) field as well as ARP (allocation & retention priority) bits
for admission control and/or resource preemption indication. A
PDN (packet data network) connection or session carrying upper
layer data (i.e., from an application in the form of IP flows that are
transported over the 5G core network using NG-U tunnels) is clas-
sified based on a QoS profile. 5G defines a fixed set of QoS profiles
(and thus the service semantics) using a set of parameters such as
5G QoS Identifier (5GI) with pre-defined values, indicating, e.g., the
guaranteed flow bit rates, maximum bit rates, maximum packet loss
rates. The 5G core network control plane functions as well as the
RRC sublayer are responsible for selecting QoS profiles for IP flows
(PDN sessions), setting up flow classification rules in the 5G core
user plane and configuring UPFs to mark IP flows with QFIs. They
are then mapped to appropriate logical data radio bearers (DRB) at
the PDCP sublayer. After header compression and other operations,
data packet units (PDUs) are passed down to the RLC/MAC/PHY
sublayers for transmission over the radio network.

The 5G RRC sublayer is responsible for radio resource signaling
and allocation, and instructs the MAC sublayer to perform semi-
persistent scheduling (SPS) and dynamic scheduling of radio re-
sources and transmission time intervals (TTIs). The radio resources
(over various radio bands and channels) are logically organized
(one for each SCS) in grids of resource blocks (RBs) consisting of
12 contiguous subcarriers; a resource block (RB) consisting of 12
contiguous subcarriers is the basic unit of radio resource alloca-
tion and scheduling. To allow diverse deployment scenarios and
heterogeneous networks (e.g., with macro and small cells), 5G sup-
ports both stand-alone mode (SA) and non-stand-alone (NSA) mode
with 4G & 5G dual connectivity; each gNB can be configured with
multiple cells organized in primary and secondary cell groups and
cells. 5G allows carrier aggregation of multiple channels to achieve
higher data rates, e.g., by aggregating intra-band contiguous chan-
nels, intra-band non-contiguous channels, or inter-band channels
with diverse frequencies and radio characteristics.
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3 CASE FOR INTEGRATING 5G AND APP
5G is designed with many new capabilities and features such as
a wide range of radio bands, carrier aggregation, dynamic MAC
and mini-slot/slot scheduling. It is – at least in theory – capable
of delivering ultra-high (aggregated) peak bit rates and ultra-low
latency. How can we leverage these capabilities and features of
5G, especially 5G NR, to effectively support a whole gamut of
envisioned new applications and services? Before we answer this
question, we first examine some real-world measurement results
of commercial (especially, mmWave) 5G services (see [14–16] for
more details).

Fig. ?? shows measured downlink mmWave 5G throughput as
seen by a mobile device or user equipment (UE) when it is station-
ary and has a clear line-of-sight (LoS) path to a 5G antenna, as a
function of the distance from UE to a server (the figure is from [16],
where more details can be found). We see that when the server is
fairly close-by (within 1000 km) or when multiple TCP connections
are used, mmWave 5G can deliver more than 1 Gbps (up to 3.5
Gbps) bandwidth. However, high frequency radio bands such as
mmWave radio are directional, have limited coverage ranges, and
are highly sensitive to obstruction, interference and other environ-
mental factors which may block, reflect, refract and attenuate the
signals; user location, orientation and mobility modes thus greatly
impact 5G performance he/she experiences (see [15] for a more
in-depth measurement-based analysis on the impact of these factors
on mmWave 5G throughput performance). Hence as shown Fig. ??,
in general 5G throughput performance can vary wildly, sometimes
as high as 2 Gbps and other times dropping to near zero (5G “dead
zones”), when there is no clear LoS path due to obstructions or
when user/UE moves around. Frequent handoffs, e.g., between 5G
and 4G under the NSA mode, may also occur.

The high variability in 5G throughput performance poses many
challenges to many bandwidth-intensive new applications such as
ultra-high resolution (UHR) volumetric video streaming and AR/VR.
Today’s video streaming applications primarily utilize an AVC (Ad-
vanced Video Coding) codec such as H.264 for video encoding: a
video is typically segmented into chunks (e.g., of 2 seconds long),
and each chunk is encoded separately into multiple quality levels
with varying sizes. To adapt to the changing network bandwidth,
an adaptive bit rate (ABR) algorithm is employed at the client side to
dynamically select the quality level of a future video chunk to fetch
from the video server. Unfortunately existing ABR algorithms based
on (slow time scale) application-layer bandwidth estimation and
bit rate adaption cannot effectively cope with the fast and wildly
varying 5G radio channels, which lead to large video stall times
and poor user QoE, as shown in [16, 18].

How can one effectively overcome the challenges posed by 5G
high-band mmWave radio such as wildly fluctuating bandwidth and
limited ranges to support bandwidth-intensive applications such as
UHR video streaming? Clearly, relying on a single 5G high-band
radio channel or a single directional mmWave beam – the condition
(and thus bandwidth of) which may vary rapidly and significantly
– cannot reliably deliver the ultra-bandwidth needed for UHR video
streaming. On the other hand, our measurement studies [14, 15]
also show when even without clear LoS to 5G antennas, mmWave
radio may still be able to deliver far higher throughput (e.g., over

500 Mbps) than 4G LTE (see Fig. ??), due to signal reflections along
non-LoS paths. Hence a promising direction for tackling these
challenges is to take advantage of the new capabilities offered by 5G
such as diverse radio bands and carrier aggregation [18]. However,
exploiting these capabilities to support today’s AVC-encoded video
streaming is challenging. First, as stated earlier, relying on the
chunk level bit rate adaptation at the application layer is too slow
to cope with rapidly varying channel conditions. Second, simply
transmitting the video chunk data using an aggregation of diverse
radio channels (with sufficiently high total bandwidth capacity)
may not lead to an improvement of QoE performance at all, thanks
to the fact that these channels (especially across different radio
bands) may have very different characteristics, e.g., radio range,
signal strength/directionality, block bit error rates, etc. Hence the
channel with the poorest quality will determine the time that the
entire chunk can be completely delivered, which may in fact render
the performance worse than using a single high-capacity channel.
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Figure 2: AVC vs. SVC.

We advocate instead the use of Scalable Video Coding (SVC) –
which encodes each video (and video chunks) progressively into
multiple layers (see Fig.2) – for streaming UHR videos over 5G
to cope with the high variability of 5G throughput performance.
However, SVC by itself is not sufficient! SVC-based ABR algorithms
have been proposed in the literature (see, e.g., [6, 11, 26]) – operate
purely at the application layer to select video layers and deliver
them sequentially, and thus suffer the same issues facing the AVC-
based ABR algorithms; in fact, due to the large encoding overhead,
(application-layer) SVC-based ABR algorithms rarely outperform
AVC-based ABR algorithms. In contrast to existing (radio-agnostic)
SVC-based ABR algorithms, we advocate a truly cross-layer ap-
proach to take full advantage of the new capabilities of 5G: i) In-
stead of using sequential (layer-by-layer) delivery as in existing
SVC-based ABR algorithms, the application will transmit multiple
layered video chunks (i.e., belonging to the base layer plus one or
more enhancement layers) simultaneously; the number of layers
may be decided either based on the estimated bandwidth provided
by the 5G network or predicted by the application [15]. ii) The 5G
radio network will intelligently match and map the layered video
chunks of differing utility to diverse radio channels of varying qual-
ities and dynamically allocate radio resources for their transmission.
For example, a clear LoS beam is allocated for the base layer video
chunk delivery, while non-LoS beams are used for “best-effort” de-
livery of enhancement layers, when a user is stationary. As another
example, when a user is mobile, a 5G mid-band channel with higher
quality and larger coverage range is allocated for transporting the
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base layer video chunks, while high-band channels with fast vary-
ing conditions and higher bit errors are assigned for enhancement
layer video chunks. (See § 6 for other potential use cases.)

In order to support such cross-layer network and application
integration and allow the application to signal the utility of appli-
cation data, it is imperative to expose application semantics to 5G
(and beyond) networks, and enable RAN radio resource control to
make intelligent, swift decisions in delivering the right type/amount
of data with maximum utility to applications. Unfortunately, the
existing flow-based 5G QoS framework with pre-defined QoS pro-
files is too coarse and too rigid to allow such cross-layer network
and application integration. More specifically, video data belonging
to different layers all belong to the same IP flow, thus assigned
with the same QFI. As a result, the 5G RAN cannot distinguish
the (finer-grained) layered video data to provide differential QoS
treatment. This motivates us to propose a new QoS paradigm for
5G and beyond 5G (B5G) networks.

4 FINE-GRAINED QOS FRAMEWORK
We advance a software-defined, fine-grained QoS framework for
5G/B5G networks. In the following we outline our proposed frame-
work and present its key components.

4.1 Framework Overview
The overall architecture of our framework is schematically sketched
in Fig. 3, where we have depicted the relations between a 5G car-
rier (with its constituent core network and radio access network)
and an application service provider (with its service controller
and server/client end points). This figure also shows how our QoS
framework can be integrated with the 5G core architecture and
RAN protocol stack. The basic premise is that an application ser-
vice provider enters into a cooperative agreement (i.e., a business
relationship with certain financial or other arrangements) with a
5G carrier to collaboratively provide (application-)semantics-aware,
cross-layer support for its application or service over 5G.

Our proposed QoS framework is software-defined in that it fol-
lows the same principles of software defined networking (SDN),
where the behavior of data/user plane functions is controlled and
programmed by the control plane – via service-specific QoS tables,
extending the SDN flow tables. On the other hand, our framework
is far more flexible and fine-grained: instead of using solely (pre-
defined) flow headers, both the QoS control and data/user functions
are service-specific and specified using application semantics (via “se-
mantic tags”) in addition to standard flow headers; this also allows
the applications (controllers and service end points) to dynami-
cally push and update the semantics manifests and QoS profiles
(and thus QoS tables) to the 5G control and user planes. To these
ends, we take advantage of “softwarization” of 5G/B5G networks
and network function virtualization (NFV) to support the needed
functionality. Our design goal is two-fold: i) to enable the 5G radio
network (and 5G core network) to intelligently allocate and match
available radio resources (e.g., channels or beams with appropriate
qualities) to application semantics and QoS requirements, perform
smart scheduling and other adaptive mechanisms; and ii) to allow
application/service end points (either at the server or client side or
both) to not only dynamically adapt to varying network conditions,

but also fully take advantage of available network resources to meet
service QoS objectives and deliver the best QoE to users.

4.2 Key Components
We now briefly describe the roles of the application service provider
and 5G carrier in our proposed QoS framework, and the basic
functions of the key components shown in Fig. 3.
•Application Service Provider (ASP).We assume that the appli-
cation service provider operates within a mobile edge cloud (MEC)
within or close to the 5G carrier network for reduced latency. In
other words, it has servers running inside the MEC with direct con-
nectivity to the 5G core network. The application service provider
negotiates with the 5G carrier control plane (via an ASP controller),
and provides it with (service-specific) application semantics mani-
fests and QoS profiles, e.g., in the form of XML or JSON files (similar
to the manifest files used in video streaming applications). These
files specify semantic tags which will be used by its applications to
define (fine-grained) data objects or data streams such as layered
video frames or chunks and mark them with appropriate semantic
tags for the (desired) QoS metrics and treatments over 5G. The ASP
may also supply the 5G carrier with application functions (AFs) for
service-specific data processing, e.g., deep packet inspection, data
conversion, classification, filtering and tagging. The semantics man-
ifests and QoS profiles may be dynamically updated and pushed to
the 5G network using out-of-band signalling [29], e.g., by altering
the number of data streams such as SVC layers based on bandwidth
prediction or feedback from the 5G network.
•5G/B5G Control Plane. Based on the business agreement with
the ASP, the 5G core network control plane of the 5G carrier will
define QFI values for the desired service objectives and QoS metrics
specific to this ASP and its service, and institute appropriate control
functions, such as SMFs and AMFs to set up and authenticate PDN
sessions for application flows and track the mobility of mobile client
end points, and PCFs (policy control functions) to install service-
specific QoS tables at the relevant UPFs in the user plane. Similar
to the flow tables used by SDN switches, the QoS flows extends
them to include (service-specific) semantics tags to map IP flows
into finer-grained QoS “subflows” or QoS data streams. Each entry
of a QoS table is of the form ⟨ flow header; semantic tags | QFI ⟩
(including perhaps also ARP bits). The 5G core control plane also
instructs and configure the 5G RAN for intelligent radio resource
control (RRC) functions.
•Application Server Endpoint. The ASP Server Endpoint gener-
ates and (re-)factors application data into fine-grained data streams,
marking them with the corresponding semantic tags specified by
the application semantics manifests. These semantic tags can be
implemented using, e.g., IPv6 flow labels or extension headers [20].
•5G/B5G Core User Plane. Upon receiving the data packets from
the application, the UPFs in the 5G user plane, assisted by service-
specific AFs, will process them based on the (service-specific) QoS
tables for the desired QoS treatments – in particular, convert and
encapsulate them to 5G packet data units (PDU) with appropriate
QFI values (and ARP bits).
•5G/B5G Radio Network. Once reaching the 5G RAN, the RRC
functionswill intelligently allocate radio resources (channels, beams,
transmission intervals) based on channel quality and other charac-
teristics (e.g., coverage range and reliability), invoke dynamic MAC
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Figure 3: Software-Defined, Fine-Grained QoS Framework for 5G and Beyond 5G (B5G) Networks. As stated in the text, semantic tag can be
implemented using IPv6 flow labels or extension headers, or other mechanisms.

scheduling algorithms, adaptive PHY-layer mechanisms, e.g., rate
matching, MCS selection and hybrid ARQ (HARQ) to best match
application data streams of differing utilities and QoS requirements
with diverse and often fast varying radio characteristics.
•End Device and Mobile App Endpoint. The (mobile or fixed)
end device, such as a smart phone, an autonomous vehicle or an IoT
device, plays dual roles: on one hand, the ASP mobile app running
on the device functions as the client endpoint; on the other hand, the
end device is also equipped with an 5G radio interface that executes
the radio protocol stack. For example, for uplink data transmission,
the end device may mark application data using reflective QoS as
in 5G [19]; it may also signal the data semantics in-band to the 5G
RAN to effect changes in data transmission [20].

5 SVC VIDEO STREAMING USE CASE
We take SVC video streaming over 5G as a use case to illustrate the
potential benefits of our proposed software-defined, fine-grained
QoS framework by conducting a preliminary evaluation. As argued
in §3, by exposing application semantics (via “fine-grained” data
substreams marked by semantic tags, in this case, layered video
chunks), our proposed framework will enable the 5G network to
intelligently match and map the layered video chunks of differing
utility to diverse radio channels of varying qualities, and dynami-
cally allocate radio resources for their transmission so as to deliver
the best user QoE. In this preliminary experimental evaluation, we
consider only a very simple channel allocation scheme.

5.1 Preliminary Experimental Evaluation
We implement and set up a simple emulation environment to carry
out a preliminary evaluation of our proposed framework. For the
application service endpoints, we re-purpose IPv6 flow labels as
“semantic tags”, based on a similar implementation in [20]. To em-
ulate a 5G core network, we originally based our implementation
on free5gc [8] which implements the basic 5G core functions. But
running on virtual machines (VMs) it can only process data at the
rate of below 200 Mbps; it also does not support SDAP. Instead, we
use a bridged network environment with a basic implementation
of SDAP and a simple UPF mechanism which maps application
semantic tags (IPv6 flow labels) to QFIs carried in SDAP. We use
the real-world measurement traces of commercial mmWave 5G
services collected in [1] to emulate different channel conditions
and throughput performance.

We consider volumetric video [10] streaming where video frames
are represented as 3D point cloud. We encode the video frames us-
ing SVC with a total of 5 layers, a base layer with a resolution
corresponding using roughly 1/5 of the total points per frame, and 4
enhancement layers which progressively enhance the frame resolu-
tion. We simulate and allocate up to 5 radio channels with differing
channel qualities. In the case of the current flow-based QoS frame-
work, data packets from the same frame will be striped across the
allocated channels – i.e., independent of the layers the data packets
belong to, as they all carry the same QFI value. In the case of our
fine-grained QoS framework, we assign and transmit the base
layer data packets using the radio channel with the best quality,
the next (enhancement) layer data packet using the radio channel
with the next best quality, and so forth.

5.2 Initial Results
In the following we present some initial results we have obtained.
In Fig. 4 we show the throughout (bit rates) over time and the cu-
mulative video stall time for streaming 500-sec volumetric video
with 1750K point resolution, where the 5G channels qualities fluc-
tuate wildly and constantly as in Fig. ??. We see that using our
fine-grained QoS framework we can reduce the total stall time from
nearly 303 seconds to below 201 seconds. Table 1 summarizes the
results of three experiments using volumetric videos with three
different maximum point resolutions. We remark that our evalu-
ation is still very preliminary. For example, in these experiments
we use a very basic fixed channel assignment strategy where we
match the base layer to the channel of the best quality regardless of
the base layer throughput requirement and channel capacity. As a
result, the base layer data may take longer to get delivered or “stall”
when the average channel capacity of the best radio channel is
below the required throughput of the base layer. Hence these initial
results do not fully reflect the potential benefits of the proposed
QoS framework. We are designing more intelligent radio resource
control schemes for further experimentation and evaluation.

6 DISCUSSIONS AND RELATEDWORK
Internet QoS has been extensively studied in 1990s (see [7] for a
survey of Internet QoS theory. IETF has proposed two QoS architec-
tures, Integrated Service (IntServ) [21] and Differentiated Services
(DiffServ) [3], but neither is widely adopted and deployed. In [30] a
(logically) centralized control framework was introduced for man-
aging QoS, predating the notion of SDN. Following SDN, 5G adopts
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(b) Fine-Grained QoS
Figure 4: QoS Performance of Streaming a Video with 1750K Points/Frame.

Table 1: Stall Time for Video Playback.
Points/Frame 1500K 1750K 2000K
Required Tput 3240 Mbps 3780 Mbps 4320 Mbps
Flow-based QoS 136 sec. 303 sec. 348 sec.
Fine-Grained QoS 84 sec. 201 sec. 228 sec.

a flow-based QoS architecture (see [19] for an overview). We note in
particular the recent IETF “Diffserv to QCI Mapping” effort, the goal
of which, as stated in the current Internet draft [9], is to provide
guidance to “help maintain a consistent QoS treatment between
cellular networks and the Internet.” In other words, this effort aims
to “retrofit” IETF DiffServ with the existing 5G QoS architecture,
whereas we have proposed a completely new software-defined, fine-
grained framework, with the goal to enable a (cloud/application)
service provider/network to directly signal 5G and B5G networks
for cross-layer network-application integration.

Cross-layer design has been a major theme in wireless networks,
but most studies largely rely on passing relevant information up or
down the protocol stack to address specific problems, e.g., conges-
tion control and related issues [4, 12, 17, 22, 23, 25, 27, 28]. None of
them target a cross-layer QoS architecture. In [20] we propose a
semantics-aware framework for mission-critical networks.

In this paper we have focused on SVC layered video streaming
as the main use case for the proposed fine-grained QoS framework.
There are many other important use cases. For example, HTTP-
based web services often employ a persistent HTTP/TCP connec-
tion where various objects (e.g., embedded in multiple frames in
a web page) are transported between a client and a server [5, 24];
our proposed QoS framework will allow a web service to signal
the differing importance and utility, and intelligently transport
them, e.g., using channels of different qualities, to improve the page
loading time and overall service response time. Perhaps more excit-
ing applications will be emerging V2X applications and other IoT
services. For instance, instead of (statically) slicing the data into
fixed categories, e.g., ULLRC, mMTC and eMBB, with (fixed) radio
band allocation, our proposed QoS framework would allow more
flexibility to enable autonomous vehicles and radio networks to
decide what channel to be used for what service depending on the
specific context, e.g., dynamically allocating mmWave radio bands
as well as other channels for videos and other sensory data all used
for a critical safety application, e.g., during a road accident. More
generally, as inexpensive IoT devices proliferate, many of which
are not 5G capable, IoT gateways (i.e., N3IWF gateways [13]) that
can communicate with a diverse array of IoT devices on the one
side, and with 5G radio & core networks on the other side will play
a crucial role. Our proposed QoS framework will enable the N3IWF
IoT gateways and 5G radio/core networks to dynamically signal
data criticality and utility, and intelligently allocate radio resources
based on IoT service semantics, as well as the latency, bandwidth
and reliability requirements.

7 CONCLUSIONS AND FUTUREWORK
In this position paper we have laid out a basic design of a novel
software-defined, fine-grained QoS framework for truly cross-layer
network and application integration. Our framework enables applica-
tions to expose application semantics and allow 5G/B5G networks
to exploit such application semantics for intelligent decision mak-
ing, e.g., to dynamically match and allow radio channels of varying
qualities to application utilities and QoS requirements. Clearly, our
design as well as evaluation are still very preliminary. Significant
efforts are needed to realize the proposed framework and demon-
strate its full potential. This position paper serves as a strawman
to call to the research community for new intelligent architectural
designs of B5G networks and next-generation wireless systems.
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