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ABSTRACT
Chemical data are diverse and complex, spanning point cloud data
and manifolds, and occurring with potentially large dimensions.
They are obtained from experimental and computational modeling,
and may encode complex correlations of particle/molecular configu-
rations and dynamic motion. It is a significant challenge to identify
such correlations, reduce dimensionality, and identify the shapes
and topologies of both point cloud data and chemistry-derived sur-
faces (e.g., energy landscapes of chemical transformation). Chemical
graph theory and computational topology offer powerful new tools
for the chemistry community, however, dissemination and imple-
mentation of the tools’ associated algorithms and methods has been
hampered by a lack of supporting infrastructure. In this manuscript,
we describe the DELTA Science Gateway, which integrates several
types of mathematical and topological analysis software for chem-
ical data analysis. The focus is on energy landscape data derived
from experimental and computational modeling techniques in or-
der to understand the principles involved in structure and function.
The DELTA gateway is hosted under the SciGaP project at Indiana
University and is powered by Apache Airavata gatewaymiddleware
framework. The gateway provides an integrated infrastructure for
simulations and analysis on XSEDE resources, as well as interactive
access through a VNC client and a JupyterHub deployed on the
Jetstream cloud using virtual clusters.
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1 INTRODUCTION
Chemical systems can be modeled using fundamental physics that
describe quantum mechanical electron and nuclear correlations.
Classical statistical mechanical representations provide informa-
tion in multiple scales and sample particle configurations; these
tools can be used to predict thermodynamic and kinetic quantities
and their time-dependent derivatives. Such simulation tools allow
chemists to understand and corroborate experimental observations,
to predict specific outcomes during reactions, and to provide a basis
for the design of molecules and materials with specific physico-
chemical properties. From simulations, one obtains many types
of data, most notably point cloud data (x,y,z coordinates of parti-
cles), as well as manifolds or surfaces such as the energy landscape
(EL). Characterizing the “shape” of these data and patterns therein
requires new mathematical tools and algorithms. Descriptors of
Energy Landscapes Using Topological Analyses (DELTA) is an NSF-
funded Harnessing the Data Revolution (HDR) Institute Frame-
works project [1] that aims to advance topological data analysis
(TDA) and machine learning algorithms for the study of intensive
and complex data sets from chemistry, including methods that en-
code and learn about ELs. The ELs are 3N-dimensional surfaces that
dictate the outcomes of chemical transformations, and that quickly
become complicated to depict, analyze and use in predictions for
large numbers of particles. Creating and disseminating novel soft-
ware that combines chemical, geometrical and topological analysis
in describing and predicting EL features will accelerate decision
making in chemical research. As the number of dimensions rele-
vant for a chemical transformation could be much smaller than the
total dimensional space, techniques in dimensionality-reduction
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such as Principal Component Analysis (PCA) [18], Uniform Mani-
fold Approximation and Projection (UMAP) [22], and Correlation
Analysis (CA) [17] provide ways to simplify and make the problem
computable. Topological analysis techniques such as Morse theory
[33], Persistent Homology [13] and Catastrophe theory[27] provide
analytic features for ELs that describe chemical transformations.

The tools adopted and software developed by the community
need an open, shareable environment in which to organize work-
flows and provide end-to-end access to the tools, data, and com-
putational resources. The DELTA-Topology science gateway [2]
is a community framework created to enable this environment;
this manuscript describes the design, deployment and early adop-
tion of DELTA-Topology. This gateway differentiates itself from
other chemistry-oriented gateways such as SEAGrid (SEAGrid.org)
through its focus on topological analysis. The manuscript is or-
ganized as follows: in Section 2, we describe the gateway design
and implementation. Section 3 describes applications and their de-
ployment and integration. Section 4 presents the deployment of
interactive computing and visualization on a Cloud-based virtual
cluster through JupyterHub and VNC. Section 5 concludes with an
outlook for the gateway in the near future.

2 GATEWAY DESIGN AND DEPLOYMENT
The DELTA-Topology gateway is deployed using the Apache Aira-
vata [25] middleware framework and provides reproducible and
shareable job management services. It runs on SciGaP [26] gate-
way hosting services at Indiana University, and development sup-
port is provided through a consultation from Science Gateways
Communities Institute (SGCI) [32]. An XSEDE allocation[30] pro-
vides computational gateway hosting resources. The high perfor-
mance computer Stampede2 [28] provides high-end computational
resources, and the Jetstream Cloud [29] provides gateway and data
hosting facilities. A virtual elastic cluster on Jetstream cloud is also
provisioned for on-demand and interactive workloads. Extended
Collaborative Support Services (ECSS) [31] from XSEDE provided
additional assistance in integrating the resources into the DELTA-
Topology gateway. TheDelta-Topology gateway authenticates users
via the OpenID Connect (OIDC) protocol [3]. We use an instance
of the Keycloak [14] identity and access management service as
the OIDC provider. The Delta-Topology tenant in Keycloak is con-
figured to integrate CILogon [11] as a federated identity provider
while also allowing users to create local user accounts. We have 55
active users supporting 10 participating PI research groups.

The gateway administrator controls access to resources by grant-
ing access to user groups, with different groups having different
scopes of access. Users are authorized via Airavata Sharing services
[23]. The members of the “Admin” group have additional privileges
and are responsible for deploying applications, creating user inter-
faces, monitoring and trouble shooting, and updating notifications.
They are also authorized to control metadata for accessing XSEDE
HPC resources through the gateway “community login,” managing
users; they can also troubleshoot any issues relating to user services.
Gateway administration is handled through an Admin Dashboard,
which provides interfaces to functions to set security credentials, de-
fine compute resource profiles, control access to resources through
group-based user organization, and monitor experimental statistics.

Once the gateway administrator provides approval, new users are
added to a default group (“Gateway Users”) that gives access to
gateway resources and applications. Approved users can then use
gateway services to create, monitor, share and clone experiments
(computational simulations). Users can also add their own compute
resource allocations in SciGaP registered resources using the “User
Settings” profile functions. Users and administrators can create
groups and share/provide controlled access to resources, applica-
tions, and data. For example, most students get a “Developer” role so
they can deploy and test applications in the gateway. Such features
make Apache Airavata a desirable middleware framework. The
DELTA webinars and tutorials are hosted on the DELTA-Topology
gateway for quick reference and broad outreach.

The Airavata Django Portal [15] front-end web framework de-
ployed for the DELTA-Topology gateway integrates the Wagtail
content management system (CMS) [9] to drive the theme and allow
gateway managers to edit, review and preview the look and feel,
save drafts, and publish pages for user consumption. The Delta-
JupyterHub link on the navigation bar becomes available upon
successful authentication. The Django framework gives a way to
authenticate and access applications, and to submit and monitor
jobs through separate dashboards. The gateway is enhanced by
access to a 10TB disk volume for data hosting, and the data volume
is integrated as a Globus [10] end point for use with Globus clients
to upload data easily. Currently, the gateway supports 54 members
of the DELTA project team and collaborators that have run close
to 460 experiments so far.

3 APPLICATIONS, DEPLOYMENT,
INTEGRATION AND USE

As an NSF-funded HDR Framework (conceptualization) award, the
DELTA framework research teams are rapidly adopting and inte-
grating diverse analysis software, and the software tends to evolve
rapidly, as well. The basic software, such as Chemnetworks [24],
is reasonably stable with few releases, but other basic analysis
software in the topology is still evolving.

Table 1: Applications deployed in DELTA-Topology gateway
The applications currently deployed in the DELTA-topology

gateway are provided in Table 1, with their functionality and the
resources that deploy them. Core application frameworks such
as UMAP [22], RIPSER [12], Gudhi [20], Javaplex [8] have been
installed on XSEDE’s Stampede2 [28] system, and analysis applica-
tions are developed on top of the core software. Several applications
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are deployed as Python libraries and could be easily called from
other Python codes and as part of Jupyter notebooks. As codes are
developed and committed, containers are created and deployed on
a container hub when appropriate; they can subsequently be used
in a singularity environment on Stampede2 when jobs are launched
from the gateway. Figure 1 shows the user interface deployed for a
Delta-Persistence application and an output persistent bar graph
that results from a run on Stampede2 to illustrate gateway use.

Figure 1: User interface Delta-persistence application and
sub-level-set persistent bar codes based on carbon chain
length of 7 for Heptane.

VNC applications start a TigerVNC [4] server on a virtual cluster
on a cloud resource and send back a link to launch a local client to
connect to it. This is generic but will be coupled with visualization
software such as Topology tool kit (TTK) [5], VisIt [6] and Paraview
[19]. Users provide parameters for the applications through user
interfaces and set up computational experiments using Experiment
Editor panels. Experiments (jobs) are launched on specified re-
sources with scheduler-level job specifications such as nodes/cores,
memory and wall time. The experiments are monitored through
an Experiment Summary panel on launch, which is refreshed to
update the status automatically. The results are also reported in the
Experiment Summary panel as rendered images, text or links to
outputs. The files are retrieved into a storage device dedicated to
the gateway.

4 INTERACTIVE COMPUTING AND
VISUALIZATION

As discussed earlier, the DELTA-Topology gateway features the
ability to run interactive sessions for visualization needs through
a VNC Client. This is modeled on the feature offered by TACC
through their visualization portal, but operates in an elastic virtual
cluster on the Jetstream cloud [29]. For this type of job, the Slurm
scheduler creates a visualization node on the virtual cluster with
the necessary GUI tools installed, and provides a link to the user
that allows them to access the new VNC session securely through
a websocket tunnel. The VNC session gives users access to a full
XFCE4 desktop environment [7] with access to all computational
tools installed on the cluster. The interactive node also mounts the

same filesystems as any other job on the resource, allowing users
access to previously-created data for visual analysis. The ParaView
and VISIT tools are currently available on the cluster. The host and
port ID for the server are presented in a job-specific link protected
by the VNC password set by the user. This is presented to the user
in the Experiment Summary panel as the ViewVNC link as shown
in the left panel in Figure 2 as soon as it is generated on the server.
The right panel in Figure 2 presents the view of the VNC client
with a Paraview application of a model surface.

In addition to interactive jobs run through the VNC client, users
can access a JupyterHub instance on the same Jetstream cloud-
based elastic cluster. This resource is configured so that a new
Jupyter server is launched as a Slurm job, which creates a new,
dedicated node for the Jupyter session. JupyterHub is configured
to authenticate users with the same Keycloak tenant as the Delta-
Topology gateway. There is a short wait when the JupyterHub is
setup; it is served once ready.

5 OUTLOOK
In the near future, many new features will become available in
Apache Airavata and will be deployed in the DELTA-topology gate-
way in an automated scheme. The interactive features developed for
DELTA will be generalized for the Airavata framework shortly for
broader impact. Work to provide an embedded VNC client within
the Django gateway front-end is underway. The user and adminis-
trator dashboards will be enhanced with search and retrieve func-
tions for arbitrary experiments, applications, and time periods to
improve data organization. The Django framework provides a well-
defined extension mechanism (Django apps) that we will use to
develop specific applications that require workflows with depen-
dent inputs from other steps as in directed acyclic graphs.
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