SYMMETRIC CONVEX SETS WITH MINIMAL
GAUSSIAN SURFACE AREA

STEVEN HEILMAN

ABSTRACT. Let Q C R™"! have minimal Gaussian surface area among all sets satisfying

) = —) with fixed Gaussian volume. Let A = A, be the second fundamental form of 02 at

x, i.e. A is the matrix of first order partial derivatives of the unit normal vector at x € 9.

For any « = (z1,...,Z541) € R" let v, (z) = (27r)_"/26_(’”%"'"""“%“)/2. Let || Al|? be the

sum of the squares of the entries of A, and let ||A||2—2 denote the {5 operator norm of A.
It is shown that if Q or Q¢ is convex, and if either

[ AP = s >0 or [ (P 12 sup 4, ) (@) < 0
o0 o0 yeoN

then 02 must be a round cylinder. That is, except for the case that the average value of
| A]|? is slightly less than 1, we resolve the convex case of a question of Barthe from 2001.

The main tool is the Colding-Minicozzi theory for Gaussian minimal surfaces, which
studies eigenfunctions of the Ornstein-Uhlenbeck type operator L = A — (z,V) + || 4[| + 1
associated to the surface 0. A key new ingredient is the use of a randomly chosen degree 2
polynomial in the second variation formula for the Gaussian surface area. Our actual results
are a bit more general than the above statement. Also, some of our results hold without the
assumption of convexity.

1. INTRODUCTION

In a landmark investigation of mean curvature flow [CM12], Colding and Minicozzi studied
a maximal version of the Gaussian surface area of an n-dimensional hypersurface ¥ in R"*!,
They called this quantity

sup [ @B ((o— b)a s (1)
a>0,beRn+1 J 3

the “entropy” of 3. The Colding-Minicozzi entropy is of interest since it monotonically

decreases under the mean curvature flow. For this reason, [CMI2] studied minimizers of (L.

Here, with m = n + 1, we define

Tn(x) = (27?)_”/26_”1”2/2, |z||® == fo, Vo= (ry,...,T,) € R™.
i=1
|
/ Yn(x)dz := liminf — Yo (x)d.
b e=0t 2€ {z€Rn+1: JyeX, |lz—yl/<e}
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In the context of mean curvature flow, the Colding-Minicozzi entropy ([1|) is an analogue of
Perelman’s reduced volume for Ricci flow. It was conjectured in [CIMWI3] and ultimately
proven in [Zhu20] that, among all compact n-dimensional hypersurfaces ¥ C R"™! with
0% = (), the round sphere minimizes the quantity .

Mean curvature flow refers to a set of orientable hypersurfaces {¥;} >0 such that (d/ds)z =
—H(z)N(x),V z € X, Vs >0, where H(x) is the mean curvature of x € ¥ and N(x) is the
exterior unit normal vector at x € ¥,. (See Section [2.1| for more detailed definitions.)

Influenced by the methods of [CM12], we study minimizers of the Gaussian surface area
itself, over symmetric hypersurfaces ¥ C R"*! enclosing a fixed Gaussian volume. We
say a hypersurface ¥ is symmetric if ¥ = —>. Without the symmetry assumption, it is
well-known that the set @ C R"*' of fixed Gaussian volume [, yn41(2)dz and of minimal
Gaussian surface area [,, y,(z)dz is a half space. That is, € is the set lying on one side of a
hyperplane [SC74]. This result has been elucidated and strengthened over the years [Bor85),
Led94 [Led96l Bob97, BS01l, Bor03|, MN15a, IMN15bl [E1d15, MR15, BBJ16]. However, all
of these proof methods (with the exception of [MR15], [BBJ16]) seem unable to handle the
additional constraint that the set 2 is symmetric. i.e. that 2 = —€. That is, new methods
are needed to find symmetric sets  C R"! of fixed Gaussian volume and minimal Gaussian
surface area. In this work, we demonstrate that the calculus of variations techniques of
[CM12, MR15, BBJ16] succeed in this task, where other proof strategies seem insufficient.
Informally, the calculus of variations is a “local” proof strategy, whereas other proof strategies
such as in [MN15b] or [EId15] either directly or indirectly use “global” translation invariance
of the problem at hand, in the sense that the translation of a half space is still a half space.
So, the other methods cannot deal with the constraint ¥ = —3, since a translation of such
a X is no longer symmetric.

It was suggested by Barthe in 2001 [BarOI] that the symmetric set 2 of fixed Gaussian
volume and minimal Gaussian surface area could be a symmetric strip bounded by two
parallel hyperplanes. It was also expressed in [CR11, [0’D12] that a Euclidean ball centered
at the origin or its complement could minimize Gaussian surface area. A simple calculation
demonstrates that the symmetric strip does not minimize Gaussian surface area for certain
volume constraints. If ¢ > 0 satisfies 71([—t,t]) = 1/2, then the Gaussian surface area of
[—t,t] is V2ry ({—t}U{t}) ~ 1.5932. If r > 0 and if B(0,7) = {(x1, 12) € R?: 22 +22 < r?}
satisfies v2(B(0,r)) = 1/2, then faB(O,T) yi(z)dr ~ 1.4757. Also, the ball B(0,s) in R?
with v5(B(0,s)) = 1/2 satisfies f[)B(O,s) Yo(x)dx ~ 1.4496. So, at least for symmetric sets
of Gaussian measure 1/2; the interval or the strip bounded by two hyperplanes does not
minimize Gaussian surface area. Moreover, it even appears that the n-dimensional ball of

Gaussian measure 1/2 has a decreasing surface area as n increases.
Define S™ C R"*! so that

S*i={(x1,...,Tpp) ER™ 2l + a2, =1}

From the Central Limit Theorem with error bound (also known as the Edgeworth Expansion)
[Fel71l, XVI1.4.(4.1)], for any s € R, the following asymptotic expansion holds as n — co:

2

—00



Moreover, from the Chain rule, (denoting B(0,7) = {x € R": ||z|| < r}),

d d d
< Bloy/n+svon)) =2 B - V2
P s:O%( (O, n+s n)) o r=\/ﬁ%< (0,7)) To| Vot svan
1 ~1/2
=—==+o0on .
5 Hon )
That is,
1i d (B(0,71)) ! 5642
im — n 7)) = —= R~ :
n—oo dr r:\/ﬁ7 NZs

So, for symmetric sets of Gaussian measure 1/2, it seems plausible that their Gaussian
surface area is at least 1/4/7.

Morally, the results of [CIMWI13, BW16|, [Zhu20] imply this result, but we cannot see a
formal way of proving this statement.

In summary, it is believed that solid round cylinders (or their complements) minimize
Gaussian surface area [Bar01l, [CR11], [0’D12]. We state this as a conjecture below.

Problem 1.1. Fiz 0 < ¢ < 1. Minimize

/aQ Yn(x)dx

over all subsets Q@ C R"™! satisfying Q = —Q and v,,1(Q) = c.

Remark 1.2. If Q minimizes Problem [I.1, then Q¢ also minimizes Problem with ¢
replaced by 1 — c.

Conjecture 1.3 ([Bar01, [CR11,[0'D12]). Suppose Q@ C R™* minimizes Problem[1.1 Then,
after rotating 2, 3 r >0 and 3 0 < k < n such that

00 =rSF x R"F,

Except for the case that the average value of the squared length of the second fundamental
form is close to 1, we resolve the case of Conjecture[I.3 where 2 or Q¢ is convex. See Theorem
[L11] below.

Besides the relation of this problem to mean curvature flows [CM12, [CMP15], recent
interest for Gaussian isoperimetric inequalities has developed in theoretical computer science
[KKMOO07, MOO10, TM12]. A typical application reduces the computational hardness of a
discrete computational problem to the solution of a Gaussian isoperimetric inequality. The
resolution of a discrete problem using a continuous inequality can be surprising. For example,
Borell’s isoperimetric inequality [Bor85, MNT5D, [EId15] states that, among all Q C R™™! with
fixed Gaussian volume, the one with largest noise stability is a half space. Here the noise
stability of Q C R"! with parameter 0 < p < 1 is

N —llz 12~ llylI3+2p(z,y)
(1—p2)_;1(27r)_("+1)//6 2047 dxdy.
aJao

This inequality of Borel generalizes the fact that half spaces minimize Gaussian surface
area. And Borell’s inequality implies [KKMOQ7| that the Goemans-Williamson algorithm
for MAX-CUT [GW95] is the best possible polynomial time algorithm, assuming the Unique
Games Conjecture [Kho02].
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The addition of the constraint that 2 = —( has particularly been related to the com-
munication complexity of the Gap-Hamming-Distance problem [CRI11) [Shel2, Vid13]. As
mentioned above, looking for the symmetric set 2 C R™™! of fixed Gaussian volume and
minimal surface area is intrinsically interesting since previous proof strategies fail to solve
this problem, with the exception of recent calculus of variations techniques [CM12, [CIMW13],
MR15 BBJ16].

The so-called S-inequality of [La0O99] seems superficially related to Problem . One part
of this inequality says: if Q@ C R"*! is a symmetric convex set, and if P is a symmetric
strip lying between two hyperplanes such that v,.11(2) = v,41(P), then for any t > 1,
Va1 (tQ2) > Y1 (tP). This result of [LaO99] seems to have a rather different nature than
Problem [1.1] since the first step of the proof of [La099] reduces to the case n +1 = 2. As
discussed above, Problem cannot have such a reduction since symmetric strips do not
minimize Problem for the measure constraint ¢ = 1/2. One of the difficulties of Problem
is dealing with higher-dimensional sets.

1.1. Colding-Minicozzi Theory for Mean Curvature Flow. Forany x = (z1,...,%,11)
and y = (1, -, Yns1) € RV let (z,y) := 374! 2;9; denote their standard inner product,
and let ||z|| :== y/(z, x) denote the corresponding Euclidean norm.
The Colding-Minicozzi theory [CMI12, [CIMW13| focuses on orientable hypersurfaces %
with 9% = () satisfying
H(z) = (x,N(x)), Vel (2)

Here N(z) is the unit exterior pointing normal to ¥ at z, and H(x) is the mean curvature
of ¥ at x. Below, we will often omit the x arguments of H, N for brevity. H(z) is the sum
of principal curvatures of 3 at x, or equivalently H(x) = div(N(x)). Here H is chosen so
that, if » > 0, then the surface rS™ satisfies H(xz) = n/r for all z € rS™. A hypersurface
) satisfying is called a self-shrinker, since it is self-similar under the mean curvature
flow. Examples of self-shrinkers include a hyperplane through the origin, the sphere /nS™,
or more generally, round cylinders vkS* x S % where 0 < k < n, and also cones with zero
mean curvature.

Also, self-shrinkers model singularities of mean curvature flow. And X is a self-shrinker
if and only if it is a critical point of Gaussian surface area, in the following sense: for any
differentiable a: (—1,1) — R with a(0) = 1, for any differentiable b: (—1,1) — R™™ with
b(0) = 0, and for any normal variation {X,}s¢(—1,1) of ¥ (as in (6])), we have

5] o [ tale) H (e = HoD a2y = .

This equivalence was shown in [CM12, Proposition 3.6]. Put another way, self-shrinkers are

critical points of Gaussian surface area, if we mod out by translations and dilations. In this

paper, we instead study critical points of the Gaussian surface area itself. In this case, 3

A € R such that H(z) = (z, N(z)) + A for all x € ¥ if and only if, for any normal variation
0

{ZS}SE(—Ll) of 27
— w(x)dr = 0.
0s ls=0 /Zs n(@)de

This fact is well-known, and reproven in Lemma below. The special case A = 0 recovers
the self-shrinker equation (2)).

B
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The papers [CM12, [CIMWI3] led to several investigations. On the one hand, it was
conjectured that, among all compact hypersurfaces, the round sphere minimizes the entropy
(). This conjecture was studied in [CIMWI3] and [BWI6] until its ultimate resolution in
[Zhu20]. One main technical contribution of [Zhu20] was to extend the Colding-Minicozzi
theory to handle perturbations of cones. Also, the main result of [CM12, Theorem 0.12]
shows that round cylinders are the only C'*° self-shrinkers that locally minimize the entropy
M.

On the other hand, it is natural to study a generalization of surfaces satisfying [IMR15],
Gual8, [CW14, [CW18, [COW16, BBJ16]. That is, several papers have studied surfaces %
such that there exists A € R such that

H(z) = (z,N(x)) + A, VeeX. (3)

Surfaces satisfying are called A-hypersurfaces.

As we just mentioned, the condition (3 is natural in the study of sets minimizing Gaussian
surface area, since holds if and only if ¥ is a critical point of the Gaussian surface area
(see Lemma [3.1]).

A key aspect of the Colding-Minicozzi theory is the study of eigenfunctions of the differ-
ential operator L, defined for any C'* function f: ¥ — R by

Lf(z) = Af(z) — (z,Vf(@)) + [|A|* f(z) + f(z), Vzel (4)

Here A is the Laplacian associated to X, V is the gradient associated to ¥, A = A, is the
second fundamental form of ¥ at z, and ||4,]|* is the sum of the squares of the entries of
the matrix A,. Note that L is an Ornstein-Uhlenbeck-type operator. In particular, if > is a
hyperplane, then A, = 0 for all x € €2, so L is exactly the usual Ornstein-Uhlenbeck operator,
plus the identity map. (More detailed definitions will be given in Section below.)

The work [CMI2] made the following crucial observation about the operator L. If
holds, then H is an eigenfunction of L with eigenvalue 2:

@) = LH=2H. (5)

(See below. Note that our definition of L differs from that of [CM12] since our Gaussian
measure has a factor of 2, whereas their Gaussian measure has a factor of 4. Consequently,
their L operator has different eigenvalues than ours.) The Colding-Minicozzi theory can
readily solve Problem in the special case that holds (which is more restrictive than
(3)). For illustrative purposes, we now sketch this argument, which closely follows [CM12,
Theorem 4.30]. In particular, we use the following key insights of [CM12].

e H is an eigenfunction of L with eigenvalue 2. (That is, holds.)

e The second variation formula for Gaussian surface area is a quadratic form
involving L.

e If H changes sign, then an eigenfunction of L exists with eigenvalue larger than 2.

Proposition 1.4 (Special Case of Conjecture [1.3). Let Q C R™™ minimize Problem
1.1, By Lemma below, 3 X\ € R such that holds. Assume A = 0. Assume also that
3= 0% is a compact, C* hypersurface. Then 3 r > 0 such that 9 = rS".

Proof. Let H be the mean curvature of ¥.. If H > 0, then Huisken’s classification [Hui90,
Hui93] |[CM12, Theorem 0.17] of compact surfaces satisfying implies that ¥ is a round

sphere (3 r > 0 such that ¥ = rS™.). So, we may assume that H changes sign. As noted in
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. LH = 2H. Since H changes sign, 2 is not the largest eigenvalue of L, by spectral theory
[Zhu20, Lemma 6.5] (e.g. using that (L —||A||> —2)~" is a compact operator). That is, there
exists a C? function g: ¥ — R and there exists 6 > 2 such that Lg = dg. Moreover, g > 0
on Y. Since g > 0 and X = =X, it follows by that g(z) + g(—=x) is an eigenfunction of L
with eigenvalue 6. That is, we may assume that g(x) = g(—z) for all z € 3.

Since ¥ is not a round sphere, it suffices to find a nearby hypersurface of smaller Gauss-
ian surface area. For any C? function f: ¥ — R, and for any s € (—1,1), consider the
hypersurface

Ysi={x+sN(x)f(x): x € X}. (6)

From the second variation formula, Lemma [3.2] below,

oo [ (a)s = - | s@Lan @

So, to complete the proof, it suffices by Lemma to find a C? function f such that
o f(x ) f ( x) for all z € ¥. (f preserves symmetry.)

o [ f( dx = 0. (f preserves Gaussian volume.)
o [, f( Yn(x)dx > 0. (f decreases Gaussian surface area. )
We choose ¢ as above so that Lg = dg, 6 > 2 and so that [,(H(z) + g(x))ym(x)dz = 0.

(Since H changes sign and g > 0, g can satisfy the last equality by multiplying it by an
appropriate constant.) We then deﬁne f = H +g. Then f satisfies the first two properties.
So, it remains to show that f satisfies the last property. Note that, since H and g have
different eigenvalues, they are orthogonal, i.e. fz H(z)g(x)yn(z)dx = 0. Therefore,

/2 @) Lf (@) (e)dr @ / )(2H (2) + 5g(x))ya(2)da

/(H() To( d:c+6/ z)dz > 0.

(Since H( ) = (z,N(z)) for all z € ¥, and ¥ is compact, both [(H(x))*y,(x)dz and
s H r)dx exist.) O

Remark 1.5. The case that 02 is not compact can also be dealt with [CM12, Lemmas 9.44
and 9.45], [Zhu20l, Proposition 6.11]. Instead of asserting the existence of g, one approximates
g by a sequence of Dirichlet eigenfunctions on the intersection of ¥ with large compact balls.
Since Proposition was presented only for illustrative purposes, and since the assumption
is too restrictive to resolve Problem , we will not present the details.

Unfortunately, the proof of Proposition [I.4]does not extend to the more general assumption
. In order to attack Problem , we can only assume that holds, instead of the more
restrictive ([2).

Under the assumption of , the proof of Proposition breaks in at least two significant
ways. First, H is no longer an eigenfunction of L when olds with A # 0 (see below).

Second, Huisken’s classification no longer holds [Hui90, [Hui93]. Indeed, it is known that,
for every integer m > 3, there exists A = \,, < 0 and there exists a convex embedded curve
[',, C R? satisfying and such that I';;, has m-fold symmetry (and I',,, # [y, if mq # mo)
[Chal7, Theorem 1.3, Proposition 3.2]. Consequently, T',, x R"2 C R™"! also satisfies (3.

That is, Huisken’s classification cannot possibly hold, at least when A < 0 in (3)).
6



1.2. Our contribution. For any hypersurface ¥ C R"*! we define (using and (7))
Lfy,(x)d
d=4(X) = sup Js ! foy (@) ’
rece(n) Js f2m(z)de

The quantity §(X) is denoted —puy in [CM12, Corollary 5.15].

In Section [7] below, we show that Huisken’s classification does actually hold for surfaces
satisfying if A > 0, if the surface 3 encloses a convex region, and if §(X) < co. Due to
the following Lemma (see Lemma 5.2 below), we may always assume that 6(02) < oo.

Lemma 1.6. If Q C R""! minimizes Problem then §(092) < oo.

The assumption that §(9€) < oo is similar to assuming that [, | A|]? v, (2)da < 0.

Theorem 1.7 (Huisken-type classification, A\ > 0). Let Q C R""! be a convex set. Let
A > 0. Assume that H(x) = (x, N(z)) + A for all x € 0. Assume §(02) < co. Then, after
rotating 0, 3r >0 and 3 0 < k < n such that 0 = rS* x R**,

Related to Huisken’s classification [Hui90, Hui93] [CMI12, Theorem 0.17] are Bernstein
theorems. If a hypersurface ¥ satisfies and X can be written as the graph of a function,
then ¥ is a hyperplane [EH89] [Wanll]. Also, if a hypersurface X satisfies (3), if ¥ has
polynomial volume growth and if ¥ be written as the graph of a function, then X is a
hyperplane |[Gual8, Theorem 1.6] [CW14, Theorem 1.3]. In particular, if Q = —, if 0Q
satisfies , and if €2 can be separated by a hyperplane into two sets, each of which is the
graph of a function, then 02 must consists of two parallel hyperplanes. In this sense, the
symmetric strip separated by two parallel hyperplanes (or its complement) are “isolated
critical points” in Problem (1.1}

Due to the Bernstein-type theorems of [Gual8, [CW14], the main difficulty of Problem
[I.T] occurs when X is not the graph of a function. Also, by Theorem [I.7, Lemma [1.6] and
Lemma below, in order to solve the convex case of Problem [I.1], it suffices to restrict to
surfaces ¥ such that there exists A < 0 and such that H(z) = (z, N(z)) + A, for all x € X.
As discussed above, the case A < 0 is most interesting, since a Huisken-type classification
cannot possibly hold when A < 0. To deal with the case A\ < 0, we use second variation
arguments, as in [CM12] [CIMW13].

We begin by using the mean curvature minus its mean in the second variation formula for
Gaussian surface area.

Theorem 1.8 (Second Variation Using an Eigenfunction of L, A < 0). Let Q minimize
Problem[1.1) and let © := 9Q. Then by Lemmal3.1, 3 X € R such that H(x) = (x, N(z)) + A,
for any x € X. Assume A < 0. If

/2 (AP = 1))z > 0,

then, after rotating Q, 37 >0 and 0 < k < n so that ¥ = rS* x R**.

Theorem follows from a slightly more general inequality in Lemma [6.1] below. In the
case that A < 0 and € is convex, the largest eigenvalue of L is at most 2, as shown in Lemma
(.12 With an eigenvalue bound smaller than 2, Lemma [6.1] would improve Theorem

To handle the case when the average curvature of ¥ is less than 1, we use our intuition

about the sphere itself. On the sphere, the mean zero symmetric eigenfunctions of L which
7



maximize the second variation of Gaussian surface area are degree two homogeneous spherical
harmonics. This was observed in [Man17]. A similar observation was made in the context of
noise stability in [Heil5]. In fact, if v,w € S™, if (v,w) = 0 and if ¥ = S™ then (v, N){w, N)
is an eigenfunction of L. So, intuitively, if 3 A € R such that H(x) = (z, N(z)) + A, then
(v, N){(w, N) should also be an eigenfunction of L. Unfortunately, this does not seem to be
true. Nevertheless, if we average over all possible choices of v, w € S™, then we can obtain
a good bound in the second variation formula. And then there must exist v, w € S™ whose
second variation exceeds this average value.

If y € ¥, then we define ||Ay||zﬁ2 = sup,cgn [|A,v]|> to be the £ operator norm of A,.
Also, II,: R""' — R" denotes the linear projection onto the tangent space of y € X. (So
I0L,v]> = 1 — (N(y), v/ [lo])? for any v € R\ {0}.)

As noted in Proposition (1.4}, Problem reduces to finding functions f: ¥ — R such that
Js fLfyn(x)dz is as large as possible.

Theorem 1.9 (Second Variation Using a Random Bilinear Function). Let ¥ C R
be an orientable hypersurface with 0¥ = 0. Suppose 3 X € R such that H(x) = (x, N(z)) + A
forallz € X. Let p := [, yn(2)dz.

There exists v,w € S™ so that, if m := %fz(v,]\O (w, N)v,(y)dy, we have

(n+ 1) /E((U,N><w,N> —m)L({v, NY{w, N) — m)y,(z)dzx

1
Z = (1= 1417 = 214y l5-2) T (N DI (2) 30 () v (2)dadydsz.
P Jexzxs
Note that convexity is not assumed in Theorem [1.9]
Theorem [I.9] actually follows from a slightly more general statement, Lemma [8.2] below.
Theorem is sharp for spheres, as observed by [Manl7]. If » > 0, and if ¥ = rS™, then

2 2
|Az[I” = n/r* and [ Ay[;_,, = 1/7%, so

r?—n—2
LA - 204, = 2
If v, w € S™ satisfy (v,w) =0, then m = 0 and [ (v, N)(w, N)L({v, N){w, N))v,(x)dz > 0
if and only if r > v/n + 2 [Manl7, Proposition 1].
Since Theorem [1.9] gives a bound on the second variation, Theorem [1.9)implies the follow-
ing.

Corollary 1.10 (Second Variation Using a Random Bilinear Function). Let Q) min-
imize Problem[1.1] and let ¥ := 0%, so that 3 X € R such that H(z) = (x, N(z)) + X for all
x e If

/E § E(1 — [ Aal® = 2014y 150) ITL (N (D) 7 (2) 7 () 1 (2)dzdydz > 0,

then, after rotating 2, I3r >0 and 30 < k < n so that ¥ = rS* x R"7*,

The combination of Remark [1.2 Theorems and and Corollary implies the
following.



Theorem 1.11 (Main Result). Let Q minimize Problem and let 3 := 08). Assume
that Q or Q° is convex. If

/Z (A2 = V() > 0,

or

J UL = 14 25p 4,3 (e)d <0,
b)) YyeED

then, after rotating Q, 37 >0 and 30 < k <n so that ¥ = rS* x R"*,

So, except for the case that the average value of ||A||2 is slightly less than 1, we resolve
the convex case of Barthe’s Conjecture [1.3]

In Section [9| we adapt an argument of [CM12] that allows the computation of the second
variation of Gaussian volume preserving normal variations, which simultaneously can dilate
the hypersurface 3. When we use the function H — X in this second variation formula, we get
zero. This suggests the intriguing possibility that the fourth variation of H — A could help
to solve Problem [I.1] Instead of embarking on a rather technical enterprise of computing
Gaussian volume preserving fourth variations, we instead put the function H — A+t t € R
into this second variation formula, and we then differentiate twice in ¢t. We then arrive at
the following interesting inequality.

Theorem 1.12. Let Q minimize Problem [L1 and let X := 0Q. Assume also that ¥ is a
compact, C* hypersurface and € is convex. Then

A+ H fﬂ"( ”Z (@) > 0,
X fz y, N dy

This inequality is rather interesting since it is equal to zero exactly when ¥ = rS™, for any
r > 0, since then |A,||* = n/r?, H(z) = n/r, and (z, N) = r for all z € rS™. So, one might
speculate that round spheres are the only compact C° hypersurfaces, where this quantity
is nonnegative, and where 3 A € R such that H(z) = (z, N(z)) + A for all z € X

Finally, we show that Theorem [1.11| can be partially generalized to the non-convex case.

Theorem 1.13 (Weak Main Result, Without Convexity). Let 2 minimize Problem
and let ¥ := 0Q. From Lemma[3.1] below, 3 X € R such that H(z) = (z,N(z)) + A, V
xeX If
/(||A$||2 — Dyn(z)dz > 0 and — /\/(x,N(m)Mn(x)dx > 0,
>

)
or

LA =125 14,2 a)de <
Y

then, after rotating 2, 3r >0 and 30 < k < n so that ¥ = rSF x R*F.

Conjecture[I.3]and our results for it only specify that some cylinder minimizes the Gaussian
surface area among all sets of fixed Gaussian volume. That is, the dimension of the cylinder
that minimizes Gaussian surface area is not specified. Upon seeing our initial preprint, Frank
Morgan suggested the following strengthened version of Conjecture [1.3] which appears to
be verified by numerical computations, at least when n < 6. In Conjecture below, the

cylinder of minimal Gaussian surface area is identified.
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Conjecture 1.14 (Morgan’s Conjecture). There exists a sequence of real numbers 1 =
ap > a; > as > -+ > 1/2 such that (1/2,1] = U2 (ag11,ax] and such that the following
holds. Fiz 1/2 < c< 1. Letn > 0. Suppose Q11 C R*™™ minimizes

/ag Y (x)dx

over all subsets Q@ C R"™ satisfying Q@ = —Q and v,11(Q) = c. Let k be the unique
nonnegative integer such that ¢ € (agy1,ax). Then,

/ ve(z)dr = min/ Yn(x)dx.
041 nz0 011

Also there exists r = r(c, k) > 0 such that
Q1 = {((ﬂl, e 7$k+1) e RFL: 1‘% 4+ xi—&—l < TQ}.

That is, the minimum Gaussian surface area of all (measurable) sets of Gaussian measure
1/2 < ¢ < 1 occurs for the ball in R¥*L centered at the origin when ¢ € (apy1,ar]. By
Remark the above statement holds for any 0 < ¢ < 1/2 by taking complements. That is,
the minimum Gaussian surface area of all (measurable) sets of Gaussian measure 0 < ¢ < 1/2
occurs for the complement of the ball in R* centered at the origin when 1 — ¢ € (apy1,ay).

Lastly, in the case ¢ = 1/2, the ball (or its complement) minimizes Gaussian surface area,
asymptotically as n — oo:

1
inf/ Yn(x)dz = lim Yn(z)dr = lim Yn(T)dr = — ~ .56419. . ..
n>0 i1 n—00 O i1 n—00 J rgn ﬁ

At present there seems to be no sensible way to analytically find the numbers aq, ao, . . ..

Optimal k£ > 0 over {Q411}x>0, as a function of ¢

; o0
o WH{
jj/ﬁ/f(“ ZI

measure constraint ¢ = v,,1(2)

FiGURE 1. Conjecture of Morgan.
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1.3. Organization.

e Preliminary details are covered in Sections [2] through [4

e A rather technical section on curvature bounds is given in Section [f

e Theorem [1.7]is proven in Section [7] Theorem [I.§]is proven in Section [6]
e Theorem [I.9] Corollary and Theorem [I.T1] are proven in Section
e Theorem [I.12)is proven in Section [9}

e Theorem [1.13]is proven in Section

1.4. Discussion. As in the proof of Proposition the proof of Theorem tries to find
a function f: ¥ — R with f(2) = f(—z), V2 € &, [§ f(@)y(z)dz = 0, and such that
Js, f(@)Lf(x)y,(x)dz > 0. In Proposition this is achieved by letting f be the sum of
two distinct eigenfunctions of L with positive eigenvalues. It could occur that L has only
one symmetric eigenfunction with a positive eigenvalue, but still we could find a symmetric
[ with zero mean and [;, f(2)Lf(x)yn(x)dz > 0. It would be interesting to explore this
possibility, since the proof strategy of Proposition fails in this case. And indeed, in the
proof of the Main Theorem, we have to compensate for the fact that we cannot find explicit
eigenfunctions of L. Also, it would be interesting to see if any ) exists that evades all
constraints put upon it by the results in this work (e.g. by Theorems , or Corollary
11.9). To the author’s knowledge, no such €2 is known to exist.

2. PRELIMINARIES

We say that ¥ C R*"! is an n-dimensional C* manifold with boundary if ¥ can be locally
written as the graph of a C'*° function.
For any (n + 1)-dimensional C* manifold Q C R"*! with boundary, we denote

Co(QR™1) = {f: Q — R™L: f e C°(QR™1), £(89) =0,

dr >0, f(2N(B(0,r))°) =0}. (7)

We also denote C§°(€2) := Ci°(2;R). We let div denote the divergence of a vector field in
R™"!. For any r > 0 and for any z € R""! we let B(z,r) :== {y € R""!: |z —y| < r} be
the closed Euclidean ball of radius r centered at z € R™*1.

Definition 2.1 (Reduced Boundary). A measurable set  C R"*! has locally finite
surface area if, for any r > 0,

Sup{/ div(X (z))dz: X € C°(B(0,7),R™™), sup || X(z)] < 1} < 00.

Q zeRn+1

Equivalently, €2 has locally finite surface area if V1 is a vector-valued Radon measure such
that, for any € R™"!, the total variation

m

[Viall (B(z,1)) = sup IV1a(C)ll
C1, O of Bla,1) =1
m>1

1=

is finite [CL12].
11



If Q C R™"! has locally finite surface area, we define the reduced boundary 9*Q) of
to be the set of points © € R*! such that

= — lim Via(Blz.7))
N(x) ==l e B )

exists, and it is exactly one element of S™.

For more background on the reduced boundary and its regularity, we refer to the discussion
in Section 2 of [BBJ16], [AFP00] and [Mag12].

The following argument is essentially identical to [BBJ16, Proposition 1], so we omit the
proof.

Lemma 2.2 (Existence). There exists a set 2 C R"™ minimizing Problem .

2.1. Submanifold Curvature. Here we cover some basic definitions from differential ge-
ometry of submanifolds of Euclidean space.

Let V denote the standard Euclidean connection, so that if X,Y € Cg°(R™! R"),
if Y = (Y1,...,Yn41), and if wy,...,u, 1 is the standard basis of R™*! then VyY :=
SN X (Y;))u;. Let N be the outward pointing unit normal vector of an n-dimensional
hypersurface 3 C R**!. For any vector x € ¥, we write z = 27 + 2, so that 2V := (2, N)N
is the normal component of z, and z” is the tangential component of z € ¥. We let
V* := (V)T denote the tangential component of the Euclidean connection.

Let eg,...,e, be an orthonormal frame of ¥ C R™"!. That is, for a fixed x € X, there
exists a neighborhood U of x such that eq,..., e, is an orthonormal basis for the tangent
space of X, for every point in U [Lee03| Proposition 11.17].

Define the mean curvature
n

H = le(N) = Z<V€iN7 €i>' (8)
i=1
Define the second fundamental form A = (a;;)1<; j<n so that
aij = (Veej, N),  V1<id,j<n (9)

Compatibility of the Riemannian metric says a;; = (V¢,ej, N) = —(e;, V¢, N) + e;(N, e;) =
—(ej, Ve, N), ¥V 1 <14,5 <n. So, multiplying by e; and summing this equality over j gives

VQN = —Zaijej, V1 § 1 S n. (10)
j=1

Using (VyN,N) =0,

n

H Z(Vei]\[7 62') 9 —Za“ (].].)
i=1

i=1

2.2. First and Second Variation. We will apply the calculus of variations to solve Prob-
lem [I.1] Here we present the rudiments of the calculus of variations.

The results of this section are well known to experts in the calculus of variations, and
many of these results were re-proven in [BBJ16].

Let Q C R™™! be an (n+1)-dimensional C? submanifold with reduced boundary ¥ := 9*Q.

Let N: 9*Q) — S™ denote the unit exterior normal to 9*€). Let X : R — R"*! be a vector
12



field. Unless otherwise stated, we always assume that X (x) is parallel to N (z) for all x € 9*€Q.
That is,

X(x) = (X(x), N(z))N(x), Va e 0°Q. (1
Let div denote the divergence of a vector field. We write X in its components as X
(X1, .., Xnp1), so that divX = > %Xi. Let ¥: R"™ x (=1,1) — R""! such that

U(z,0) =z, diillf(x,s) = X(U(z,8), VzeR"™ se(-1,1). (13)

For any s € (—1,1), let Q := ¥(£, s). Note that Q5 = Q. Let X, := 9*Q;.

Definition 2.3. We call {Q,},¢(_1,1) as defined above a normal variation of Q C R"*!.
We also call {¥,}s¢(—1,1) a normal variation of ¥ = 0Q.

Lemma 2.4 (First Variation). Let X € CP(R"™ R, Let f(z) = (X(x), N(z)) for
any x € 0*C). Then

2)

d
d_|s:0'7n+1(Qs) = <$>’7n+1(l‘)dl‘. (14)
§ Q)

d
S [ wtete= [ (@) - (¥ @), ) @@ (15)

Lemma below (with h = 0) implies and Lemma below (with ¢, = 0 for all
s € (—1,1)) implies (L5).
Lemma 2.5 (Second Variation). Let X € C°(R"™ R, Let f(x) = (X (z), N(x)) for
all x € 0*Q). Then
d2
@‘8=07n+1(98) = . f(va + f(H - <x> N>))7n+l(x)dx' (16)

j—;lmo/am %(az)dx:/m (—fo—i-(H—(x,N))(fVNf+f2(H—(:C,N>)))fyn(q;)dx_ (17)

Lemma(9.9|(with h = A’ = 0) implies and Lemmal[9.6) (with h = B’ =0 and f' = fVy f
by Lemma [9.5) implies .

3. VARIATIONS AND REGULARITY

In this section, we show that a minimizer of Problem exists, and the boundary of the
minimizer is C'*° except on a set of Hausdorff dimension at most n — 7.

Much of this section is a modification of corresponding parts of [BBJ16].

Unless otherwise stated, all sets 2 C R"*! below are assumed to be measurable sets of
locally finite surface area, and such that the Gaussian surface area of Q, [,., vn(z)dz is
finite.

Lemma 3.1 (First Variation for Minimizers). Let Q C R™! minimize Problem [1.1]
Let ¥ := 0*Q. Then there exists X\ € R such that, for any x € 0*Q, H(z) — (x, N(x)) = A.

Proof. Let f: 0" — R with [,.., f(z)v,(x)dz = 0 and f(z) = f(—=z) for all z € 0*Q2. From
Lemma [2.4]

[ (H@) = (V@)D f ey =0
o*Q

13



Since 2 = —, this becomes
/ (H(z) - (N(x), 2)) f(z)a(x)dz = 0.
(o*Q)N{zeR"*1: 21 >0}

This equality is true for any function f such that f(a*ﬂ)m{xeRnH: 0150} f(@)vn(x)dx = 0. So,
there exists A € R such that, for any z € 0*Q with z; > 0, H(xz) — (N(z),z) = A. Since
Q= —Q, we then have H(z) — (N(z),z) = A for any z € 0*Q with z; < 0. O

Lemma 3.2 (Second Variation for Minimizers). Let 0 C R™! minimize Problem[1.1]
Let ¥ := 9*Q. Then, for any f € C3°(X) such that [ f(x)vn(x)dz = 0, and such that
f(z) = f(—x) for all x € ¥, we have

[ s@Lsenads <o

Proof. From Lemma 3.1]there exists A € R such that, for any z € 0*Q, H(z)—(z, N(z)) = A.
Let f: ¥ — R satisfy [, f(z)y(z)de = 0, and such that f(z) = f(—z) for all z € ¥. We
extend f to a neighborhood U C R™"! of ¥ (by e.g. Whitney extension [Ste70]), and we
denote this extension by f also, so that

Vnf(zx) :==Af(z), VoeX. (18)
Then Vyf(z) = Vyf(—2z) for all z € X.
For any x € R""! denote dist(z,0*Q) = inf{||ly — x| : y € 9*Q}. Define the signed
distance function dg: R"*! — R by
dist(z,0*Q), ifxz e R"™\Q
do(z) = ) . ]
—dist(x,0*Q), if z € Q.

We then define X : R**! — R g0 that

) f@)Vda(z) | ifzeU
X(x) = {0 e e R\ 19)

Let {Q}sc(-1,1) be the normal variation of €2 associated to X.

Since f(z) = f(—z) for all z € ¥ and Vyf(z) = Vnf(—z) for all z € ¥, sets ()5 are
symmetric to first and second order in s near s =0 (by and Lemma[9.5])

By and , and using the assumption that f has mean zero,

d

gobeo [ @ae = [ (@)~ @ N =) [ f@p =0

d

%E:o /QS '7n+1(55)d$€ = /Ef@?)%ﬂ(x)dx =0

Also, by ,

o / warle)ds = [ f@)(Taf @)+ F@H@) = (0. N @)l

- / @)V f(2) + Af (@) (2)dz B o

14



In summary, the vector field X preserves the symmetry of ), to first and second order at
s = 0, and the vector field X preserves the Gaussian volume of )5 to second order at s = 0.
Since 2 minimizes Problem [I.T} we must therefore have

d?
@B:o /8*98 Yn(x)dx > 0.
Finally, by (17),
d2
0< @Ls:o /B*QS V() dz
N /M (‘ FLI + J(H = {2, N))(Vnf + f(H - <x,N>)))%(x)dl’ L),
O

Let g: R"™ — R. We define ||g||, := sup{t > 0: y41(x € R""': |g(z)| > t) > 0}. Also,
for any 0 < 0 < 1, we define

0 () — 2
lollgne =gl + M+ e sup 220D 7 B 0)
i=1,..n z,yERMH1: pty H$ - yH
Lemma 3.3 (Existence and Regularity). The minimum value of Problem erists.
That is, there exists a set Q C R™ ! such that Q achieves the minimum value of Problem
. Also, *Q is a C° manifold. Moreover, if n <7, then 0Q\ 0*Q =10, and if n > 7, then
the Hausdorff dimension of O\ 0*Q is at most n — 7.

Proof. Existence was shown in Lemmal[2.2l Now, note that 9*Q is locally the graph of a C+¢
function g, for some 0 < o < 1. Also, in any neighborhood of = € 9*Q2, H(z) can be written

as [Eva93]
s g(r)5=-g(x)\ o2
> {1y — = s g(x).
IVg(@)|l Ox,0z;

ij=1
That is, the equation H(x)— (z, N(z)) — A = 0 can locally be written as an elliptic equation.
So, “classical Schauder estimates” imply that 9*€) is locally the graph of a C'*° function. The
final statement concerning Hausdorff dimension follows from the theory of almost minimal
surfaces [BBJ16, Proposition 2] [Magl12, Theorem 21.8]. O

4. EIGENFUNCTIONS OF L

Let eq,..., e, be an orthonormal frame for an orientable n-dimensional hypersurface ¥ C
R™! with 9% = 0. Let A := " | V., V., be the Laplacian associated to X. Let V :=
Y i€V, be the gradient associated to ¥. (The symbol V.(-) still denotes the Euclidean
connection, and the meaning of the symbol V should be clear from context.) For any n x n
matrix B = (b;;)1<i j<n, define |B|? := ZZ]‘:1 bfj.

For any f € C*(X), define

Lf=Af—{(z,Vf). (20)
Lf = Af =@V )+ [+ A" . (21)
Note that there is a factor of 2 difference between our definition of L and the definition of L
in [CMI2].
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Below we often remove the x arguments of the functions for brevity. We extend L to
matrices so that (LB);; :== L(B;;) for all 1 <4,j <n.

Lemma 4.1 (H is almost an eigenfunction of L [CM15| Proposition 1.2] [Gual8, Lemma
2.1]). Let X C R™™ be an orientable hypersurface. Let A € R. If

H(z) = (x,N(x)) + A, Vel (22)

Then
LA =2A— \A% (23)
LH =2H + \||A|*. (24)

Proof. Let 1 <i <n and let x € ¥. Then

Ve H() B V. (2, N) = (2. Vo N(@)) + (e, N(z)) = (2. Ve, N(x))

—Z Ve, N(z Yz, e;) ! Za”xe]

Fix x € ¥. Choosing the frame such that V;erj = 0 at = for every 1 < 5,k < n, we then
have V., e; = a; N at x by @, SO

(25)

Zaij<xavek€j> = Zamaka Z ajar;(H — X). (26)
j=1 j=1
So,V1<ik<n,
Ve Ve, H(x ® Zvekaw T, e;) Zaij(ek,ej> - Zaij<x,vekej>
J=1 jzl (27)
@

Z Ve, aij(x,e;) Z a;jex, e;) — Z a;jak;(H — N).
j=1 j=1

Also, for any hypersurface, and for any 1 < i,k < n, (see [Sim83, Lemma B.8] where A
has the opposite sign),

(AA) g = — | A a — ZHa,-jakj — Ve, Ve, H.
7j=1

So, using the Codazzi equation (V. ar; = Ve, ar;) and that A is a symmetric matrix,

(AA)Z]€ = | A|]” ag + Zve]a,ﬂ T, e;) + Za’” €, €j) )\Zaijakj
=1

= — HAH a1 + <.CE, Valk> + aip — )\(142)11C
Therefore,
1A@ o4 2,

Finally, summing the diagonal entries of this equality and applying proves .
O
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Lemma 4.2 (Linear Eigenfunction of L, [MRI5, BBJ16]). Let ¥ C R™™ be an orientable
hypersurface. Let A\ € R. Suppose

H(z) = (x,N) + A\, VreX. (28)
Let v € R, Then
L{v,N) = (v, N).
Proof. Let 1 <1i <n. Then

Ve, (v, N) = (v,V.,N)

Z a;; (v, e;). (29)

Fix x € ¥. Choosing the frame such that V;erj = 0 at = for every 1 < 5,k < n, we then
have V., e; = ai; N at x by @ so using also Codazzi’s equation,

Ve, Ve, (v, N) ZV .a;;(v, €ej) Zazj(v Ve€5)

7j=1
n

= — E Ve, ai{v, ej) — a;ja;i(v, N).

Jj=1

Therefore,

=3V Vo, N) B2 Gy A (o, V).
=1

So far, we have not used any of our assumptions. Using now , and that A is symmetric,

n

(v, VH) = — Z(x,ej)aij(v,ei> = (x, V{v, N)).

ij=1
In summary,
Ao, N) = (&, V{0, N)) = [|A||* (v, N).
We conclude by . 0
Remark 4.3. Let f,g € C*(X). Using (21), we get the following product rule for L.
L(fg) = fAg+ gAf +2(Vf.Vg) = flz.Vg) = g(x. V) + | A" fg + fg
= fLg+gLf+2(Vf.Vg) — | AI” fg - fg.

So, by Lemma [4.2] if v,w € R**!,

L{v, N)(w, N) = (v, N)(w, N) + 2(V{v, N), V{w, N)) — || A||* (v, N){w, N).

The following Lemma follows from Stokes’ Theorem.

Lemma 4.4 (Integration by Parts, [CM12, Corollary 3.10], [Zhu20, Lemma 5.4]). Let
Y C R"! be an n-dimensional hypersurface. Let f,g: ¥ — R. Assume that f is a C?
function and g is a C? function with compact support. Then

[ seai@as = [ atptrte == [ (9199
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5. CURVATURE BOUNDS

In this rather technical section, we show that the derivatives of the curvature have finite
integrals. This will be used later on to justify a more general version of Lemmal[4.4. Many of
the results of this section are unnecessary if we assume that 0f2 is a C'*° manifold. However,
from Lemma , if © minimizes Problem , it may occur that 09\ 9*(Q2 is a nonempty set
with Hausdorff dimension n — 7. And indeed, due to e.g. the existence of Simons-Lawson
cones, this is the best possible. If the singular set 9\ 0*Q2 is nonempty, we then have to be
careful about integrals of curvature blowing up near the singular set.

For any hypersurface ¥ C R we define

Js fLfyn(z)dx

0 =09(2):= sup . 31
=) rece®) s from(x)de (31
By the definition of 4,

We say an n-dimensional hypersurface ¥ C R"*! has polynomial volume growth if
there exists ¢ > 0 such that, and for any r > 1, f{w@: lef<ry 4T <™.

Lemma 5.1 (Existence of an Eigenfunction, [Zhu20, Lemma 6.5]). Let ¥ C R™*! be a
symmetric, connected, orientable hypersurface with polynomial volume growth. Assume that
Y is a C™ hypersurface with possibly nonempty boundary. Assume that §(X) < oco. Then
there exists a positive C? function g on ¥ such that Lg = §(X)g, and such that g(x) = g(—x)
for all x € X.

Proof. Fix x € X. Let ¥; C Y5 C ... be a sequence of compact C*> hypersurfaces such that
U, 2, = 3. For each ¢ > 1, let g; be a positive Dirichlet eigenfunction of L on ¥; such that
Lg; = 0(3;)g;. By multiplying by a constant, we may assume g;(z) = 1 for all # > 1. Since
6(%;) increases to §(X) < oo as i — oo by (B1)), the Harnack inequality implies that there
exists ¢ = ¢(X;,0(X)) such that 1 < sup,cy, gi(7) < cinfyes, gi(x) < c. Elliptic theory then
gives uniform C%° bounds for the functions gi, ¢s, ... on each compact subset of 3. So, by
Arzela-Ascoli there exists a uniformly convergent subsequence of gy, go, ... which converges
to a nonnegative solution of Lg = §(X)g on ¥ with g(x) = 1. The Harnack inequality
then implies that ¢ > 0 . Finally, the definition of L and symmetry of ¥ implies
that L(g(x) + g(—z)) = 6(2)(g9(x) + g(—z)). That is, we may assume that ¢ itself satisfies
g(x) = g(—=) for all x € 3. O

Lemma 5.2. If Q C R"*! minimizes Problem (1.1} then §(9*Q) < oco.

Proof. We argue by contradiction. Suppose §(0*(2) = co. Then, for any m > 0, there exists
a compact symmetric subset Y, C 0*(2 and there exists a Dirichlet eigenfunction g, > 0 on
Y (by Lemma , or by applying spectral theory to the compact operator (L — ||A||* —2)~!
on %,,) such that Lg,, = 0,,9m, Om > m, and such that g,,(x) = gn(—x) for all z € %,,.
From Lemma[3.1] 3 A € R such that H(z) = (z, N(x)) + X on 9*Q D %,,. To conclude, it
suffices by Lemma to find a function f on ¥,, (extended to be zero on 9*Q2 \ ¥,,) such
that fEm fm(z)de =0, f(x) = f(—=z) for all x € 3,,, and fEm fLfAn(z)dz > 0.

Let f := g, + H — A\, where we multiply g,, by a constant so that fzm fn(z)de = 0. (In
the case that fzm gmYn(z)dz = 0 for some m > 1, we conclude by choosing f = g,,. So, we
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may assume that [ gnya(z)de # 0 for all m > 1.) By construction f(z) = f(—z) for all
x € ¥,,. It remains to bound fEm fLfAn(z)dz. From and ,
L(H —)) =2H + \||A|]> = M|A|]” = A =2H — \. (33)
Integrating by parts with Lemma [£.4] we have
JLfr(x)dr = / (9m + H = N L(gm + H — Ny (2)dx
Ym

Em

- / (9 Lgon + 20mL(H — X) + (H — N L(H — X))y (2)dz

Ym

(6mg2, + 29m(2H — \) + (H — \)(2H — X))y, (2)dw

/ O + 20m(H — N) +2H gy, + (H — N\ + H(H — X))y, (z)dx
/ 4+ (gm + H — N\)? +2Hg,, + H(H — \))y,(x)dx

= / (6 — 2)g2, + (gm + H — A + (g + H)? — NH )y, (z)dz.

By assumption, [; (gm + H — Mya(z)de = 0, so that [, (=AH)y,(x)dzr = [ (Agm —

T 2
do > (s, 9mn(z)dz) So,

A*)¥n(2)dz. From the Cauchy-Schwarz inequality, [5, g7 () e

/ JLfyn(a)da
Xm

> /E (gm (A + (6 — z)fzf g";:"( ;jy) + (gm + H = N+ (gm + H)? — )\2>’yn(:v)dx

Z/Em<—<x,N)</\+(5m—2)f Ey’%> d(z )dy>

+ (g + H — N2 + (g + H)? — )\2>7n(x)d:v.

In the last line, we used [, gmmm(z)dz = [, (A — H)w(r)dz = [ —(z, N)y,.(2)dz.
So, letting m — oo and using lim,, . J0,, = 0o concludes the proof, in the case that
im0 fs, (2, N)va(2)de # 0. (Recall that [ gmyn(z)de # 0 so0 [, (z, N)yu(z)dz # 0
for all m > 1.) It remains to address the case that lim,, . fzm@, N)yn(z)dx = 0. That is,
it remains to address when [,.,(H — X)y,(z)dz = 0. In this case, we use f := H — X to get

/ (H — NL(H — Ny(@)dz (H — N)2H — Ny (z)dz
0*Q)

o0
_ / (H = \)(2H — 2\ (2)dz = 2 / (H — Ay, (2)da.
00 Q
The latter quantity is positive, unless H = \ is constant on 0*Q2. Then H — A = (z,N) =0
(

for all x € 0*Q2. That is, 0*Q is a cone. If A # 0, this is impossible, since H(tx) = H(x)/t ¥V
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x € 0*Q, ¥t > 0. So, it remains to consider the case that H = (x, N) = 0 for all z € 9*Q.
This case is eliminated in Lemma [[1.5] below. O
o We say that f € Ly(X,v,) if [ | £ (2)dz < 0.
o We say that f € Wyo(X,v,) if fz(\f]2 + IV (z)dz < co.
o We say that f € Wya(X,y,) if fz(\f]2 IV + L) ym(z)de < co.
Lemma 5.3 ([CM12, Lemma 9.15(2)]). Let ¥ C R™! be a C* hypersurface, with possibly

nonempty boundary. Assume 6(X) < oo. Suppose g: ¥ — R is a C? function with g > 0
and Lg = 6g. If p € Wi 9(X,v,), then

/Z SN + |V log gl]P)ya()de < 4 / (VI + (6 — 1))y (x)de.
Proof.

- Ve, v N —(Ve,9)? L
LloggZ%( l9>_(w7 g>:Z ( 219) L Ly
i=1 g g i=1 g g

Ly @) Ly —[Al*g—g

—[Vlogg|* + P IV log g[|* +

69 — Al g — g

(24)

|V log g||” +

—[IVlogg|* + (6 — 1) — [|A]*.
Let n € C§°(X). By Lemma [4.4]

/ (Vn?, Vlog g)y,(z)dx = — / n*Llog gy, (z)dx
>

b
= [ (I 10kl + (1= ) + A ) (o)
b
By the arithmetic mean geometric mean inequality (AMGM),

1
(Vi Viog g)| < 2(|Vn]* + 5n* [ V1og gl
So,
/ (A" + 1V log g[|*)yn (2)dz < 4 / (vl + @0 = 1n?) (@) dr.
% by

Letting 1 approximate ¢ by cutoff functions and applying the monotone convergence theorem
completes the proof. O

Lemma 5.4 ([Zhu20, Lemma 6.2]). Let Q C R™™ and let 3 := 9Q. Assume §(X) < oco.
Suppose g: ¥ — R is a C? function with g > 0 and Lg = 6g. Assume that the Hausdorff
dimension of O\ 9*Q is at most n — 7. If ¢ € W12(3,7,) and if [ 6"/ A (x)dz < o0,
then

/E SIAIP + [V log lgl|2)yn(2)dz < 4 / (V6] + (6 - 1)6%) 7 (x)da

20



Corollary 5.5 ([Zhu20, Lemma 6.2]). Let Q C R"™ and let ¥ := 0. Assume §(X) < co.
Suppose g: ¥ — R is a C? function with g > 0 and Lg = 6g. Assume that the Hausdorff
dimension of 90\ 9*Q is at most n — 7. Then for any k > 0, || A|| ||z]|” € La(Z, )

Lemma 5.6 ([CM12, Theorem 9.36]). Let ¥ C R"*! be a connected, orientable C*> hy-
persurface with polynomial volume growth and with possibly nonempty boundary. Assume 3
A € R such that H(x) = (x, N(x)) + A for all x € ¥. Let 6 := 0(X). Assume 6(2) < oo.
Then

IVH| € Lo(3,7),  [[AI[|H] € La(3, 7).

/ |HLH |, (z)dz < oo.
o

Proof. As shown in (25), since H(z) = (x,N) 4+ A, for any 1 < i < n, V. H(z) =
- Z?Zl a;;(x,e;). Therefore,

IVHIP < [JAIFlel®, 1A E? < 2[|AI (l2]* + 2%).

So, Corollary [5.5] implies that |[VH| € La(3,,) and [|A[| [H| € La(3, ).

For the final assertion, note that LH = LH—||A|> H—H = 2H+\ || A|*—||A|* H—H.
So,

[HLH| < H? + |\| [H| | AlI* + || AlI* H.

So, the polynomial volume growth (and H? < 2(||z||* + A?)) and the above results show that
[ [HLH|~,(x)dz < oo. O

The following geometric inequality is essentially shown in [CMI12, Lemma 10.8],[Zhu20,
Lemma 7.1] and [CW18, Lemma 4.1], and it is inspired by an inequality of Simons [Sim68].

When A, B are n x n matrices, we use the notation (A, B) := 37", a;;b;;. Note that
(A,A) = ||A|>. Recall that we extend L to matrices so that (LA)y = L(A;;) for all
1<i4,5 <n.

Lemma 5.7 (Simons-type inequality, [Sim68, [CM12, [CW18, [Zhu20]). Let ¥ be a C*
orientable hypersurface. Let X € R. Suppose H(z) = (x, N(x)) + \, Vx € ¥. Then

IAI LAl = 2 | A" — MA%, A) + [VA|* = |V | A]lI®

> 2| Al — A(4%,A).
21
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Proof. Using for now only 7 we have

' 1V, (]|A 1 (z,V ||A]]?
LAl - 201 @3, (z T )) e

C1jAlA AP S AR AN AR
: JE + AP+ 1A
i AP > g A
LAJAR  IVJAIE 15 (e Ve JAIE o s
_ ! - o s AT A 44
2 Al Al 2 TA] lAI+ 4]
(A, AA) +[[VAI* VAP Xiwm (o edapVean 3
= = — = + 1A + 1A
1A 1] 1A JAI 14
(AL4) VAP~ IV JAIIP
1] 1Al

Now, using , we get
LAILLIIAI = 2 [ Al = MA%, A) + [[VA|* = IV [|AIl]]*

The proof is completed since |[VA|* — ||V [|A|||> > 0, which follows by the Cauchy-Schwarz
inequality. 0

Lemma 5.8 ([CMI2, Lemma 10.2]). Let ¥ C R"™" be any n-dimensional hypersurface.
Then

2 2 2

(35)

The following estimate is adapted from [CM12], which itself was adapted from [SSY75].

Lemma 5.9 (J[CM12, Proposition 10.14]). Let Q C R™ be a convex set and let ¥ := 9*<).
Assume that the Hausdorff dimension of 0Q\ 0*Q) is at most n — 4. Assume §(X) < oo.
Assume 3 X € R such that H(x) = (z, N(x)) + A for all x € ¥. Assume H > 0. Then

/E(IIAII2 + AT+ IV AN + VAP (2)de < oo,

Proof. Since H > 0, log H is well-defined, so that

n n _ 9
ciogH @3 v, (M) _{nVH) 5~ (VeH)? | LH
i=1

H H I H
LH @) » LH—|A|’H-H
= —||[Vlog H Vieg H||” +
IV log H||* + - = | H2 Vi (36)
2H + M||A||> = |A|*H — H
D _ 109 H|? + [l H|| I
||A||

= —||[Viog H|I> +1— ||A|]> + X
22
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Note that [ |A||> v, (2)dz < oo by Corollary . Let ¢ € C5°(X). Integrating by parts

with Lemma [4.4]

/<V¢2 Vlog H)vn () /(bZEIOgH%( )dz
A 2
@ / (VoI 1+ 417 - A1) )ae.
P
From the AMGM inequality, [(V¢?, Vlog H)| < ||Vo|> + ¢* ||V log H|?, so that
[1apaei < [ 1901+ (14205 0y (37)
by b

Let 0 < £ < 1/2 to be chosen later. Using now ¢ := n ||A| in (37), where n € C§°(X), n > 0,
and using the AMGM inequality in the form 2ab < ea® + bv*/¢, a,b > 0,

/ 7 VAN (@) de
>

A 2
< / [ I AP + 20 AN 19 AN 90+ BAI 1912 + w24 (14 A2 |5, ey

< [+ o I AN + 11 19 0 172 47 1417 (1 AV
(39)
Using the product rule for £, and that £ =L — ||A|* — 1
1
SLIAI = IV AN + 1A £ 140 = 19 1ANE + 4] (2 1A - 1A ~ 141

(34)
D |7 AN + 21417 MA2, )+ VAP~ |V AN - AL AP
= [IVAI” + [ A" = A" = \(42, 4)

(35) 2 2 2 4 2
> = — — :
> (14 ) IVl JA]* = A(42, A)

Multiplying this inequality by n? and integrating by parts with Lemma ,
1 1
=2 [ A (99, VAl = =5 [ (VT AR (o) = 5 [ LA @)z
b b P

> (05

(We removed the || A||* term since doing so only decreases the quantity on the right.) Rear-
ranging this inequality and then using the AMGM inequality in the form 0? /e —2ab > —ea?,

2n
[P+ ez, +
Y

9
> = 2 2
> <1+ ] 6)/277 IV A A () da
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1
CP IVHIP + —n* A1 9] )%(aﬁ)dﬂ?
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Substituting into (38)),
I+e
[ 1A n@)de < T [ A1 )
b - P

1+

w10 [ [ 19 e 19 1A (144,40 + 0] e
¥

Since € is convex, A is negative definite with nonpositive diagonal entries, so that H > [|A]|,
|A|[* /H < ||A|]>. Also (A, A%)| < ||A|]>. Using the AMGM inequality in the form
2a® < a*e + a?/e, we then get

1+¢
/772||A||4%(fr)dw < (102 +#>/n2 1AL (@)
X w1 €7 Jz

1—i_n—&-l

10 [ (IVHI+ (1 1+ N2+ 1991 A ) o)

Now, choose e < 1/(20(n +1)(|]A| +1)), so that 10[A| e + - 1+5 - < 1. We then can move
+1
the 1% ||A||* term on the right side to the left side to get some ¢. > 0 such that

LR 1A1 su@de < e [ a2 [IVHIP + AP 0+ 19017 o)
<o [ a[IAIP (@ el + 1901 o)

In the last line, we used the inequality |VH||*> < ||A||*||lz||>. This follows by (25)), since
H(z)=(x N}—i—)\ so for any 1 <1 <n, V. H(z) = -7, a;j{(z,¢;).

We now choose a sequence of 7 = 7, increasing to 1 as 7 — oo so that the ||V7||* term
vanishes. This is possible due to the assumptions that o < co and the Hausdorff dimension

of 9\ 0*Q is at most n — 4. Such functions are constructed and this estimate is made in
[Zhu20, Lemma 6.4]:

/ LA 179, 1% 1 (2)de < e(8) (rme™ =D 7Y, W > 1 (40)
It therefore follows from Corollary [5.5] applied to ¥ = 9*(2 that
[ 141 e < oo, (41)
>

It then follows from that [ ||V IA|||I? Yn(z)dz < oco.
Finally, multiplying the above equality £[|A|*> = 2||VA||* 4+ 2| A||* — 2 || A||* — 2)\(42, A)
by 7% and integrating by parts with Lemma , we get

2/2772(HVAH2 — A" = AA%, )y (2)da < /27725 LAII (0 dx
=4 [ 0141 (70,9 [Alyn(o)de <2 [ 219 JANE + 1AL 19010 0)
Then the ||A]|* integral is finite by ([@1)), the ||V ||A||||* integral is finite, the last term has a

finite integral by (@0)), so the integral of ||V A|” is also finite. O
24



In the following Corollary, the Hausdorff dimension condition is needed to construct func-
tions that converge to 1 while being zero in a neighborhood of the singular set 92\ 9*Q2. For
details on this construction, see e.g. [Zhu20), Section 5.2].

Corollary 5.10 (Integration by Parts, Version 2 [Zhu20, Lemma 5.4]). Let Q C R™*1.
Let f,g: 0*Q — R be C? functions. Suppose the Hausdorff dimension of 0Q\ 0*Q is at most
n — 7. Assume that

L1919 nte)de < oo [ Iglm@de <oe, [ 17Vl wants < oc.
b P b

Then

/2 Ly (x)dr = — /E (Vf, V)Y (x)dz.

Lemma 5.11. Let ¥ C R""! be a C* hypersurface, with possibly nonempty boundary.
Assume 3 X € R such that H(x) = (x, N(x)) + A for all v € ¥. Let § :== 6(X). Assume that
§ < o0 and 0¥\ 0*Q has Hausdorff dimension at most n — 7. Let g be the eigenfunction
guaranteed to exist by Lemma 5.1l Then for any e > 0, we have

/E (HLg — gLH)y(x)dz| < < / GPya()d) /2 / H2, (2)d) 2

Proof. Let R > 10 let ¢ := R3 and let 0 < 7,...,7 < 1, 2, ..., 2®) € ¥ such that
Uk B(z®,r;) D B(0,r) N (8% \ 8*Q) and such that 3% 1" 4 < e Such ry,..., 7 exist
since n — 7 > n — 4, and 0% \ 0*Q has Hausdorff dimension at most n — 7. For each
1 <i <k, welet ¢;: ¥ — [0,1] such that i = 1 outside B(z®,3r;), ¢; = 0 inside
B(z™,2r;), and ||V < 2/r; in B(z™,3r;) \ B(z®,2r;). Let also g so that g = 0
outside B(0, R+2), g = 1 inside B(0, R) and ||Vig| < 2in B(0, R+2)\ B(0, R). Finally,
define ¢ = ¢r: ¥ — [0, 1] so that ¢ := min(¢g, minj<;<x ¢;). Note that ¢ is Lipschitz with
compact support and [|V¢| < max(|V¥g], maxi<;<x ||V |]).
We now integrate by parts with Lemma [£.4] to get

[ L9 = gLty()in = [ (Heg - gLt ()i

_ / P(HLg — gCH)()de + / (1— *)(HLg — gLH)pm(2)de

- / (V6. Vg — gV H)yu(w)de + / (1= ) (HLg — gLH)ya(x)de
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The second term is made small by choosing R large, so we focus on the first term. We bound
the first by

/ OV, HV g — gV H)| 7 (x)dr = / slg '<v¢,H@ — VH)| yu(z)da
¥ by g
< / o1l (I1V6] 1H [V log gl + IVH]| ) (a)da
< / () dz) 2 / & VoI H2 |V log g + 62 |V H | 7 () dar) /2
> >
< / GPy(a)dr)? / & VI (lz - A IV log glf? + ¢ Al 1a()da)
» >

< (/ 92%(117)6137)1/2/¢2HV¢H2(R+ A IV log glI* + ¢ [| Al yu(z)dz) 2.
by )
This term is then small by Lemma [5.3] U

Lemma 5.12. Let ¥ C R be a C* hypersurface, with possibly nonempty boundary.
Assume 3 X € R such that H(z) = (x, N(x)) + X for all x € 3. Let § := §(X). Assume that
0<oo. If H>0, and if A <0, then 1 <6 < 2.

Proof. First, § > 1 follows from the definition of 4 in and Lemma . More specifically,
if = ¢ denotes the cutoff function constructed in Lemma [5.11] we have by the product

rule (Remark
- ol ML N (o)
- fz ¢* (v, N)2v,(x)dx
S (630 N2 + 00, NP6 + 2600, NY(V (0. V). V6) ) (@)
B fz »*(v, N)2v,(z)dzx )

As R — oo, the last two terms in the top of the integral converge to zero, by construction
of ¢, so that § > 1. Now, since Lg = dg from Lemma [5.1] by Lemma [5.11

5 /E Hgy(z)dz = /E HLgy(2)da = /E gLH7,(2)dz + O(e)

/2(2H9+A9||A||2)%(96)d96+0(6)' "
Also, by Corollary , Js Lo (2)de =limp_ 0 [ @rLGV(x)dx = 0, so
5 [ ntors = [ Lon@ias D [ g1+ a1 @)
That s, ) ) )
[ alal @ias =G =1 [ gt (43)

Finally, combining and ,

6=2) [ Hona(yte = [ gIAI wado +0(6) =26 =1) [ grla)de +0(e),
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So, by our assumptions on A < 0,9 > 0, H > 0, the right side is nonpositive. In order for
the left side to be nonpositive, we must have § < 2. 0

6. PERTURBATIONS USING H OR AN EIGENFUNCTION

Lemma 6.1 (Perturbation using an Eigenfunction). Let ¥ be a symmetric, orientable
C* hypersurface with §(X) < co. Assume 3 X\ € R such that H(x) = (z, N(x)) + X\ for all
z€X. Let g: X — (0,00) from Lemma[5.1] so that Lg = 6g. Then

[@+9L0+ guta)dn = [ (50497 + AL + (1= 8)) (o)
2 2
Proof. Integrating by parts with Corollary

/2(1 + ) L(1 + g)Yn(2)dx = /E <ng +2Lg + L(l))%(m)dm

:/ (592+25g+||A||2+1)7n(x)dx:/
b

g (8014 )%+ AI* + (1 = 8) ) (@)

O

Corollary 6.2. Let Q C R™™! minimize Problem . Let 3 := 0*Q). Then by Lemma
3 X € R such that H(z) = (x, N(x)) + X\. Assume that H >0, A <0 and

/E UAIP = )y (a)dz > 0.

Then, after rotating 2, 3r >0 and 3 0 < k < n such that ¥ = rS* x R" 7%,

Proof. From Lemma[5.12] 1 <6 < 2. Let g: ¥ — (0,00) be the eigenfunction guaranteed to
exist by Lemmal[5.1] If g is not constant, then we can multiply it by a constant as necessary
so that [.(1+ g)yu(2)dx = 0. Since 1 < ¢ < 2 and since [, (|| A||” — 1)y, (z)dz > 0, Lemma
[6.1] contradicts Lemma [3.2] So, we must assume that g is constant.

If ¢ is constant, then L(1) = g(||A||*+1) = dg. That is, ||A||* is equal to a constant ¢ € R.
Choose b € R such that [,,(H(z) + b)y,(z)dz = 0. By ([24), LH = 2H + A IA|? = 2H + A
So, using Lemma and Corollary [5.10 and also using the definition of b,

: /Z (H+ OLUH + Vyla)do = 5 [ (H 4+ DR + e+ He + Do)

From the Cauchy-Schwarz inequality, —[ [, Hy,(x)dz]* > — [ H?v,(2x)dz [y (y)dy, with
equality only if H is constant. Therefore

/ (H + 0)L(H + b)yn(2)de > 0,

with equality only if H is constant. So, if H is not constant, then this inequality contradicts
Lemma [3.2] So, we must assume that H is constant. If H is constant and if ||Al| is constant,
then H/ ||A|| is constant. It follows from [CMI12l, Proof of Theorem 10.1] [Hui93) p.187-188§]
that 3 is then a round cylinder. (If [|A]| = 0 on %, then X is a rotation of rSY x R™ for some

r>0.) O
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Remark 6.3. It seems difficult to classify self-shrinkers such that || A|| is constant [GualT].

7. HUISKEN-TYPE CLASSIFICATION

The following Lemma is a routine generalization of [CMI12, Lemma 10.14] and [Zhu20,
Lemma 7.3].

Lemma 7.1. Let Q C R™™ such that 0N\ 0*Q has Hausdorff dimension at most n — 7.
Let ¥ = 0*Q). Let A € R. Assume 6(X) < oco. Assume H(x) > 0 for all x € ¥ and
H(z) = (z,N(z)) + A\, Ve € . Then

Lﬂwmw%H—vwmmemsxé(@ﬁ+uﬁmmem.

Proof First, let £:= A — (2, V) as in . Using and integrating by parts by Lemma
9 and Corollarles [5.10] and [5.5]

—/WMWVmHmmmz/WWﬂ%mwww
> >

A2
= [1ar (=19 g P + 1= AP+ AL ) o

Note that
2

|14l 108 5 = V141 || = 1417 7 1og HI? + IV 4] 2| Al (7 log H, 7 || 4])
— AV 1og H|* + IV ANl — (Vlog H, V| AIP).

Integrating and combining the above,

J

(o A0 + 141 = 1+ AP0

2
Al Viog # = V4] [ (w)de = [

2

(44)
We manipulate the first term on the right. Integrating by parts with Corollary
LI 1417 adde = = [ 141 £ 4] ()
(21)
D[ (= 1AL 1AL+ 141 + A1 ) (o)
= (A1 M)~ A )
Combining this with ,
Al Viog H — v A || dr < AHAH4 MA% A d
|A] Viog H = V [|A][ |} va(z)dx < 7 T AMAL A ) (z)de.
b )
O

Remark 7.2. Repeating the above calculation and replacing log H with log(H — \) gives

A

Llog(H —\) = — ||[Viog(H — N|* + 1 — || A|> + 5
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IA| V1og(H — A) — V || A] HQ’yn(x)da: < )\/Z (W a2, A>)%(x)dx.

/Z H— )\

Recovering the main result of [CW18, Theorem 4.1] with a slightly different proof.

For curves in the plane, it is known that circles and lines are the only solutions of H(z) =
(x, N)+ X when A > 0 [Gual8, Theorem 1.5] [Chal7, Theorem 1.4]. For convex surfaces, we
extend this argument to arbitrary dimensions.

Corollary 7.3 (Huisken-type classification, A > 0). Let Q C R™™! be convex such that
O\ 0*Q has Hausdorff dimension at most n — 7. Let A\ > 0. Assume §(X) < co. Suppose
H(z)=(x,N(z))+ A\, Vo € X. Then H/||A|| is constant on X.

Proof. Let B be a positive definite n x n matrix. From logarithmic convexity of the £, norms
(or Holder’s inequality),

1/4

(Tr(B2))1/2 < (Tr(B))1/4 (Tr(B3)>

Since €2 is convex, A is negative definite, and all of the diagonal entries of A are nonpositive.
So, taking the fourth power of this inequality,

1A < H [(A%, 4)].
That is,

[N 2
< [(A% A)].
So, from Lemma [7.1} A > 0, and again using that A is negative definite and H > 0,

L |[141 vtz = 9 a1 (o) < & [ (A4 2, )Y, o) < 0.

Therefore, V., log H = V., log ||A]| for all 1 <¢ <n. That is, ||A|| /H is constant on ¥. [

Corollary 7.4 (Huisken-type classification, A\ > 0). Let Q C R"™ be convex such that
O\ 0*Q has Hausdorff dimension at most n — 7. Let A\ > 0. Assume §(X) < co. Suppose
H(z) = (z,N(z)) + A\, Vo € X. Then, after rotating 2, 3r >0 and 3 0 < k <n such that
Y =Sk x RF,

Proof. Since ||A| /H is constant on ¥, it follows from [CM12, Proof of Theorem 10.1] [Hui93|
p.187-188] that 3 is then a round cylinder. U

8. RANDOM ALMOST-EIGENFUNCTIONS

In this section, we let E denote the expected value of a random variable.

Lemma 8.1. Let v be a uniformly distributed random vector in S™. Let a,b € S™. Then

{a, b)

E(v,a){v,b) = el
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Proof. Let 6 := cos™!({a,b)). In the case n = 1 we have

E(v,a)({v,b) = 217r / ' cos(t) cos(t + 0)dt = oy ’ cos(t)[cos(t) cos(f) — sin(t) sin(0)]dt
= cos 9%/0 7r0052(75)dt = COS 9%/0 (1/2)(1 + cos(2t))dt = 00289 = <aéb>.

For any n > 1, there then exists ¢,+1 € R such that E(v,a)(v,b) = ¢,41(a,b). Choosing
a =b, we get ¢ni1 = cuy1 ||al” = E(v,a)?. And summing over an orthonormal basis of a in
R"*! gives (n 4 1)cppy = E|jv]|> = 1. That is, ¢opq = 1/(n+1).

U

Let A, denote the matrix A at the point 2. Let II = II,: R** — R” be the linear
projection of R™*! onto the tangent space at x, viewed as R™ itself. So, if A is diagonal
at x, then there exists a basis uy, ..., u,4q of R”“ such that Il,u,,; = 0, Il,u; = u; and
A dle; = aju; for all 1 < i <n. Let p:= fz Yn(x)d.

Lemma 8.2 (Independent Bilinear Perturbation). Let ¥ be an orientable C*° hyper-
surface. Assume that there exists A € R such that for all x € X, H(x) = (x, N) + X\. Then
there exists v,w € S™ so that, if m := 1 [ (v, NY(w, N)v,(y)dy, then

p

(n+ 1)2/2(<U,N><’LU,N> —m)L({v, NY{(w, N) — m)y,(x)dx
> [ = AP pateds 1—% | [ @ mmd:)
2 / / VAL (N @) ) 3010 () dyde

Proof. Let v,w € S™. From Remark [4.3]

L{v, NY(w, N) = (v, N)(w, N) 4+ 2(V{v, N}, V{w, N)) — || A||” (v, N)(w, N).
So, if we define m = > [(.(v, N)(w, N)7,(y)dy, then
@

L({v, N){w, N) =m) = (v, N){w, N)+2(V (0, N), V (w, N)) = | A|I* ({v, N){w, N) +-m) -

Therefore,

/E ((v, N) (w0, N) = m)L({v, N) (w, N) = m) () da

= / ({0, N)2w, MY 4 2((0, N) (10, N} = m){V v, N), Viw, N)) = 2m{v, N){w, N)
— A (v, N2, NY? = m2) + m? )y (@)d

= / ({0, NY2(w, NY2 4 2((0, N) (w0, N} = m){9 (v, N), V{uw, )

)l

— [IA]1* (v, N)*(w, N)* = m?) + m? )y, (z)da — 2pm”.



From Lemma [8.1] if v, w are uniformly distributed in S™, then
1

E(v, N)*(w, N)* = CENE

Em?® = — / / E(v, N(y)){w, N(g)) {0, N(2)){w, N(2))1a(y)1a(2)dydz

:_// n+1 n(2)dydz.

Let eq,..., e, € R"™! be an orthonormal frame for 3 (embedded into the tangent space
of ¥ so that (e, N(a:)) =0 for all 1 <7 <n) such that A is a diagonal matrix at z. Then

(V(v, N),V{(w, N)) 2 <Z a“<v,ei>ei,Zajj<w,ej>ej> = Za§i<v,ei><w,ei>.

i=1 j=1 i=1
So, using Lemmaand S ak = || A,

E<Ua N(y)><w> N(y))(V(v, N(m»v V<w7 N($)>> = Z a?iva N(y)><w7 N(y)><v> €i><w7 6¢>

2l Nw)? _ IATL(N)) [
Y (n+1)? (n+1)2

i=1
In particular, if x = y, we have II(N(y)) = 0, so that

E(v, N (@)} w, N(@)) (V{o, N(2), V{w, N(z))) = 0.
Also,

Em(V{v, N(x)), V{w, N(z))) = %/EE@,N(y)><w>N(y)>(V<v,N(ﬁﬂ))»V(w»N(ﬂ?))Wn(y)dy

1 [ JAJL(NW)IP
B Sy Vn(y)dy-

Combining the above calculations,

E / (0, N (w, N} — m)L({0, Ny {w, N} — m)yu()dz

:IEZ/E <<U,N>2<w,N>2—l—2(<v,N><w,N> —m){(V (v, N), V{w, N))

— [JAI* ((v, N)*(w, N)* —m?) + m2>’yn(x)da: — 2pEm?

- (n—il)Z/ <1_‘ = S(+ 1()»” nly)dy
— |4z H2 d+ “A 8 // (Z)dydz)*yn(a:)da:

B n+1 // n2)dydz.
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Simplifying a bit using the definition of p, we get

(n+1)2]E/Z(<v,N><w,N> — m)L({v, N){w, N} — m)yn(z)dz

__//HAH ) oY)y () dy .

Therefore, 3 v, w € S such that [, ((v, N)(w, N) —m)L({v, N)(w, N) —m)vy,(x)dz exceeds
or equals the above expected value. 0

Remark 8.3. If we repeat the proof of Lemma for v, w which are conditioned to satisfy
(v,w) = 0, then the result is the same.

As above, let A, denote the matrix A at the point 2. Let IT = II,: R"*!' — R" be the linear
projection of R™*! onto the tangent space at x, viewed as R" itself. Let p := [ 7, (x)dx.

Corollary 8.4. Let X be an orientable C* hypersurface. Assume that there exists A € R
such that for all x € ¥, H(x) = (x,N) + A. Then there exists v,w € S™ so that, if
m =+ [ (v, N)(w, N)ya(y)dy, then

(n+ 1) /E((U,N><w,]\/> —m)L({(v, N){(w, N) — m)y,(z)dzx

1
> o | A = 20 o) TNV ) ) ()2 ey

Proof. From Lemma [8.2] there exists v, w € S™ such that

(n+ 1) /Z(@, NY(w, N) —m)L({v, N){w, N) — m)y,(x)dx

> /(1 — ||Aa:||2)7n($)dx- 1— iz/ /E<N(y),N(Z»?%(y)%(z)dde)
2 I @)1 052
Now, using the definition of p and TI,,
(15 [ [V6) V@) alohnivds)
- ]%/2/2(1 — (N (), N(2))*)m(y) 1 (2)dydz

N pi/ / ITL N ()] o () (2) 2.



Recall that HAZH;_>2 = SUP,cgn |A.ul|>. Combining the above with ||A.IL(N(y))|* <
1A 55 ITL(N ()| gives

(n+ 1)2 /Z(@), NY(w, N) —m)L({v, N){(w, N) — m)7y,(x)dx
> / (1~ | Aa|2) () - - / / LN ()12 7 ()0 (=)l

~ ([ ntadde) % 1Ay [ IOV 0 00 ()

=5 [ O 1A =204 [ IO WD e (Mo

We now prove the Main Theorem, Theorem [1.11

Proof of Theorem[I.11, Combine Lemma [3.2 with Corollaries [7.3] [8.4 and [6.2] (note that if
Q) is convex, then H Z 0). O
9. NORMAL VARIATIONS WITH DILATIONS

Lemma 9.1 ([CM12, Lemma 3.20], [CW18, Lemma 3.1]). Let > C R"*! be a C™ hypersur-
face. Let A € R. Assume that

H(z) = (z,N) + A, Ve ey, (45)
then .
SAllal? = ~H(N.2) +n (46)
1 2 2 _ 2
SEll” = n—llel” = Az, N) = n —[|lz]" = A(H = A). (47)

Proof. Using that any hypersurface X satisfies Ax = —HN,
Sl = (A, @) + Vol = ~H{(N, 2) + 7.
Also,
Sl & ZA el — S, V) = 52 ) a3
~H(N.z) +n— | Tu 20— (N2~ 0T - Ma, N)
=n — ||lz]|* = M, N). ©,_ 2] = MH = \).
O

Lemma 9.2 ([CMI2, Lemma 3.25] [CW18, Lemma 3.3]). Let 3 C R"*! be a C*™ hypersur-
face with 9% = (. Let A € R. Assume that H(x) = (x, N) + AV « € X, and that ¥ has
polynomial volume growth. Then

/E (n — ||lz|]* = AH + /\2>7n(m)dx = 0. (48)
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/E (0 2) ol = 1o * = Aje]* (H = X) = 2(H = A)?) =0, (49)

el = npa(opde = [ (204 (1 =2 ( = 28 4 Moo~ a])) Jula)de. (50)
by b
Proof. Integrating by parts with Corollary [5.10] proves as follows.
0= [ (£lal Yutarde @ [ (0= el = 2 =) ()
Using Corollary [5.10] again,
—4 [ e = = [V 1l e = [ ol £ el o)
@y (nuxu = It = Al (H = ).
>
Rearranging and using [|27|% = —||zV |2 + ||z H —(H — X2+ ||=|)?, we get
/E (0 2) lall® = 1o |* = Ajel* (H = X) = 2(H = A)?) =0,
To prove , we write
[ el =msu@aa = [ (lal =20 ol + ) o)
O / +2 = 2m) all” = Aall® (H = A) = 2(H = ) + n? )y (2)da

= [ (=2 el = Al (7 = ) = 200 = A+ (o)

/E D) — AH — X)) = Ml ( — X) 20 = A+ 0?) 3, (x)de
/2 = 2)(nA =20 Aal* — 28 + 23} (2)da
_ /EQn +(H - )\)< —2H + M — [lo]) ) ().

O

Recall that if X: R™™ — R™*! is a given vector field, then we define ¥: R"*! x (—1,1) —
R”“ so that ¥(z,0) = z and such that <|,_¥(z, s) = X(¥U(x,5)) V2 € R"™ and V
€ (—1,1) as in (13). And for any s € (-1 1) we define Q, 1= V(£ s) and X, := 0€.

Define Z R — R 50 that Z(z) := j—;\szoqf(x, s) is the “acceleration” vector field.
Suppose we write W in its Taylor expansion (with respect to s) as

2
U(z,s) :x+SX(x)+%Z(x)+o(32), Vo e R"™ se(—~1,1). (51)
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Note that Z(z) := %|S:0\If(:c, s) and imply that

n+1
Z(x)i:ZXj(x)gXi(x), Ve e R"M V1<i<n+l1. (52)
=1 !

Let Jac denote the Jacobian determinant in R™™. As shown in [Heild, Lemma 12.2][CS07],

JacU(z,0) = 1. (53)
(d/ds)Jac¥|s—g = div(X). (54)
D Jac(a, 5)|smo = div((div(X))X). (55)

ds?
For any t; > 0, define

2
ll] [l ]2

F,, = (27rt5)_75/ e % dxr = (27?)_3/ e 2 dx.
s s/ Vs

Lemma 9.3 (First Variation of Surface area [CMI12, Lemma 3.1]). Let X C R"*! be a
C*> hypersurface. Denote f = (X, N). Then

Op. - / [ = )+ %t(

2
Jz]|”
2t

Proof. We use logarithmic differentiation.

0 R -
log ((27Tts)_26_|2tL ) __n n ||| ‘

Ot 2t 22

Taking the s derivative and applying the chain rule, using ' = fN and (dz)' = fHdxz,

2
llz]]

0 n o
%((27#8) e sdx>

B f 0 nl |z’ o lal?
= (fH ts(x,N>+ <8Sts>< 31 + 22 ) (27ts)"2e 2 du.

W

Remark 9.4. Let X be a C* hypersurface. If 3 A € R such that H = (x, N) + AV z € X,
and if h = %Lg:ots, then

Selicofs = [ (E3+ (/2 Jal* = m)ade

/E[f)\ + (h/2)(=N)(H — N)]yndz = A/[f = (h/2)(z, N)]yndz.

by

Lemma 9.5. Let X C R be a C™ hypersurface. Then

f@)(V[(z), N(x)) = <§5($),N($)>> Ve



Proof. Let div denote the divergence on R"*!, and let div, denote the divergence on X. Let
DN denote the matrix of partial derivatives of N. Using and div(N(z)) = div,(N(x))
V x e X to get

(N(), Z(x)) = (f(2))*(DN(2))N(2), N(2)) + f(2)(Vf(2), N(2))
= (f(2))*(div(N (2)) — div(N(2))) + f(@)(V f(2), N(z)) = f(@){Vf(z), N(2)).

Lemma 9.6 (Second Variation of Surface Area, with Dilations [CM12, Theorem 4.1]).
Let ¥ C R™ be a O hypersurface with 0% = (. Let to =1, h := %\Szots, f=(X,N).

;—;\szoms - /Z (= res+2nG Ny =izl = 2)
(£~ o) 4 Sl — )]

+ U — (o N)) + h’(qu — )l

Proof. We let " denote £|,_o. Using Lemma and (ab)” = ab[log(ab)]” + ab([log(ab)]')?,

b)”
Pt [ (s e ()
o g A

I N+ (”tl' - )il
We use H = —Af — ||A|> f, N' = =V f, 2/ = fN [CMI2, A.3, A.4] to get

(x,N) = f = (x,Vf).

Using (t;1) = —ht;? and ty = 1,

(H — (e N)/t) = —Af — A2 £ - Y= f;’ Vi), h<x;é\7> —B _rf+ne ).

Using (t;2) = —h2ty®, 2’ = fN and ty = 1,

(M_ﬁ) Y PPN NPV >—2h<||:7c|| —9).

2t 2 B 2

Combining the above completes the proof. OJ

Corollary 9.7. Let ¥ be a C™ hypersurface with 0% = (. Let A € R. Assume that
H(z) = (z,N)+ X for allx € ¥. Then

92

geglecaFis = [ (= FLE+2RFCH =0 + H(H = N = H/2-+ Ao = [2])/4)

+ 2N+ )\hf(HmH2 —n)+ A+ %I(—)\(H — A)))yn(x)dx.
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Proof. Using and in Lemma

;—;\SZOES = /E ( — fLf +2hf{x, N) = h*(=A(H = X) + n/2) + f°X> + M f(||=]|* = n)
+ hZ[Zn + (H = N)(=2H 4+ Xn — ||lz|P)] + \f' + %/(—)\(H — A)))fyn(:z:)dx

_ /Z ( — fLf +2hf(x, N) + h*(H — \)(A = H/2 + A(n — ||2]|*) /4)

/

+ PN Mol = 1)+ A+ S (=AH = X)) ()

For any ¢, > 0, define

n B n 2112
Go= Cnt) [ o= on [
: Qs/Vis

Repeating much of the reasoning of Lemma (see e.g. [BBJI16L Eq. (20)]), we get

Lemma 9.8 (First Variation of Volume). Let ¥ be a C* hypersurface. Let Jac denote
the Jacobian determinant in R™™. Let to =1, h = Z|,_ots, f = (X, N).

8 n x,s 2
Gy, = (QWts);l/e\p(%s)l Jac¥(z, s)
aS Q

[g<||x“2 _n+ 1) [Jac¥(x,s)] (U(x,s),V'(z,s))

— dz.
t2 ts Jac¥(z, s) ts } .

0 _ [ _l2rh/z)? n41 ,
£|5:0Gt5—(27rt5) /Qe [§< 2 ) d1V(X)—<m,X>]dx

+
= [aiv((= 5+ X) @) = [ (= glo M)+ (X0 (oo
= [ (= 5N+ )ty

Lemma 9.9 (Second Variation of Volume). Let ¥ C R"™ be a C™ hypersurface with
0% =0. Let h := Z|,—ots, [ = (X,N)

g—;lsoGts = /E (F(Tw S+ FH = e, ) + %(hQ - Y N
(= (D N2l = 1 410) ) ()
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Proof. For any 1 < i < n+1, let Z; := Z?;l Xj%Xi. We let ’ denote %|S:0. Using
J

(ab)” = ab[log(ab)]” + ab([log(ab)]')? in Lemma 9.8} with ¥(z,0) =z (5I), and (54),

82

@LSZOGQ

= /Q (g(“q’(ﬁés)” - ": 1)'  [Jac®(z, 8))” — (z, U"(z,5)) — (U(z, ), ¥z, 5))
+ [g(”%l — n:; 1) + div(X) — (z, X) . [(JacV(z,s))]? + (z, X)h

!/

h
+ 50+ 1 = 2ll") )i (w)da.
Using (51)), (t;1) = —hty?, (t;%) = —h2ty® and to = 1,

/
U 2 1 X 2 h 1 1
[P )7 _nt 1)o@ X) el At )=2<x,X)—2h(HxH2—n+ ).

Combining the above with , , and tg =1,

%ls:oGts - /Q (¢ X0 — b2 (Jlf” = ; 1) +div(Xdiv(X)) - (Z,z) — (X, X)

h

. [5(ng’||2 - n;: 1) T div(X) - @,X)f — (div(X))? + (z, X)h

!/

h
+ S+ 1= [2l") )y (w)da

= [ (et = 12 (el = )+ Sl — b+ 0

/

+ hldiv(X) = (&, X))(lz]* = [n + 1)) + %(n +1—Jal)

+ div(Xdiv(X)) — (Z,2) — (X, X) — 2z, X)div(X) + (z, X>2)7n+1(x)dx.

Then using Lemma [9.12] and also using

diV(X(IIﬂFH2 —[n+ 1])%+1($)) = (|2]1” = [0+ 1) div(X 1 (@) + 202, X) s (@)
= (l2l* = [n + 1])[div(X) — (2, X))y (2) + 2z, X) s (@).

diV(SU(H»’CH2 —[n+ 1])%+1($)> = (lz]I* = [n+ 1)div(zyr1 (2)) + 2 2|* vnr1 (2)
= —(lI* = [0+ 1])*ys1(2) + 2 [l2]* g ().

We get
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82
0s2 952

:/Qdiv(Xdiv(XfynH(x)))Jr (2(95,X)h—h2< 7| ”‘2”) +h£(|\xu2— I+ 1)2

s§= OGt

/

FHAVX) ~ G X~ 1)+ (4 L ) (2)d

= [ div(Xaiv(Xaa(2) + (v @) ~ o+ 11/2
+ 2 div(a(el — I+ D) + 2 ol (@)

/

V(X (o] = [+ 1)1 (@)] + 5 div(@761(2)) ) do.

Applying the divergence theorem,

82
= lemoGi, = / F (v (X i (2))

+ (12, 3) = B ), N (el [+ 1) + BF (el — [+ 1) + (H/2) e N) ) g )
+ [ (= @241+ 02/ el sl
= [ St + (W N) — 02 4) e N = o +1)
Rl = b+ 1) + (02 ) s () — [ v (2)ds
= [ S f = a3 + 0 2) . N)

+ ( — (/D) {a, N)Y(|=[|* = [0+ 1]) + hf(|z]* = [0+ 1]) + (7' /2)(, N>)%+1(fv)dfﬂ.
Above we used

div(Xynia(2)) = div(f Ny (2)) = (VN f + FH = [, N)) g (2)-

For technical reasons, we restrict the following Lemma to f > 0.

Lemma 9.10 (Volume Preserving Second Variation of the Surface area). Let ¥ C
R be a C* hypersurface. Let A € R. Suppose H(x) = < N)Y+ X for all x € ¥. Given

any f: X = Rwith f >0, 3 b1, [ so that L|—oG, = 25]s=0Gr, = Z|s=0Fi, = 0, and
62
5 lsoF, :/ (- FLf +2hf(x, N) —
S )

39
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Proof. As above, we let ' denote %|$:0. Using N’ = =V f [CM12, A.3], and that X is parallel
to N on ¥, and Lemma

f'=(X,N) =(Z,N) = fVnf.
Using this fact, we let A’ := 0, we choose h so that 2 |S 0Gt, = 0 in Lemma m That is, we

choose h so that
[ uarte =3 [ o, Np(a)de (57)

By Remark , %|s:0Ft5 = 0 as well. We then choose fVyf in Lemma so that 8 Gy, =
0. That is, we choose Vy f so that

VNS = —fH + . N) = (h?/2){x, N) = h(f = (h/4){x, N))(Jal]* = [0+ 1))
We then substitute these choices of h, h', f' into Lemma [9.6]
82
952
= [ (= sz vomsie Ny = w2 (el = 3) + (34 S0l = )]+ 3 (ot

P

2 2 2

= [(=rzs+ompie Ny =2l = 5) + [3+ Sl - )]

P

FA| = SPH P N) = (022, N) = h(f = (h/4) (@, N)(|l2l]* = [0+ 1])] ) v (@)de.

Applying and (50), along with repeated use of H = (z, N) + \ gives
o2
sraleoi = [ (= 7L+ 2, Ny = (] =0+ (0/2))

)

|s=0‘FtS

h2
+ PN+ Afh(||z]|* = n) + Z(H:c!l2 —n)?

N[ = FH + 2 N) = (0/2) (@, N) = h(f = (b/4) 0, N = [0+ 1)] ) (@)da
:/Z< fo+2hf(:c,N>—hQA(A—H)—hQ(n/2))+f2>\2+)\fh(|\:c||2—n)
%2(271 + {2, N) (=2 + A(n — |z]*))
A = F2H + 2@, N) = (0/2) (@, N) = b(f = (/D V)2l = [+ 1)] ) a(@)da
:/2( FLF + 20 (e, N) + B2\ (e, N) = h3(n/2)) + 222 + Afh(|2]]* = n)
: (20 + (2. N)(=2H + A(n — |2]")))

A = P2H + £, N) = (02/2)(, N) = h(f = (h/4) G, N[ = [+ 1)] ) ()
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= / ( — fLf +2hf{x,N) + h*X(z, N) — h2(n/2)> + f2N2 4+ A fh
+ hZ(Qn 4 (e, NY(—2H + A(n — Hx||2))>
FA| = FPH P N) = (B2, N) + (B2 /4, N (2]l = [+ 1))] ) () de

— /E ( — fLf+2hf({zx,N) - h2(n/2)> + AN+ Afh
1 (2n 4 (@ N) (<20 4 A 2])
FA| = F2H P2 N+ (024 N2l = o= 1)] ) (2)de

:/ (= FLF + 201 (@, N) = 12(1/2)) + 222 + Afh
2

+ 2 (204 (o, NY(2)) 4 2] = PH 4 PlaN) + (02/4) ()] o)

:/<—fo+2hf<m,N)>+f2)\2+>\fh
)
- h;@,N)H—l— /\[— fPH 4 f2{x,N) + (h*/4)(x, N)D%(x)dx
:/ (— fo+2hf<x,N>) + Afh— h;@,N)H—i—)\(h2/4)(x,N>>7n(x)dx.
)
Applying H = (z, N) + A one more time

8—2| F —/(—fo+2hf< N>+)\fh—h—2< N>2—Ah—2
L - o\ 4

Finally, by (57), we then get

2 2 2
%|50Ft3 = /E (—fo+2hf(a:,N> - h—(:v,N>2—|—)\h—<x,N>>7n(x)dx.

<$,N>>’}/n<l‘)d£€.

2 4
U

Using Lemma for H — X\ +t, and then differentiating the resulting expression twice
at t = 0, we get the following interesting inequality.
Lemma 9.11. Let ¥ C R™ be a C* hypersurface. Let A € R. Suppose H(z) = (x, N)+ X
forallz €. Lett € R. Let f := H— A+t. Define h := 9 Jpfimn(@dz -, ., (7). Then

Js: (@ N) 1 (2)de

[ (- res+onse.n - P NP A (0, ) ) @)
>

<o [ (~nar+n - gj Zm”(d) Vi)

Proof. From , and ,

L(H —)\) =2H + \||A|> = XA = A\ =2H — \.
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Also, by the definition of H and f, and using H — A = (z, N),

Js f’Yn+1 dx Js (@ +t ’Yn+1( )dx 9.9 s t’YnH )dl’

h:=2 _ '
fz N)Ynga (2 )dI fg N)Vpy1(z)de S (@, Ny (z)da

For brevity, we define

fg t7n+1(x)dx
fz <$7 N>7n+1 ($>dx

s:=2

Then h =2+ s, and

/E (= FLf + 201 (e, N) - %2@, NY? + A%x,m)%ﬂ(@dx
:/ (= (= A+ H = A+t +1) + 22+ 5)({z. N) + 1)z, V)

= (@ N) s (a)e

_ / (= (=240 = ({2, V) + )(H + ¢ [AIP) + (4 + 25){z, N)? + (4 + 2s)tz, V)

(2—;8)2 (2+ 8)2 <:p,N>>%+1(a7)da:
_ /E (= (. V) + 0 = (. N) + 0)(H 4+ £ AJ) + (4 +28) (2. N)? + (4 4 25)t(z, N)

N (2 —; S) (2 "ZS) (SL’, N>)%+1(I)dx

— /E <_ (x, N)? = 2t(x, N) — t* — H{z, N) —tH — ((z, N) + t)t | A|?

+ 4(x, N2 + 2s(x, N)? + (4 + 25)t{x, N) — 2(z, N)?* — 2s(x, N)* — %2@:, N)?

SZ(H — (z, N)){(z, N))%H(ff)dx

:A(_gt@,m_t2—H<x,N>—tH—((x,N>+t)t||A||2

B (2+35)°

(x, N)? + X

(z, N)2 + X

(z,N)* + (H — (z,N))

— (2, N2 + H(z, N) + s(H — {x, N)){(z, N) +

+2s(x, N)? + (4 + 28)t(x, N) — 2s(zx, N)* — %@:, N)?

[\V]

S

+ H(z,N) + s(H — (z, N))(z,N) + —
- /E <— 2t(x, N) — > —tH — ((x,N) + t)t | A

@ N2+ s(H = (o, N)){a, N) + T (H = (2, N)) @, N).

+ (44 2s)t(z, N) — 5
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Let F'(t) be the above expression, as a function of ¢t. Then
) = [ (=260 N) = H= (5. N) A + 42, )
s

fg fynJrl(x)dx
f2<x7 N>’7n+1<x)dx

) o ) fE’VnJrl x)dx
_/Z<2<x7]\7> H—(H-M)|A| +2f2 N Vi1 (z)da

Integrating by parts to get [ LH~,(z)dx = 0 by Corollary

/E 2Hoy () di / (LH — || A2y () = / (AP +1) = AP y(2)d.

2

+2

(H = (&, N) (@, N) ) o (2)da

(H = (&, N){z, N) ) o (2)d.

So,
/H||A||2%(x)dx:/H%(x)dqu/\/ ||A||2'yn(m)dx. (58)
5 5 5
From (B8, fy((H — X) [ AI — H) e (x)ds = 0. So,

FO) = [ (203 20 42 - £7v+7(f)?af> —(H ~ (2 N) (. N) ) (@)

fg Tn+1 (l‘)dfb
- /2 (-2 o Mm@ Y )) s (@) =0,

1" . o f27n+1 )dl’ T . [f27n+1(x)dx}2 T 2
F(O)_/z< 2=z )4l +8fz N)Vny(z )dx< ) 4”2(93,]\7)%“(93)6133]2 )

Uz 7n+1($)d$]2
[f2<£6, N>’7n+1($)dx} 2

_ _ 2 f27n+1(x)dx _ [f27n+1(x)dx}2 . N2 2Vda
_/2(6 2N + 23 4[f2<x,N>%+1(x)dx}2< N2 (2)d

(H = (@, N)) (@, N} ) o1 (a)de

Then using the Cauchy-Schwarz inequality,

1" o 2 f27n+1 )dx _ f27n+1(x)dx x 2 2)dx
PO < [ (62017 +2r B T 4 B e N ()
o 2 fz '7n+1 )dl‘
= 2/2 (1 — | A|I" + )\fz Nys (2 )dx>%+1(l‘)dl'
N 2 fz”YnH z)dx
= 2/2 (— Al +Hf2 Nyma (2 )dx>'yn+1(a:)dx.

Proof of Theorem[1.13 Combine Lemmas [0.10| and [0.11]
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Lemma 9.12. Let X € C°(R™™, R™™). Then for any v € R™™,

div (X(x)div(X(:c)%H(x))) - (div(X(x)divX(x)) (X (2), 2)div(X (z)) — (X (z), X(2))
— {z, Z(2)) — (2, X (@))div(X) + (X(2), 2)* ) Yo (2).

Proof. Below, we let V denote the gradient on R*!.

div(X(x)div(X )i (2

= div (X (@)div(X (2) 30 11(2) = X (@)(X (@), 2) 7041 (2)) )

= (Aiv(X (@)div(X (1)) — (X (@), 2)liv(X (2)) ) (1) = div(X () (X (2), 7)1 ())

= (Aiv(X()div(X(2))) — (X (), 2)div(X()) - div(¥ (2)) (X(z),2)

+ (X(2),2)? = (X(2), V(X (2),2)) ) Y11 (2)

= <diV(X(x)diV(X(x))) — (X (), x)div(X (z)) — div(X (z) (X (z), z)

n+1
+ (X (@),)? - (X =3 X ) X)),
3,0=1 LC]
We then conclude by . O

10. OPEN QUESTIONS

e If ) is convex, is it possible to improve the eigenvalue bound of Lemma|[5.12|in certain
specific cases? If so, then Lemma would give an improvement to Theorem [1.8]

e [s it possible to classify convex 2 C R with ¥ = 9 such that 3 A € R so that
H(z) = (z,N(z)) + A, and such that X satisfies the inequality in Theorem [1.12]?

11. COMMENTS ON THE NON-CONVEX CASE

As mentioned previously, the second condition of the Main Theorem, Theorem [1.11] holds
without the assumption of convexity. However, the first condition of Theorem |1.11] requires
Q or Q¢ to be convex. In the current section, we therefore try to find a result similar to the
first part of Theorem without the assumption of convexity.

Lemma 11.1 (Perturbation using H). Let Q C R™™ such that 9Q \ 0*Q has Hausdorff
dimension at most n — 7. Let X2 := 0*(Q). Suppose 0(3) < oo and

H(z) = (x,N)+ A, Vel (59)
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Let b € R so that [,(H(x)+ b)y,(x)de = 0. If H is not constant, then
/ (H + B)L(H + by (x)dx
s

_/E(2(H+b)2+(b+/\)2HAHQ)%(x)dx+b/<x,N)%(x)dx (60)

by
= [ (2007 e PYAP = 1))z = [ (0 Ny
b b
Proof. Using Lemma , Corollary and
/ (H + )L(H + by (z)da = / (HLH + 2HLb+ b L(1))y(2)dr
by b

A /E (H@H + X AP) + 2Hb(A]* + 1) + B +1) ) yu ) d.
From and Corollary again,
/E(2H+/\||A|]2)%(x)dm:/ELH%(m)dx:/EHL(l)%(m)dx:/EH(||A||2—|—1)%(:E)dx.
So, [ H || A]* ya(z)dz = [o(H + X ||A|*)yn(2)dz. In summary,

/ (H + B)L(H + b)yu(x)de

),
J
-,

— /E <2(H+b)2+ (b+ N)? ][A\\Q)’yn(:v)dx—b(b+)\)/’yn(x)dx.

2
In the penultimate line, we used the definition of b, so that [, Hv,(x)dz = — [; by,(z)dx.

Finally, [.(b+ Myn(z)de = [o(=H + Xy, (x)dx — (@, N)y,(x)dz. The first part of
(60)) is proven. The second follows by writing b = b+ A — A. ([l

Lemmas [T1.1], 3.2 and [5.2] have the following corollary.

Corollary 11.2. Let Q C R*"! minimize Problem . Let X3 := 0*Q2. From Lemma =
A € R such that H(x) = (x, N(x)) + X for all x € ¥.
If either
(i) — [y H(z)w(z)dz - [((x, N)y,(x)dx > 0, or
(i) fL(IA]I? = Dya(@)de > 0 and =\ [o(z, N)y,(z)dz > 0,
then H must be constant on 0*€).

By Corollary [11.2(ii), if we want a condition resembling the second condition of Theorem
to hold without the assumption of convexity, we must investigate the case that H is
constant in Problem [T.1]

2H? 1+ (A + 2b)(H + A || A|?) + 2Hb + B(|A||* + 1))%(93)@;

2(H 4 D) — 20> + HX + N || A|]” + 26X || A||” + 02(|| A|]> + 1))%(;5)@

/N 7/ N 7N

2H +b)2— b — bA+ (A + b2 Al )%(x)dx
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11.1. The case of constant mean curvature.

Proposition 11.3. Let Q C R minimize Problem . Let ¥ := 0*Q). Assume H 1is
constant on X. Then either ¥ is a round cylinder, or H = (x, N) =0 for all z € ¥.

Proof. By and ,
LH = H(|A|?+1) = 2H + )\ ||A||”.

So, |A|*(H —\) = H. If H # 0, then A\ # H. So, if H # 0, then ||A|| is constant. So, if
H # 0, it follows from [CMI12, Proof of Theorem 10.1] [Hui93, p.187-188] that ¥ is a round
cylinder.

If H = 0, then either A = H =0 or ||A|| = 0. If A =0, then H = (z, N) = 0 by
Lemma [3.1] If ||A| is constant, then it follows from [CMI2, Proof of Theorem 10.1] [Hui93,
p.187-188] that X is a round cylinder. O

Remark 11.4. By Lemma (3.3} if n < 6 and if H is constant on X, then in the setting of
Corollary it cannot occur that H = (z, N) =0V x € X.

By Proposition [11.3] the only remaining case to consider in Corollary is when H =
(x,N) =0 for all x € ¥. That is, we must consider when ¥ is a cone with mean curvature
zero. This case is eliminated by the following Lemma.

Lemma 11.5. Let Q C R™ minimize Problem [1.1. Let ¥ := 0*Q. Then it cannot occur
that H(x) = (x, N(z)) =0 for all x € .

Proof. At every point z € X, suppose we label the n eigenvalues of A in order as A\;(z) <

- < An(z). Except on a set of Hausdorff dimension at most n—1 on ¥, these eigenvalues are
C* functions [Kat66, Theorem I1.5.4, p. 111]. For any 1 < i < n, we claim that L\, = 2);.
This follows from (23) with A = 0, since A can be diagonalized in a neighborhood of any
x € ¥ (except on a set of x of Hausdorff dimension at most n — 1.) We claim that there
exists a function h: ¥ — R and there exist constants ¢, ..., ¢, € R such that

Ai(z) = ¢h(z), Vz e X. (61)
To see this, let «, 8 be any two distinct eigenvalues of A. Let t € R such that fz(oz +
tB)vn(x)dx = 0. Let [ = « —|—t6 Then Js f( ( )d:c =0, f(z) = f(—x) for all x € 3,
and Lf = 2f. So, [ f(z)Lf(z) = 2f2 Yn(2z). From Lemma , we conclude
that f(z) =0 for all z € Z Equatlon . follows Slnee all eigenvalues of A are multiples

of the same function, ||A| is also an eigenfunction of L, with eigenvalue 2. Then Lemma [5.7]
with A = 0 says that

20 AlI* = [IAIILIAI = 2 Al + VA = [ V[ A]lII*

That is, [[VA||? = [|[V]|A]|||? for all z € . As shown in [CM12, Eq. (10.33)], if A is diagonal
at z € ¥ and if |[VA|? = ||[V||A|l||?, then V,a; = 0 for all 1 < i < n —1. Since X
is a cone, if we choose e, such that e, is invariant under a dilation of the cone, we have
|Ve,aii| = lai/ ||z||| at x € X. That is, a;; = 0 for all 1 <7 <n —1. And a,, = 0 as well,
by the choice of e,. We conclude that A = 0 everywhere, so that ¥ is a plane through the
origin. But this finally contradicts that §2 is a symmetric set and ¥ = 9*2. We conclude
that H = (x, N) = 0 cannot occur on a set of positive n-dimensional Hausdorff measure. [

We can now finally improve the conclusion of Corollary [11.2]
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Corollary 11.6. Let Q C R"! minimize Problem[1.1 Let ¥ := 0*Q. From Lemma 3
A € R such that H(x) = (x, N(x)) + X for all x € ¥.
If either

— Js H@)vp(x)de - [ {z, N)y(z)dz >0, or
(i) fE(HAH2 — 1)yn(2)dz > 0 and =X [ (z, N)y,(x)dz > 0,
Then, after rotating 2, 3r >0 and 3 0 < k < n such that ¥ = rS* x R" %,

Proof. Let 2 minimize Problem [I.I} From Proposition [I1.3] ¥ is either a round cylinder, or
H(z) = (z,N(z)) = 0 for all z € ¥. The latter case is eliminated by Lemma [11.5] O

Proof of Theorem[1.15 Combine Corollaries [I.10] and [I O

11.2. Infinitesimal Rotations. Corollary can eliminate e.g. star-shaped sets with
A < 0 such as the interior of a hyperboloid. Below we present an argument that also
eliminates sets with “lumpy” boundary as candidates for minimizers in Problem [I.1 This
argument is a modification of one from [HMRR02], which was itself inspired by the standard
proof of the Courant Nodal Domain Theorem.

Lemma 11.7 (Infinitesimal Rotations as Eigenfunctions of L). Let ¥ C R™! be an
orientable hypersurface. Let X € R. Assume that

H(z) = (x,N(x))+ A, Ve (62)
Let Q be an (n+ 1) x (n+ 1) real antisymmetric matriz with Q* = —Q. Then
L(Qz,N)=0, Vzex. (63)
Proof. Let 1 <7 <mn and let z € . Then
Ve (Qr,N) = (Qe;, N) + (Qx, V., N)

. - 64
= Qe M)+ 3 (Ve @) @ (e M)~ Y ag(Que). Y

7=1 j=1
VH=S V.He; DS V. (0, N)ei = 3 (2, Vo N)e; Z aijlz,e;)ei. (65

i=1 i=1 i=1 =1

Using that A is a symmetric matrix,
(VH, Q) . Z aij(z,e5)(e;, Qr) = Z a;;{z, e;){e;, Qx)

3,0=1 i,7=1 (66)

n

D (V(Qu. M), 1) = 3 (. (Qei N).

=1

Writing & = (2, N)N + z’; <:c, ees 50 (Qa, N) = (a, NYQN, N) + X0 (e} (Qes, N),

(VH,Qz) @ (V(Qr, N).z) + (2, N)(QN, N) — (Qz. N). (67)
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Choose the frame such that VeTkej =0 at z for every 1 < j,k < n, we then have V., e; =
aijatxby@. So,V1<i<n,

Ve, Ve, (Qz, N)

ol n n n
2 (QV.ei, N) + (Qei, Ve N) — Y Veai(Qie) =Y ai(Qeses) — Y ai{Qr, Vee;)
=1 j=1 j=1

D QN N) - D ai(Qeies) = > Veai(Ques) =Y ai(Qei ;) — > ar(Qx, N).
j=1 j=1 j=1 j=1
(68)
So, using the Codazzi equation (V,ar; = Ve,ar ¥V 1 < 4,5,k <n),
A(Qz,N) =Y V. V. (Qx,N)
i=1
EED —H{(QN,N) —2 Z a;;(Qe;, ej) — Z Ve, ai{z,e;) — Za%(@x, N)
irj=1 irj=1 ij=1
—H(QN,N) =23 a;(Qeie;) + (VH,Qa) = ¥ a2 (Qu, N)
irj=1 ij=1
167) .
(=H + (2, N){QN,N) =2 3 a;(Qes, ;) + (V{Qu, N), ) — (Qx, N) — [|A|* (Qz, N).
ij=1
In summary,
1(Qu, N) B2 \QN N) 23 ai(Qes ) (69
irj=1

It remains to show that the right side of is zero. Note that we have not yet used any
property of Q. Since Q* = —Q, for any v, w € R"", we have

(Qu,w) =w'Qv = (W'QV)" =v*'Q"w = —v' Qw = —(Quw, v). (70)
In particular, choosing v = w = N, we get
(Qu,v) =0, Vo e R" (71)
So, the first term on the right of is zero. Lastly, using that A is a symmetric matrix,
Y ai(Qeie) = =) ay(Qejie) = — D ay(Qeiey).
ij=1 ij=1 ij=1
So, the last term on the right of is zero. That is, holds. 0

Lemma 11.8. Let Q C R"! with —Q = Q. Let ¥ := 0*Q. Let Q be a real antisymmetric
(n+1) x (n+ 1) matriz. Then

/E (Qa, N(2)) 7 (x)dz — 0.
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Proof. By the divergence theorem,

/z@‘”’ Ni@)yma(z)de = / (~(Qu, 2) + TH(Q)u(2)dz 0.

Q
Here Tr denotes the trace of a matrix. O

We define the number of nodal domains of a function f: ¥ — R to be the number of
connected components of the set {x € ¥: f(x) # 0}.

Corollary 11.9. Let Q C R""! with —Q = Q. Let ¥ := 0*Q). Suppose there exists a real
antisymmetric (n + 1) X (n + 1) matriz Q with Q* = —Q such that the function f: 3 — R
defined by f(z) := (Qx, N(x)) ¥V x € ¥ has more than four nodal domains. Then §2 does not
minimize Problem [ 1

Remark 11.10. Since Q = —Q and [, f(2)yn(z)dz = 0 by Lemma [11.8, f cannot have
exactly two nodal domains. If ¥ is a non-spherical ellipsoid aligned with the coordinate axes,

and if we choose () to have all zero entries other than the upper left corner of (_01 (1) , then

f has four connected components. And if ¥ is a curve in the plane with many oscillations,
then f has many connected components. So, the assumption of the theorem implies that 2
has a “lumpy” boundary.

Proof. Label two of the nodal domains as Dy, Dy C 3, so that Dy # Dy, Dy # —D,. Let
a € R. Define g: ¥ — R so that g(x) := f(x) for any x € D; U (—D), g(x) := af(z) for
any x € DU (—Ds), and g(x) := 0 otherwise. Choose o € R, such that [, g(z)y,(z)dz = 0.
Then g(z) = g(—=z) for all x € ¥, ¢ vanishes on an open subset of ¥, and g vanishes on the
set where Vg is discontinuous. Also, Lg = 0 on X\ [(0D1) U (0(—D1)) U (0D2) U (0(—Dy3))].
Also [ gLgvn(x)dx = 0 by Lemma

Assume for the sake of contradiction that 2 minimizes Problem [I.1 From Lemma [3.2] if
h: ¥ — R is any C*™ function such that [ h(x)v,(x)dz and h(z) = h(—z) for all z € X,
then for any ¢t € R,

/(g +th)L(g + th)y,(x)dz < 0.

Since this holds for all ¢ € R and fz gLgvn(x)dx = 0, we conclude that

/z:(th + hLg)y,(z)dx = 0.

Integrating by parts with Lemma m (which is valid since g vanishes on the set where Vg
is discontinuous and g € W 2(%,7,), as defined before Lemma [5.3)),

2/ hLgvy,(z)dx = 0.
>

Since this equation holds for any mean zero symmetric C* function h, we conclude that
Lg = 0 in the distributional sense. By elliptic regularity, Lg = 0 on all of ¥. By the unique
continuation property, since g vanishes on an open subset of 3, we conclude that g = 0 on
Y. This contradicts the existence of more than one nodal domain of f. We conclude that €2

does not minimize Problem [L.1] 0
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