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a b s t r a c t

The Data Quality Segment Database (DQSEGDB) software is a database service, backend application
programming interface (API), frontend graphical web interface, and client package used by the Laser
Interferometer Gravitational-Wave Observatory, Virgo, GEO600 and the Kamioka Gravitational Wave
Detector for storing and accessing metadata describing the status of their detectors. The DQSEGDB has
been used in the analysis of all published detections of gravitational waves in the advanced detector
era. The DQSEGDB currently stores roughly 600 million metadata entries and responds to roughly
600,000 queries per day with an average response time of 0.317 s.

© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Code metadata

Current code version 1.6.1
Permanent link to code/repository used for this code version https://github.com/ElsevierSoftwareX/SOFTX_2020_125
Code Ocean compute capsule N/A
Legal Code License GNU GENERAL PUBLIC LICENSE v3.0
Code versioning system used Git
Software code languages, tools, and services used Python, MariaDB, PHP
Compilation requirements, operating environments & dependencies Scientific Linux 7.5, Python 2.7.5
If available Link to developer documentation/manual http://ligovirgo.github.io/dqsegdb/
Support email for questions question@ligo.org

1. Motivation and significance

Gravitational waves (GWs) are disturbances in the metric of
pace–time that propagate through the Universe and carry in-
ormation about the astrophysics of sources that generate them.
ravitational waves couple weakly to matter, and so, for current
etectors, these sources must be massive objects moving with
igh accelerations [1]. Although GWs may have very large am-
litudes at their origin, they also typically travel extra-galactic
istances to reach the Earth. When these waves reach the Earth,
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E-mail address: ryan.fisher@cnu.edu (Ryan P. Fisher).

their strength is such that their resulting spacetime perturbation
changes measurements of length by 1 part in 1020. This results in
an extremely small signal, even if detected with kilometer-scale
detectors [2]. The mission of the LIGO Scientific Collaboration
and the Virgo Collaboration (LVC) is to detect these weak signals
in order to advance our understanding of the Universe. Since
2015, GW detections have shown that Einstein’s theory of general
relativity holds for colliding black holes and neutron stars [3–5].
These discoveries allow us to estimate the number of binary black
hole and binary neutron star mergers in our local Universe [6–8],
and have demonstrated that some gamma-ray burst (GRB) events

are powered by the coalescence of neutron stars [4,9].
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The detection of GWs has been made possible through the
olossal effort of thousands of scientists to develop an extremely
recise set of interferometers (IFOs) and an ecosystem of compu-
ational infrastructure that enables the capture and analysis of the
ata generated by the IFOs. The Data Quality Segment Database
DQSEGDB) occupies one critical space in this infrastructure. The
ata analysis (DA) algorithms require information about the state
f the IFOs to analyze the observatory data. This requires the
efinition and distribution of metadata about the data, which
e call data quality (DQ) flags. A DQ flag is the name given to
set of metadata that describes a portion of the global status
f the detector, operation of the instrument, or quality of the
ata that may impact its analysis. A category of flags mark the
imes when the IFOs are operating in an optimal state, thereby
ndicating which observatory data should be analyzed. Additional
lags indicate data that should explicitly not be analyzed, such as
hen hardware injections are ongoing or when electronics faults
ause noise in the GW detection channel. These DQ flags are also
alled DQ vetoes because they can be used to exclude data from
eing analyzed [10]. The DQSEGDB is the service used to store
nd provide access to these flags.
The set of data associated with each flag name is the list of

imes when the state of that flag was known and the list of times
hen that state was active or inactive, which are complements
ithin the set of known times. The time periods are contained

n a data product known as ‘‘segments", where a segment is
continuous range of time expressed as a half-open GPS time

nterval [tstart,tend). Within the GW community, the terms DQ
egments and DQ flags are often used interchangeably because
f this tight relationship. Each flag has a unique name. The flag
ames are associated with their IFO identifiers, and are combined
n the format [IFO]:[FLAG-NAME].

.1. Initial detector databases

The DQSEGDB service and client software were built to replace
he aging predecessor services that served the Laser Interfer-
meter Gravitational-Wave Observatory (LIGO) and Virgo col-
aborations separately during their initial observing runs. These
revious services were each able to store hundreds of flags and
pproximately two million individual DQ segment and metadata
ntries by the end of the final science runs of initial LIGO and
irgo. The LIGO service relied on an IBM DB2 database instance,
nd an XML transport layer. The Virgo database (VDB) used a
ySQL database, a series of Python management scripts and a
HP-driven web user interface. The VDB used a substantially
iffering schema to DQSEGDB. Its structure was not normalized
o any great degree and was designed to accommodate segment
lassification in a slightly different manner. The DB explicitly
tored times a flag was inactive, where this information can
e determined implicitly from the known and active segment
nformation in DQSEGDB.

By the end of its lifetime, the LIGO service had become very
low at the scales of data it was storing, and would often take 10
o 30 min to respond to queries made by GW data analyses. A
ombination of several factors, including poorly normalized and
ndexed tables, excessive overall size and memory consumption
f the database, relative difficulty in maintaining the DB2 instance
ver a MySQL approach, an overemphasis on server-side com-
lexity in both query and insert steps including a non-RESTful
pplication programming interface (API), and the slow speed
f the internal generation of the XML documents for the data
ransport layer, all greatly restricted the speed at which the server
ould respond to queries for large data sets. This consequently
everely restricted the usability of the service and indicated a
trong need for a replacement for advanced GW detectors, where

the number of flags and number of segments the databases would
need to store would grow by factors of hundreds. An increasing
number of new software systems were also unable to use the
DQ metadata effectively due to the slow response times of the
server. Finally, new user requirements pushed for a redesign
of the API and database schema. These issues led to the LVC
making the decision to pool their resources and to design a new
segment database infrastructure. This led to the development of
the DQSEGDB software.

2. LVC data landscape and terminology

Each IFO produces one primary data channel, which contains
the measurement of the GW strain, and approximately 200,000
channels of auxiliary data that are used to monitor the status
of all the hardware and software components used to produce
the primary data. This data set constitutes approximately 2 TB
per day per IFO. Customized scripts are used to reduce this huge
amount of auxiliary data into approximately 1000 DQ flags per
LIGO IFO. At the location of the IFOs, a set of real-time processes
automatically generate segments for a portion of the total DQ
flags. These processes encode the metadata in XML files that each
contain information about the status of these flags for 16 s of data.
Each of these XML files is about 78 kB in size, which translates to
roughly 420 MB of metadata generated per day per IFO. The XML
files are then transferred via rsync from each IFO to the DQSEGDB
server, which is hosted at the LIGO Laboratory at the California
Institute of Technology. The DQSEGDB server then executes all
of the code needed to extract the metadata from the XML files,
publishes it to the database, and archives the raw XML files.

3. Software development and description

To develop the new DQSEGDB services and software, the col-
laborations selected a committee of members, who are the au-
thors of this article, representing both the LIGO and Virgo de-
velopers and Detector Characterization (DetChar) experts. The
committee first developed a set of design principles and then
circulated a request for user requirements. The developers then
designed an API that would both suit the user needs and speed
requirements for the services. After this, the database structure,
python application layer and clients were designed and built with
a focus on maximizing speed while meeting the use requirements
at each step. The remainder of this section will describe additional
details about the selected design.

In addition to the requirements that the DQSEGDB service be
able to respond rapidly while storing a large amount of meta-
data, several other design requirements and elements of design
philosophy were also met when the new software was written.
The database was required to contain both the DQ segments
and enough additional metadata to allow the tracking of their
provenance. The service was required to allow remote clients
to connect via command line or web GUI, and was to provide
the metadata within 15 min of its generation. The API was cho-
sen to provide a RESTful set of URIs with a resource-oriented
architecture, compatible with multiple programming languages,
and restrictive such that data could not be removed from the
database. A JSON format was chosen for the returned data, which
included an option for all provenance metadata. Additional func-
tionalities were deferred to the client layer to ensure speed at the
server.

These design requirements led to the current DQSEGDB soft-
ware design. The service is split into three major components. The
first is the primary database server, which is generally labeled
the DQSEGDB. The second is the client software package, which
contains both command line tools and a Python package that can
2
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Fig. 1. Demonstrating performance stability of the DQSEGDB service. In 2020, the database contains O(100) times more data, and responds to O(5) times more
requests per second with nearly identical performance compared to 2016 values.

be used to query the database. This set of tools provides many
functions requested by LVC scientists, while satisfying the de-
sign requirements listed. The final component is a graphical web
interface, which provides a GUI interface to allow collaboration
scientists to rapidly access the metadata without needing to write
any code.

The DQSEGDB server consists of an Apache layer that calls
a custom Python application via the Apache WSGI module. The
Python application uses ODBC to communicate with the database.
The DQSEGDB database uses the InnoDB engine available within
MariaDB. The database hosts the DQ flags, their associated seg-
ments, the associated metadata about those segments, and some
overall metadata about the data. A normalized schema is used to
alleviate the need to store large quantities of text metadata, with
information such as flag and flag-version association, originating
process, user and interferometer identification all provided with
normalized values. In this manner, referential integrity between
the various component parts of the database can be properly
enforced and maintained. The API provides access to all data
associated with a given DQ flag through RESTful URIs, formatted
as /dq/IFO/FLAG/VERSION. The data can be downselected based
on the information and time interval of interest, using options
such as /dq/IFO/FLAG/VERSION/active?s=t1&e=t2. This URI will
return all active segments for the given FLAG in the GPS interval
[t1, t2).

The DQSEGDB database service is much faster and more stable
than its predecessors. Currently, the database contains ≈310 M
segments and ≈480 M segment-summaries in its dedicated ta-
bles, along with ≈33 M rows providing process-related metadata.
Overall, it occupies ≈53 GB of disk space. Rates of increase
in the amount of data in DQSEGDB vary with time, dependent
upon factors such as whether the IFOs are in a scientific data-
taking period and publishing frequency. Over the past 2 years,
the segment data itself has grown by ≈8 GB/year.

The numbers of HTTP GET and PATCH requests over time is
eflected in Fig. 1. The system has handled a considerable increase
n requests with the passage of time. The table reflects how GET
esponse-times for requests are dependent mainly upon the ways
n which these requests are defined by the users. When users
uild client requests that require the interrogation of data over
road sweeps of time, these will require longer periods of time
o resolve and provide a response than a short request. The table
lso shows the time required to insert new segments into the
atabase with PATCH requests. These include the time required
o check the availability of a flag and subsequently the latest
vailable version of the flag, the SQL INSERT of the segments
ssociated to the flag-version, and the INSERT of related process-
etadata. This time has remained constantly below the 100 ms

The DQSEGDB software is designed to be used within a more
extended infrastructure. A development and a backup server,
each containing copies of the production server’s data, are used to
ensure that the service is always available and operating system
software updates may be tested and deployed rapidly. Over-
all, the system of servers and clients that make up the whole
DQSEGDB infrastructure is shown in Fig. 2. The developers also
implemented a complex system of monitors to ensure that every
part of the service is functioning, from the initial DQ flag XML
file generation through to the latency of queryability for newly
generated data.

4. Impact

The new DQSEGDB system of servers has been very successful
in meeting the needs of the GW community for storing and
distributing IFO metadata since 2014. Thanks to the high per-
formance of the DQSEGDB service, nearly all LVC GW searches
are using this centralized source of data quality information. It is,
thus, also providing a system for careful control and synchroniza-
tion of the detector status information used by the LVC searches.
The DQSEGDB is also used by many automated IFO monitoring
processes and many LVC scientists investigating the performance
of the IFOs. In particular, the data analyses that concluded in
the detection of all GWs thus far have relied on the DQSEGDB
infrastructure [4,11–14].

The impact of the DQ information hosted in the DQSEGDB on
GW searches is significant, as illustrated in Fig. 3 [10]. The infor-
mation is used to mitigate systematic noise issues, and thanks
to the speed of the DQSEGDB service, the speed of testing of
the different choices of DQ flags for use in analyses has been
drastically improved.

One example of the types of DQ flags used to remove a sig-
nificant amount of noise was the ‘‘RF45 flag’’. This flag indicated
times when issues with the electronics that controlled the radio
frequency (RF) sidebands used to sense and control LIGO’s optical
cavities would contaminate the main detection channel with
noise that resulted in a significant number of false triggers in
DA pipelines [10]. The latency from the time data is collected at
the IFO sites to the moment the metadata may be queried by
rapid analyses has also been reduced to less than 5 min. This
functionality is being used by several ‘‘medium latency" analyses
that are automatically started in response to external events such
as observations of gamma-ray bursts.

The new DQSEGDB service has allowed new collaboration
tools that automatically, and very frequently, query the DQ flag
metadata to be developed. These services provide many differ-
ent benefits to the large, 1000+ person LVC. One example, the
evel, reaching as low even as 8 ms. Summary Page web infrastructure [15] makes heavy use of this

3
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Fig. 2. Schematic view of the DQSEGDB infrastructure. This depicts the set of servers as were deployed for use by the LIGO and Virgo Scientific Collaboration in
015. DQXML refers to the XML documents that are used to pass data between some layers of the architecture. CIT represents the Caltech network. H1/L1/V1/GEO
epresent the network at each IFO site, where the raw detector data is converted into segments for flags using the DMT or SegOnline programs. CIT hosts the primary
atabase services described in this article, and receives the data to be published from the IFO site servers as input.

Fig. 3. This image is reproduced with permission from [10], original creator
T. J. Massinger. The impact of applying DQ flags from the DQSEGDB to a LVC
GW search in the data from Advanced LIGO’s first observing run is shown. The
initial background events in the search have signal-to-noise ratio (SNR) values
reaching above 14. With the DQ applied, the background is reduced below an
SNR of 12.5. The upper limit of this background is tied to the limit at which
GW events may be detected. The SNR of GW151226 is indicated on the figure
to demonstrate that this detection would have been missed without the use of
the DQ data. Image License https://creativecommons.org/licenses/by/3.0/. Image
was cropped from original.

ability. Examples of these pages are available at https://www.gw-
openscience.org/detector_status. Many of the plots indicate the
state of the interferometers, and all of this metadata is retrieved
from the DQSEGDB. These plots are updated on a rolling basis,
requiring very frequent queries to the DQSEGDB service that the
old service would not have been able to handle. These pages
are used by IFO commissioners, data quality investigators, data
analysts and the wider astronomical community to easily assess
the state of the interferometers and rapidly investigate systematic
issues. They have proven invaluable to data and event validation
efforts in addition to daily IFO and collaboration operations.

Due to the speed and reliability of the service, additional
GW detectors have also begun using this single instance of the
DQSEGDB. The GEO600 (GEO) collaboration and the Kamioka
Gravitational Wave Detector (KAGRA) collaboration store meta-
data with this service as well. Thus, the DQSEGDB infrastructure
and service is now used by all IFO-based GW detection efforts in
the world.

5. Conclusions

The DQSEGDB has been tremendously successful in serving
the GW astronomy community. This set of database, backend,
frontend and client software has provided rapid access to the DQ
segments needed by the LVC for all GW detections made thus far.
The speed and reliability of the database combined with its clean,
RESTful API has resulted in the design of new tools that enable
scientists to more rapidly and easily understand the IFOs in the
GW detection network.
4
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