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139  Abstract
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141  The doubly labeled water (DLW) method measures total energy expenditure (TEE) in free-
142  living subjects. Several equations are used to convert isotopic data into TEE. Using the IAEA
143 DLW database (5756 measurements of adults and children) we show considerable variability
144  isintroduced by different equations. The estimated rCO: is sensitive to the dilution space
145  ratio (DSR) of the two isotopes. Based on performance in validation studies we propose a
146  new equation based on a new estimate of the mean DSR. The DSR is lower at low body

147  masses (<10 kg). Using data for 1021 babies and infants we show that the DSR varies non-
148  linearly with body mass between 0 to 10 kg. Using this relationship to predict DSR from

149  weight provides an equation for rCO; over this size range that agrees well with indirect

150  calorimetry (average difference 0.64 %, sd = 12.2%). We propose adoption of these

151  equations in future studies.
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Introduction

The DLW method¥?is an isotope-based technique for measuring rCO; in free-living animals
and humans3. The method is based on the observation that the oxygen in respiratory CO; is
in complete isotopic equilibrium with the oxygen in body water. Hence isotopically labeled
oxygen introduced into the body water is eliminated as both water and CO.. In contrast, a
simultaneously introduced label of hydrogen (such as deuterium) will be predominantly
eliminated as water. The difference in elimination rates of the two isotopes (hence “doubly
labeled” water) gives a measure of rCO,. If the respiratory quotient (RQ, the ratio of CO;
production to O; consumption) or food quotient (FQ, the proportions of fat, protein, and
carbohydrate in the diet) is known, the rCO; can be converted to estimated energy

expenditure using standard equations.

The prohibitive cost of the isotopes limited early use of the method to small animals*.
Advances in mass spectrometry, which reduced the required dose, along with the declining
cost of the isotopes, enabled the first applications to humans in the early 1980s>”. Since
then use of the method has grown steadily with currently approximately 100 papers
published using the method annually®. However, costs continue to keep sample sizes in most
studies relatively small (typically less than 50 individuals). There has been an impetus in the
last few years, therefore, to combine data across studies to extend or modify conclusions

about the main factors driving energy demands®**.

The simple description of the technique above belies a great deal of complexity in its
theoretical basis>>1%11, For example, isotopes fractionate as they leave the body, so that
lighter isotopes are preferentially lost. This effect needs to be accounted for in the

calculation. Another issue is that the isotopes are assumed to be turning over in the body
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water pool. The body water pool can be measured from the dilution space of the isotopic
doses, but the dilution space of 8oxygen (No) differs from that of deuterium (Ng), and both
differ slightly from the total body water (TBW). The oxygen dilution space is about 1% larger
than the TBW while the hydrogen dilution space is about 4% larger. This difference stems
primarily from hydrogen in body water exchanging with labile hydrogen in proteins and
other organic molecules in the body. The relationship between Ng, No, and TBW affect the
calculation of rCO,, and thus the dilution space ratio (DSR), which is equal to Ng/ No, turns

out to be a critical parameter in DLW studies.

A final complexity that must be considered is the choice of equation used to calculate
rCO,. Although there are only four basic parameters that are derived from the isotope
elimination measurements (the two elimination constants for 8oxygen (ko) and deuterium
(kg) and the two isotope dilution spaces (No, Ng), the best approach combining these
parameters to estimate rCO; was a matter of considerable debate throughout the late 1980s
and 1990s3. These discussions never reached a broad consensus, and hence different studies
have subsequently combined the parameters in slightly different ways. Such differences are
largely irrelevant if the objective is to compare groups within a single study. However, if
absolute values of energy demand are required, such as might be needed if the DLW method
is being utilized as a validation method (for example, for measurements of habitual food
intake), or to compare TEE across cultures and lifestyles, or if comparisons are made to
previous studies, the differences in calculation could be significant. The consequences of this
variability have never been thoroughly evaluated, but have been assumed to be small
relative to the biological variation under study. In this paper we evaluate the impact of using

different equations, and derive new standard equations based on performance in validation
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studies for use in future studies. We address this issue first for studies of children,

adolescents and adults, and then for studies of small infants and babies.

Children, adolescents and adults

We have compiled in the International Atomic Energy Agency (IAEA) DLW database

(v3.1) (www.dlwdatabase.org) individual data from 119 DLW studies comprising a total of

6246 measurements of individuals aged 2 to 96 years®. For 5756 of these measurements we
have access to the individual values of ko, k4, No and Ng, allowing us to recalculate rCO; using
a single equation, and compare these to the original estimates made using a diversity of
calculation methods. To choose the best equation for the common calculation we compiled
data from six validation studies involving 61 adult humans, where rCO, by DLW has been
compared with simultaneous indirect calorimetry (Table 1)'>Y7. This comparison yielded
three equations where rCO; did not differ significantly from the chamber values (Table 1)31&
22 The equation with the lowest average deviation was derived from an analysis of dilution
space ratios in Sagayama et al (2016)%°. Using the average dilution space ratio of 1.036 we
modified the original equation A6 proposed by Schoeller et al (1986) and derived a new
equation here, for which the average discrepancy between the DLW estimates of rCO; and

simultaneous chamber estimates was -0.4% (sd = 7.6%) (Table 1).

The new equation is as follows

rCO2 = [(N/2.078)*(1.007*ko — 1.043*kg) — (0.0246*N*1.05(1.007*ko — 1.043*kq))]*22.26

(Eq.1)

where N = [(No/1.007) + (N4/1.043)]/2 (Eq.2)
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N is total body water. Using the dilution spaces of both isotopes to estimate N reduces the
error due to analytical variation in the derivation of either isotope space alone. However, if it
is felt that the analytical variation stems mostly from evaluation of the deuterium dilution
space Ng then it is also acceptable to calculate N from the oxygen dilution space alone (N =
No /1.007). The value 22.26 in Eq.1 is the gas constant for carbon dioxide. Note that this
differs from the value used previously in all DLW equations for calculation of rCO, of 22.4

which is erroneously high (by 0.7%) because CO; does not show ideal gas behaviour?.

Egn 1 can be simplified for calculation purposes to

rCO2 = 0.4554*N*[(1.007*ko)-(1.043*kq)]*22.26 (Eq.3) or

rCOz2 = [N*((0.45859%k,)-(0.47498%*kq))]*22.26 (Eq.4)

where ko and kq are in units of d* and No and Ng are in mols and rCO; is in L/d.

We used the original RQ estimates from the publications to convert rCO; to TEE using the

Weir equation 24,

TEE (MJ/d) = rCO2*(1.106+(3.94/RQ)) * (4.184/103) (Eq.5)

Figure 1a shows the estimates of rCO; from the original publications, plotted against
estimates using Eq 1. While there is a strong association between the estimates (r2 = 0.987),
they do not yield identical rCO; values. Because the equation based on Sagayama et al
(2016)?° was derived here, none of the studies in the database used this equation. Of the
5756 individual data, the rCO; of 1024 (17.7%) were made using the equation of Coward and
Prentice (1985)?2, 883 (15.3%) were made using the Schoeller et al (1986)* equation A6 as
modified in 1988°, 3770 (65.3%) were made using the Racette et al (1994)?! equation and

77 (1.3%) did not state the equation they used. The Racette et al (1994) equation produces
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estimates very similar to those derived from Eq 1 (Table1) and the discrepancy in the sample
of 3770 using this equation averaged 1.1% (sd 1.2). On average the discrepancy when using
the Schoeller et al (1986) A6 equation was 1.8% (sd 1.6) and for the studies using the

Coward and Prentice (1985) equation it was 4.4% (sd 4.6).

We compared the rCO; values calculated using the three main equations compared
to Eq 1 using Bland-Altman plots?® (Figs 1b-d). For all three equations there was no
systematic bias. However, the Coward and Prentice (1985) equation generated far more
variable estimates than the other two equations. This is expected because that calculation
utilises individual values for N, and Nq instead of using an average N4/No ratio, which is used
in the other two equations and Eq 1. Indeed, of the 1024 estimates using the Coward
equation, 103 (10.0%) differed by more than 10% from the standard, compared to 1/883

(0.1%) for the Schoeller et al equation and 12/3770 (0.3%) for the Racette equation.

A second source of variation can be introduced by using alternative equations to
convert rCO; to TEE. This variation occurs even when the RQ is known. To evaluate the
variation introduced from this source we took the original rCO; and converted this to TEE
using the Weir equation. We then compared the recalculated TEE with the published values.
The relationship between the recalculated and original TEE values (Fig 2a) was very good (r?
=0.99) and the average discrepancy between estimates was only 0.08 MJ/d (sd = 0.19) or
0.8% (sd = 0.19). The absolute discrepancy excluding the sign of the difference was 0.11 MJ
(1.1%) (sd = 0.17). There was no significant trend in the discrepancy with the magnitude of
the TEE (Fig 2b). When RQ is not known the routine procedure is to approximate the RQ
using the food quotient (FQ). The errors involved in this approximation are beyond the scope

of this paper and are not addressed here.
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These data show that selection of the calculation method can introduce substantial
variation into the individual and to a lesser extent average estimates of rCO;, as well as to
variation in conversion of rCO; to TEE. For comparisons made within studies, this
discrepancy is unimportant. However, it may introduce problems when comparisons are
attempted between studies, or when the DLW method is used to validate other techniques,
particularly when small sample sizes are employed. With some equations in common use,
more than 10% of estimates are greater than 10% divergent from the equation that
performs best in validation studies. Such differences between calculation methods across
studies might be erroneously attributed to biological factors. This potential problem is
compounded by the fact that some studies do not indicate the exact calculation methods
they employed to derive rCO; and TEE estimates. To overcome these issues we recommend
adoption of Eq. 1 in future studies of children, adolescents and adults to derive rCO; and use

of Eg. 5 to convert this to TEE.

Small infants and babies

The recommendation above refers to subjects aged >2 y. We have shown that the
choice of equation has a significant impact on the resultant calculation of rCO; and TEE and
that the major factor driving this variation is the relative dilutions spaces of N, and Nq (the
dilution space ratio DSR = Ng/No). There is evidence that at younger ages the DSR is below
the observed average of 1.036 in individuals aged >2 2%2%, |n a review of 36 studies of 1131
young children, the weighted dilution space ratio averaged 1.031,2° which means that

application of Eq 1 to younger individuals may yield underestimates of rCO, and TEE.
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There is a problem, however, in choosing the best equation to use in young children,
and that is the limitations on performing validation experiments in this age group against gas
exchange measurements by indirect calorimetry (chamber respirometry). Validation studies
of DLW against indirect calorimetry will probably never be performed in young children
because it would require the child to be isolated within a respirometry chamber for a

protracted period lasting up to a week.

Nevertheless, a number of validation studies have been performed in preterm babies
and small neonates (< 2 kg) comparing continuous gas exchange with DLW?7-2°, The problem,
however, is that such very small children weighing less than 2 kg have an even lower DSR,3°
averaging around 1.019, significantly lower than in infants weighing >2 kg?®31. Hence an
equation based on this DSR might work well for small babies weighing less than 2 kg, but it
might be unsuitable for infants weighing 2 to 10 kg. Fortunately, there is a single validation
study of babies weighing 2 to 4.2 kg 32 which can assist in selection of the best equation in

this size range.

We compiled data from the four available validation studies in babies and used the
published data in these studies on isotope elimination rates of 8oxygen (ko) and deuterium
(kg) and the respective dilution spaces (N, and Ng) to recalculate the rCO; using five different
alternative equations. We then derived two new equations in which we replaced the DSR in
Eql with either the value 1.019 or the value 1.031. These are respectively, when the DSR =
1.019

rCOz = [(N/2.078)*(1.007*ko — 1.026*kqg) — (0.0246*N*1.05(1.007*ko— 1.026*kq))]*22.26
(Eq.6)

and when the DSR = 1.031

rCO; = [(N/2.078)*(1.007*ko — 1.038*ka) — (0.0246*N*1.05(1.007*ko — 1.038*k))]*22.26

(Eq.7)

In all the above cases we used N = No/1.007 (Eq.8)
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Although there have been relatively few validation studies of humans weighing less
than 4 kg, there have been a large number of validation studies in small mammals and birds
in this weight range (reviewed in Speakman, 19973). Although such animals have dilution
space ratios that do not differ from adult humans (around 1.036), the best equation in
validation studies of such animals turns out to be based on a DSR of 1.0. This is because
these animals have a significant efflux of deuterium in addition to water turnover that
offsets the impact of the slightly different DSRs33. Since this might also pertain in babies, we
added into the evaluation the most widespread equation in use for small mammals and
birds, which is equation 7.17 from Speakman (1997)3. Finally, we also added into the
evaluation the equation of Coward and Prentice (1985)%? which uses individual dilution

spaces rather than a population average in the calculation.

Table 1 shows the results of the different equations when compared to indirect
calorimetry for preterm infants (< 2 kg) and infants weighing (>2 kg). The data show that in
the size range 0 to 2 kg the best equation was based on the dilution space ratio 1.019 (Eq. 6
above). The average difference between the rCO; by indirect calorimetry and DLW using this
equation was 0.5%. This was much better than the equation derived for children and adults
(Eq 1), which gave an estimate 13.5% too low, and Eq. 7 above, which gave an estimate 8.4%
too low. The equation which performs best in validation studies of small mammals gave an
estimate 10.1% too high, clearly indicating the physiological basis for this equation, while
appropriate for birds and small non-human mammals, does not apply to neonatal humans

and young infants.

In the size range 2-4 kg, the best equation was that based on the DSR of 1.031 (Eq. 7).
Eqg. 1 gave an estimate 8.5% too low. Eq. 6 gave an estimate 6.5% too high, while the small
animal equation gave an estimate 16.8% too high. These validation data therefore suggest
that adoption of three different equations over different size ranges corresponding to
different DSRs might be a possible solution to the issue of how to measure rCO; by DLW. For
individuals weighing < 2 kg, the suggested equation would be Eq. 6, for individuals weighing

2 to 10 kg, it would be Eq. 7, and for individuals weighing > 10 kg, it would be Eq.1.
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This approach, however, is not very satisfactory because it leads to confusion at the
boundaries of the weight ranges. For example, for a 2 kg child, rCO; calculated using Eq. 6
differs from that calculated by Eq. 7 by about 10%. To further explore the choice of DSR in
the size range 0 to 10 kg we extracted data from the IAEA DLW database? for individuals in
this size range. In fact, none of the individuals in the database weighed less than 2 kg, but
there were 336 records of children weighing between 2.4 and 10 kg. The DSR for these
individuals is plotted against the body weight in Figure 1a. The average DSR in this interval
was 1.032 (sd = 0.0122) consistent with the previous suggestion of 1.031 (Sagayama et a/
2016)%°. This DSR was significantly lower than the ratio established for heavier individuals of
1.036 (t =-5.72, p <.0001) and significantly higher than the ratio of 1.019 for pre-term
babies and neonates® weighing less than 2 kg (t = 22.26, p <.001). There was a trend for a
positive association between weight and DSR through the size range (regression r? = 0.9%, p
=0.08). When we combined these data with those from the validation studies,?’-232 there
was a significant non-linear relationship between body mass (BM: kg) and DSR. We fitted an
asymptotic exponential model to these data constraining the asymptote to be 1.036 using a
non-linear fitting function in the program MINITAB to estimate the unknown parameters.

The resultant equation was

DSR = 1.036 -0.05*exp(-0.5249*BM) (Eq9)
where BM (body mass) is in kg.
A different approach then is to create an equation which combines this weight

dependency with the standard equation, yielding

rCO2 = [(N/2.078)*(1.007*ko — (DSR*1.007*kq))] — [0.0246*N*1.05(1.007*ko —
(DSR*1.007*kq))]*22.26 (Eq. 10)

where N = N, and DSR is defined in Eqg. 9 by the body mass in kg.

For calculation purposes this simplifies to

rCO, = [0.45859*N*(ko — (DSR*kq))]*22.26 (Eq. 11)
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The results of using this equation are shown in Table 2 (Eg. 10) and a plot of the
predicted rCO; from Eq. 10 and the observed rCO; across all the validation studies across the
entire weight range in Table 2 is shown in Figure 2b. This shows a linear relationship with an
r? of 90.1% and a least squares fit gradient of 0.954 (reduced major axis = 1.005). The
average % difference across all 34 individuals in the validation studies (in Table 2) using this
equation was 0.64% (sd = 11.9). This combined equation based on the weight dependency of
the DSR in the range 0 to 10 kg therefore performs better than the individual equations for

the ranges 0 to 2 kg (Eq. 6) and 2 to 10 kg (Eq. 7) (Table 2).

Using the combination of Eq. 9 and 10 (or 11) eliminates the boundary discontinuities
of using three separate equations and provides a general equation for the estimation of rCO;
from DLW studies, the adult equation (Eg 1) being a special case of this more general
solution where body mass is greater than 10 kg. A further benefit of this equation
combination is that if more refined analyses in the future result in equations that are better
able to predict the DSR these could be adopted by replacing equation 9 with an updated
prediction model.

We see considerable future benefits in studies using these new equations because
they will improve the accuracy of the derived estimates of energy expenditure. Moreover, by
having a single equation set that spans all body sizes it will be easier for researchers to select
the best calculation solution to get the most accurate outcomes. Finally, they will
enormously facilitate the compilation and comparison of data across different studies.
Indeed, we have already prepared a number of manuscripts based on these equations that
consider diverse aspects of energy demands including global aspects of nutrition3*, energy
demands through the lifespan3?, impacts of physical activity on lean body mass and energy
compensation strategies3®3” and trends in energy demands over time32. To facilitate the
adoption of these equations we have also developed a dedicated website that is free to use

where users can input isotope data to derive the rCO; and TEE using the recommended

procedures (http://dlw.som.cuanschutz.edu/).

We suggest that future studies using the DLW method should consider adopting a standard
approach for calculating rCO; and its conversion to TEE. For this purpose, we recommend in

adults the equations adopted here (Eq 1 and its calculation forms in Eq 3 and 4) for
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calculating rCO,, and the Weir equation for the conversion of rCO; to TEE (Eq 5). This
recommendation is based on the performance of the rCO, equation in adult validation
studies (Table 1). In babies (< 10 kg) we suggest adoption of Eq 10 where the dilution space
ratio is calculated from body weight. This equation performs best in validation studies of
babies. Alternatively, if these standards are not adopted, then we suggest users should make
available in supplementary materials the values of ko, k4, No and Ng for each individual
subject, so that the published estimates can be easily converted to the standard, thereby
improving future comparisons. Moreover, we strongly advocate users to upload their DLW
data into the IAEA DLW database® and make their standardized data widely available to the

scientific community.

Limitations of study

The main advantage of the doubly labeled water method is that it allows a measure
of free-living energy demands unencumbered by any measurement apparatus. The main
advantage of the chamber indirect calorimetry approach is its verified precision and
accuracy based on sound physiological and engineering principles. However, chamber
calorimetry has the disadvantage that the range of activities that individuals can engage in is
more limited than free-living subjects can perform. When the two techniques are brought
together in a validation it is expected because of the restricted activity that the energy
expenditure of most subjects would sit at the low end of the spectrum of free-living
demands and hence the validation may be biased to low levels of expenditure. However, the
average CO; production across all subjects in the validation study was 497.5 L/day (Table 1)
which is comparable to the expected average CO; production of adult free-living individuals
weighing 80 kg in the IAEA database of 494 L/day. Hence this is unlikely to be a serious
source of bias. Perhaps the biggest weakness is the fact that while on average the new
equations perform well at the individual level there are still considerable discrepancies at
the individual level. This variation limits utility of the method to measure individual levels of
energy expenditure. The cause of this variation remains unclear and is generally presumed
to reflect random errors in isotope enrichment determinations. However, the validation
studies have generally not recorded the diets consumed by the subjects. Since in theory
different dietary constituents may provide different opportunities for hydrogen isotope

exchange, and may stimulate different levels of de novo lipogenesis this could contribute to
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isotope dilution spaces and fluxes that are not accounted for in the standard calculation,
contributing to the individual discrepancies. Further validation work with individuals
consuming known and quantified diets might contribute to lowering this error. As a final
word of caution, there are no validation studies for individuals aged >70y, and the dilution
space ratio may decline at older ages?®. We suggest Eq 1 should be used in this age group

with caution.

STAR METHODS

RESOURCE AVAILABILITY

Lead contact: Further information and requests for resources and reagents should be
directed to and will be fulfilled by the Lead Contact. John R Speakman

(jspeakman@abdn.ac.uk)

Materials availability: This study did not generate new unique reagents.

Data and code availability: The data presented here pertain to the IAEA DLW database (v3.1)
which is a repository of almost 7000 measurements of daily energy expenditure in humans made
using the DLW method. Full details of the aims and scope of the database can be found in
reference 8.

EXPERIMENTAL MODEL AND SUBIJECT DETAILS

The analysis here includes data for 5756 children, adolescents and adults and 1021 babies and
infants extracted from the IAEA database v3.1. These data have all been published
previously and are extracted from relevant publications for inclusion in the database by
authors of those papers.

METHOD DETAILS
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This study is based on recalculation of previously published data concerning use of the DLW
method in free-living subjects and in experiments involving DLW and simultaneous chamber
indirect calorimetry. There is no standard approved protocol for the use of the DLW
technique and hence studies vary in the exact methods employed. In general however
subjects are dosed with 8Oxygen and deuterium in drinking water at a dose rate aiming to
produce an excess enrichment of ¥Oxygen between 150 and 300 ppm above background
levels, and an enrichment of deuterium about half that. A background urine sample is taken
prior to dosing and an equilibrium sample commonly 3-4 hours afterwards (3 void) but in
some protocols 10-12h later. The measurement duration can vary between 7 and 21 days
and during that period samples may be collected only at the start and end, or on multiple
occasions throughout the washout period. Measurement durations are generally shorter for
children and dosing can be higher than for adults. The isotope washout is normally
calculated from the log converted isotope enrichments above background. When multiple
samples are collected it may also be evaluated from a non-linear exponential model fit to
the data. Isotope dilution spaces may be calculated from the back extrapolated washout to
the dose time, or from the equilibrium samples. During free-living studies individuals
continue their daily routines as normal. Full details of the practical aspects of the method
can be found in ref 3. During chamber validation studies the subjects live continuously or
semi-continuously inside a room calorimeter. Semi-continuous occupancy is for 23.5h per
day with 30 mins allowed outside for chamber calibration and for subjects to shower. Gas
exchange from the chamber is measured using gas analysers and CO; production calculated
from the difference in CO, content between incurrent and excurrent air and the flow rate.

QUANTIFICATION AND STATISTICAL ANALYSIS;
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Measurements using different methods were compared in a pairwise fashion using the Bland-
Altman methodology?®. Comparisons between the simultaneous DLW and chamber respirometry
values were made by calculating the absolute differences (precision) and summed differences
including the sign (accuracy) between DLW estimates of CO; production derived from different
equations and the chamber indirect calorimetry estimates.

ADDITIONAL RESOURCES

Key resources table

KEY RESOURCES TABLE

REAGENT or RESOURCE ‘ SOURCE IDENTIFIER

Antibodies

Bacterial and Virus Strains

Biological Samples

Chemicals, Peptides, and Recombinant Proteins

Critical Commercial Assays

Deposited Data
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The data on which the analyses were based is available
in the International Atomic Energy Agency Doubly-
labelled water database.

International Atomic
Energy Agency

https://www.dlwdat

abase.org/

Experimental Models: Cell Lines

Experimental Models: Organisms/Strains

Oligonucleotides

Recombinant DNA

Software and Algorithms

Software for calculating results of DLW experiments

University of Colorado

http://dlw.som.cuan
schutz.edu/

Other
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Figure legends

Figure 1: Comparison of published CO:2 production by doubly-labelled water to that by
standard method a) Relationship between CO; production (L/d) for 5756 individuals
extracted from the original studies and the recalculated estimates using Eq 1. Bland-Altman
plots?> comparing the published rCO; for studies using (b) the Coward and Prentice (1985)%?
equation, (c) the Schoeller et al (1986)*” A6 equation and (d) the Racette et al (1994)%!
compared with the standard Eq 1 derived from Sagayama et al (2016)%°. In all plots dotted
line is average difference, solid blue lines are plus and minus 2 sds. The red lines define the
boundary for plus and minus 10% difference between methods. Data refer to 5756 adult

individuals uploaded into the IAEA DLW database (v3.1).

Figure 2: Comparison of published energy expenditure by DLW to that calculated by
standard method a) Relationship between the TEE (MJ/d) for 4571 individual adults
extracted from the original studies and the recalculated TEE using the Weir equation. b)
Bland-Altman plot?> comparing the published TEE with those generated using the
recommended equation. Dotted line is average difference. Data refer to data for 4571 adult
individuals uploaded into the IAEA DLW database (v3.1). The sample size is lower than in

figure 1 because for some individuals estimates of RQ or FQ were not available.

Figure 3: Dilution space ratio as a function of body mass and performance of new equation
against indirect calorimetry. a) Dilution space ratios (the hydrogen dilution space N4 divided
by the oxygen dilution space No) of 332 babies weighing <10 kg from the IAEA DLW database
v 3.1 (open circles) combined with data from validation studies in preterm and full term
babies (grey circles). For the sample from the database there was a linear relationship (blue

dotted line which marginally failed to reach significance p =0.08). We fitted an asymptotic

23



682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

exponential to the combined dataset (red line) (r? = 6.4% p < .03). b) The results of validation
studies of the DLW method in babies comparing the DLW estimates of CO; production (rCO;)
derived from a combination of equations 9 and 10 presented here and rCO, measured by

indirect calorimetry. There was a strong linear relationship fitted by least squares regression

— dotted blue line, with r2 = 0.90.

Table legends

Table 1

Validation results for carbon dioxide production (rCO;) for 61 individuals measured using the
doubly labeled water method simultaneous to chamber calorimetry. Source is the reference
where the original validation data were published. ID is the ID from the original study. BM is
the mean body mass of the individual in kg. rCO; IC is the indirect calorimetry estimate of
CO; production in Litres per day. For each DLW equation the original data were used to
calculate rCOz and the % difference between these estimates and the chamber CO2
production is calculated. At the bottom of the table the summary statistics across all 61
individuals are shown. Schoeller 1988 refers to equation A6 in Schoeller et al (1986)'7 as
modified in Schoeller 1988%°. Racette 1994 refers to equation A6 in Schoeller et al (1986)
with the revised dilution space constant provided by Racette et al (1994)%'. Sagayama 2016
refers to equation A6 in Schoeller et al. (1986) with the revised dilution space constant
provided by Sagayama et al (2016)%° and detailed here as Eq 1. Speakman 1997 refers to
equation 17.41 in Speakman (1997)3. Speakman 1993 refers to equation 3 in Speakman et al
(1993)*8 and Coward 1985 refers to the two-pool equation in Coward and Prentice (1985)%2.
For some of the studies Ng was not available from the original validations. Since the
equations by Speakman 1997 and Coward 1985 require individual estimates of Ng, a
comparison was not possible for these subjects, and the total statistics are based on n = 35.
The t and p-values refer to the difference of the mean difference from an expectation of 0
(single sample t-test). Three equations produced estimates that were not significantly

different to the chamber calorimetry data.

Table two
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Validation results for carbon dioxide production (rCO;) for 34 pre-term and neonatal babies
measured using the doubly-labeled water method simultaneous to chamber calorimetry.
The top half of the table refers to children weighing less than 2 kg (n = 24) and the bottom
half those weighing more than 2 kg (n = 10). Study is the reference where the original
validation data were published. A is Jensen et al (1991)%, Bis Westerterp et al (1991)?’, Cis
Jones et al (1987)%?, and D is Roberts et al (1986)%. ID is the ID from the original study. BM is
the mean body mass of the individual in g. rCO; IC is the indirect calorimetry estimate of CO;
production in Litres per day. For each DLW equation, the original data were used to calculate
rCO; and the % difference between these estimates and the chamber CO; production. At the
bottom of each part of the table the summary statistics across all individuals in each sub-
group are shown. The summary statistics for Eq 10 refer to the whole sample of n =34. Eq 1,
Eq 6, Eq 7 and Eq 10 refer to the equations derived in the text here. Coward 1985 refers to
the two-pool equation in Coward and Prentice (1985)%2. Speakman 7.17 refers to equation
7.17 in Speakman 19973, which is the most widely adopted and validated equation for use in
small mammals and birds. For some of the studies, Ng was not available from the original
validations. Since the equation Coward 1985 requires individual estimates of Ng, a

comparison was not possible for these subjects.
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