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ABSTRACT
Deep learning (DL) is a popular technique for building models
from large quantities of data such as pictures, videos, messages
generated from edges devices at rapid pace all over the world. It is
often infeasible to migrate large quantities of data from the edges
to centralized data center(s) over WANs for training due to privacy,
cost, and performance reasons. At the same time, training large DL
models on edge devices is infeasible due to their limited resources.
An attractive alternative for DL training distributed data is to use
micro-clouds—small-scale clouds deployed near edge devices in mul-
tiple locations. However, micro-clouds present the challenges of
both computation and network resource heterogeneity as well as
dynamism. In this paper, we introduce DLion, a new and generic
decentralized distributed DL system designed to address the key
challenges in micro-cloud environments, in order to reduce overall
training time and improve model accuracy. We present three key
techniques in DLion: (1)Weighted dynamic batching to maximize
data parallelism for dealing with heterogeneous and dynamic com-
pute capacity, (2) Per-link prioritized gradient exchange to reduce
communication overhead for model updates based on available net-
work capacity, and (3) Direct knowledge transfer to improve model
accuracy by merging the best performing model parameters. We
build a prototype of DLion on top of TensorFlow and show that
DLion achieves up to 4.2× speedup in an Amazon GPU cluster, and
up to 2× speed up and 26% higher model accuracy in a CPU cluster
over four state-of-the-art distributed DL systems.
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1 INTRODUCTION
Deep learning (DL) is a popular technique to buildmodels from large
volumes of input data for applications in many domains [10, 15, 24].
Traditionally, DL models are trained in a cluster or data center
environment as a one-time solution for a fixed set of training data.
Recently, the advent of sensors, mobile, and IoT devices has led to
increasingly large volumes of continuously generated data from
the edge [33, 47, 49]. Such data has created the need for DL models
to keep evolving using data continuously generated from edge
devices across the globe, and could be used for online-learning or
incremental-learning [6, 35, 37].

However, migrating such large amounts of data into centralized
cloud(s) over WANs for training is likely to be prohibitive due to
cost, performance, or privacy reasons. For instance, such data is
hard to move because of WAN bandwidth constraints, or because
it could contain a lot of personal information such as pictures or
videos generated by user devices or recorded using surveillance
cameras. The need for geo-distributed data analysis has also been
shown for many other analytics tasks [17, 19, 23, 27].

Federated learning [5, 7, 28] has been proposed to train models
at the edge without data movement. However, federated learning
can only train much smaller-scale models like traditional machine
learning algorithms due to limited resources of the edges, such as
computation, storage, or energy, which are significantly constrained
for training large deep learning models.

An attractive alternative is to carry out distributed deep learning
across micro-clouds [4, 13, 14, 38]: an emerging type of infrastruc-
ture to support the exponentially growing large amounts of data
generated by edge devices [20, 44, 50] such as surveillance cameras,
mobile phones, or various sensors (Figure 1). Micro-clouds often
provide better computation, storage, and energy capabilities than
edges, and better data locality than public clouds. While there has
been growing interest in using the edge for DL inference [2, 21, 45],
where models trained in the cloud are deployed at the edge for
faster inference; in this paper, we argue for the use of micro-cloud
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environments for DL training to efficiently build DL models in-situ
and to support such learning.

There are two major system challenges in enabling distributed
deep learning in micro-clouds.
1. Compute resource heterogeneity and dynamism. Different
micro-clouds can have different number of servers equipped with
different performance hardware. Servers in the micro-clouds can
also be shared by other applications, so the available compute ca-
pacity may dynamically change.
2. Network resource heterogeneity and dynamism. Servers in
a micro-cloud communicate with each other over LAN, whereas
servers in different micro-clouds are connected via WAN. Network
capacities in LANs may vary due to network resource contention
with other applications, while bandwidths in WANs are much more
scare and fluctuating than in LANs.

Existing distributed deep learning systems do not fully address
these challenges. General purpose distributed DL systems [1, 8]
do not consider system heterogeneity, resulting in much longer
training times in the presence of compute heterogeneity or network
bottlenecks. Recent research has addressed the network bottleneck
issue by reducing the amounts of data transmitted over the net-
work [18, 46], and system heterogeneity by skipping updates from
stragglers [31]. However, these approaches typically trade off train-
ing time and model accuracy, and do not comprehensively consider
all challenges of DL learning in micro-cloud environments. Fed-
erated learning [5, 7, 28] handles system heterogeneity, but DL
training is not feasible due to extremely limited resources at edges.

In this paper, we present DLion, a new and generic distributed
deep learning system designed for deep learning in heterogeneous
environments such as micro-clouds. It builds on a decentralized
system architecture because it naturally fits in such heterogeneous
environments. The goal of DLion is to reduce training time while
achieving higher model accuracy for distributed DL in micro-clouds.
We assume that training data continuously generated from edges
can be collected to nearby micro-clouds, and DL models then pe-
riodically start or resume training process with the collected data
on DLion system. Input data collection/movement is an interesting
research problem by itself, and we consider it to be beyond the
scope of this paper.

DLion employs three key techniques: (1)Weighted dynamic batch-
ing to handle compute heterogeneity, (2) Per-link prioritized gradient
exchange to handle network heterogeneity, and (3) Direct knowledge
transfer to improve model accuracy. We implement a prototype of
DLion on top of TensorFlow and deploy DLion on an Amazon GPU
cluster and a local CPU cluster emulating micro-clouds. To evaluate
the effectiveness of DLion on different types of applications, we
train Cipher CNN model over CIFAR10 on CPUs and MobileNet
over ImageNet on GPUs. Our experiments show the efficacy of
DLion towards achieving accurate and efficient distributed DL in
micro-clouds: DLion provides up to 4.2× speedup over four state-
of-the-art distributed DL systems in the GPU cluster, and up to 2×
speed up and 26% higher model accuracy in CPU cluster.

We make the following major contributions:
• We propose a new distributed deep learning system for DL train-
ing in heterogeneous environments such as micro-clouds. The sys-
tem achieves shorter training time and higher model accuracy by

handling system heterogeneity having dynamically changing com-
putation capacity and network bandwidth.
•We design DLion as a generic and flexible system. The system is
well-modularized, so it is very easy to adopt different distributed
DL systems and algorithms in DLion. For example, we have im-
plemented three state-of-the-art existing distributed DL systems
(Ako [46], Gaia [18], and Hop [31]), with a maximum additional 23
lines of code per system.
• We build a DLion prototype on top of TensorFlow and demon-
strate its effectiveness on both CPU-based and GPU-based clusters
with Cipher and MobileNet models training. We show that DLion
outperforms four state-of-the-art distributed DL systems in terms
of training time and accuracy in micro-clouds environments.

2 BACKGROUND AND MOTIVATION
We first describe the general terms used in distributed deep learning
and centralized and decentralized system architectures that state-
of-the-art distributed DL systems utilize. We then introduce DL
learning in micro-clouds and discuss challenges and motivation in
designing a distributed DL system in such environments.

2.1 Distributed Deep Learning
Deep Learning.We consider supervised learning using minibatch
stochastic gradient descent (SGD) [36] to minimize the loss value
of the function 𝑓 over the training dataset 𝑥 (Eq. 1).

Learning: min
𝑥 ∈𝑅𝑛

𝑓 (𝑥 ;𝑤) = 1
𝑚

𝑚∑
𝑖=1

𝑓𝑖 (𝑥 ;𝑤𝑡 ) (1)

A DL model consists of a set of parameters called weights, and
operators. The meaning of training a DL model is to find the best
values for the weights, which lead to the smallest loss value.

Gradient Calculation: 𝑔𝑡 =
1
𝑚

𝑚∑
𝑖=1

▽𝑤 𝑓𝑖 (𝑥 ;𝑤𝑡 ) (2)

Model (Weight) Update: 𝑤𝑡+1 = 𝑤𝑡 − 𝜂𝑔𝑡 (3)

The weights are tuned by iterations of gradient 𝑔𝑡 calculation
(Eq. 2) and model (weight 𝑤𝑡 ) update (Eq. 3) over minibatches. A
minibatch is composed of𝑚 training data samples from the training
data 𝑥 and batch size indicates the size of a minibatch. An iteration
indicates a cycle of gradient calculation and model update over a
minibatch. An epoch indicates a set of iterations trained over one
pass of the whole training data. Batch size and learning rate 𝜂 are
tunable model parameters.

Distributed Deep Learning. Multiple workers in a cluster col-
laborate to train a model over partitioned training data. 𝑛 workers
calculate their own gradients locally based on a minibatch size of𝑚
in parallel. Local batch size indicates the minibatch size processed
in a worker, which is𝑚, and global batch size indicates the total
batch size across all workers at an iteration, which is 𝑛 ×𝑚.

𝑤𝑡+1 = 𝑤𝑡 − 𝜂
1
𝑛

𝑛∑
𝑗=1

1
𝑚

𝑚∑
𝑖=1

▽𝑤 𝑓𝑖 (𝑥 ;𝑤𝑡 ) (4)

The model update in distributed DL systems follows Eq. 4.
Weights are updated based on the average of the 𝑛 gradients.
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(a) Centralized DL Systems (b) Decentralized DL Systems

Figure 2: Distributed DL system architectures

Figure 3: Deep learning training in micro-clouds; workers in a
micro-cloud communicate over LANs, whereas workers in differ-
ent micro-clouds are connected over WANs. Large solid ellipses are
workers withmore computation capacity than small dotted ellipses.

2.2 Distributed Deep Learning Systems
Distributed deep learning systems allow users to train their DL
models using a cluster of multiple workers where training data are
distributed. General purpose DL systems like TensorFlow [1] or
MXNet [8] utilize central components called parameter servers (PS)
for model updates in a centralized manner as shown in Figure 2a.
All workers pull the synchronized weights from PSs to calculate
gradients for the next iteration. However, in such a centralized
architecture, PSs can be a communication bottleneck and the per-
formance depends on their optimal deployment. On the other hand,
decentralized distributed DL systems such as Ako [46], Hop [31] and
Prague [30] synchronize models without PSs as shown in Figure 2b.
Workers exchange local gradients with each other, and update their
local model based on collected gradients. The workload imposed on
PSs can be offloaded to all the workers and there is no PS placement
problem in this architecture. Hybrid distributed DL systems such
as Gaia [18] employ the decentralized architecture to exchange
gradients between PSs over WANs while learning in a centralized
manner in LANs.

2.3 DL Learning in Micro-Clouds
The system model that we target is to train deep learning models
in micro-clouds as shown in Figure 3. Workers in a micro-cloud are
connected over LANs, whereas workers in different micro-clouds
communicate over WANs. Available compute capacities of individ-
ual workers may vary: some of them utilize only CPUs while others
use GPUs, and the number of processing units may vary across
workers. In addition, available compute and network capacities can
fluctuate over time due to resource sharing with other applications.
2.4 Challenges and Motivation
There are two major challenges factored in designing a distributed
DL system running on micro-clouds.
Compute resource heterogeneity and dynamism. How to ef-
fectively handle different computation capacities of workers in micro-
clouds to shorten training time while retaining model accuracy? Un-
like public clouds, micro-clouds may have various types of CPUs
and/or GPUs and the number of units may vary per worker because

different providers may set up their own micro-clouds for various
application-specific purposes. Besides, the cluster can be shared by
multiple applications, so the available computation resources can
vary over time. The state-of-the-art distributed DL systems hold
an implicit assumption that the computation power of workers are
identical and steady, so the overall performance can be bounded by
the slowest worker and system resource cannot be fully utilized,
especially if they employ a synchronous training strategy. Thus,
we study techniques to effectively work on such heterogeneous
computation resource environments for faster training time with
minimum impact on accuracy.
Network resource heterogeneity and dynamism. How to ef-
fectively communicate with workers over various types of network
environments ranging from LANs to WANs, from homogeneous to
heterogeneous, and from steady to dynamic network bandwidths to
reduce training time while improving model accuracy? Most state-
of-the-art distributed DL systems address the network bottleneck
issue caused by scarce network capacity in distributed DL training.
However, they target a certain type of network environment such
as a homogeneous LAN or a heterogeneous WAN. Besides, these
techniques reduce the running time, but typically at the cost of
accuracy. We propose a general technique to work well in all types
of network environments while achieving both faster training time
and higher model accuracy.

3 OUR APPROACH: DLION
We propose DLion, a new decentralized distributed DL system for
DL training in micro-clouds to address the challenges discussed
above. In this section, we introduce design goals of DLion and
describe key techniques and relevant exploratory studies to handle
compute and network resource heterogeneity and dynamism for
reducing training time and improving accuracy.

3.1 Design Goals and Overview
DLion is designed using a decentralized training architecture. The
philosophy of a decentralized architecture fits well in distributed
micro-cloud environments, which are inherently geo-distributed
and loosely coupled. It also obviates the need for centralized control
to consider where and howmany parameter servers to deploy in the
system. DLion has the following design goals to meet the challenges
outlined above.
Maximize data parallelism to reduce training time with a mini-
mal cost on accuracy by handling different computation capacities
of workers.
Reduce communication cost among workers and guarantee
model convergence by handling available network bandwidth for
faster training while retaining accuracy.
Improve model accuracy by directly sharing knowledge among
workers to compensate for any adverse impact on accuracy.

DLion employs three key techniques to accomplish the aforemen-
tioned goals: (1)Weighted dynamic batching (§ 3.2) to maximize
data parallelism, (2) Per-link prioritized gradient exchange
(§ 3.3) to reduce communication cost among workers and guarantee
model convergence, and (3) Direct knowledge transfer (§ 3.4) to
improve model accuracy. Figure 4 shows how these techniques fit
into the workflow of DLion workers at each training iteration. We
next describe these techniques in detail. The results in this section
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Figure 4: Three key techniques of DLion and the workflow for a
worker at each training iteration

are based on experiments with Cipher model over CIFAR10 [26]
in an emulated 6-worker cluster: more details of the experimental
setup are provided in Section 5.1.

3.2 Weighted Dynamic Batching
Traditional DL training is performed in a single machine with a
fixed batch size. If the training is performed on multiple workers in
a cluster, the total size of batches processed by all workers for an
iteration is called a global batch size (GBS). The batch size processed
at a machine for an iteration is called a local batch size (LBS). GBS
can increase by having either larger LBS or larger cluster size. In
this paper, we do not focus on elastic cluster, and assume � workers
in the system.

There are advantages and disadvantages of training DL models
with large global batch size [25, 40]. The major gain is to expedite
training by processing an epoch within much shorter time. On the
other hand, the drawback is that very large GBS deteriorates final
model accuracy. Therefore, it is critical to find an appropriate GBS
which results in shorter training time without significant accuracy
drop. DLion presents a GBS controller that automatically adjusts
GBS. It does not change the learning rate, as prior work[40] has
shown that the same training performance can be achieved by
varying GBS without decaying the learning rate.

Workers in micro-clouds may be heterogeneous, having different
computational capacities. If workers have homogeneous computa-
tion capacity, it makes sense to have an even LBS share (��� = ���

� ).
However, it is inefficient in heterogeneous environments because
more powerful workers would have to wait for less powerful work-
ers to complete gradient computation. In addition, the computation
power of individual workers can also be fluctuating over time. So
DLion uses an LBS controller to automatically and dynamically as-
sign a desired LBS per worker by considering available computation
capacity at that time.

The high-level idea of the weighted dynamic batching tech-
nique is to dynamically determine the GBS and assign an appropri-
ate LBS to workers based on their available computation capacities
for better data parallelism. The technique is composed of three
modules; (1) global batch size (GBS) controller, (2) local batch size
(LBS) controller, and (3) weighted model update module.

Global batch size (GBS) controller. The GBS controller is de-
signed to systematically increase GBS in an automatic manner,
unlike traditional schedule-based approaches like [40] that require
definitive user input such as a fixed total training epoch, and a good
knowledge or intuition about how much and when to increase GBS
prior to the training.

The design of the GBS controller is informed by two findings
from our empirical results shown in Figure 5. This figure shows how

Figure 5: Model accuracy for Cipher model trained for 30 epochs on
6 workers with initial LBS=32, as GBS is doubled beginning at differ-
ent starting epochs. Accuracy does not change for the later epochs.

Figure 6: An example of how local batch size is adjusted for workers
with different compute capacities in a heterogeneous computation
environment. The GBS increases around time=250s, 600s, and 800s,
resulting in corresponding changes in LBS.

the model accuracy varies as GBS is increased (doubled) beginning
at different epochs during the training phase. The first finding is
that the accuracy is lower if GBS rapidly increases at an early phase
of the training (epoch = 0 or 1). The second finding is that the impact
on the accuracy by GBS increment is relatively stable after the early
phase of training (epoch=2 onwards). These findings agree with
previous research [12, 40].

Based on these findings, the GBS controller adjusts GBS in two
phases: warm-up and speed-up. In the warm-up phase, GBS in-
creases in arithmetic progression (����+1 = ���� + ������� ).
GBS increment stops if GBS is greater than 1% of the total train-
ing data size in order to avoid a drop in accuracy based on the
first finding. In the speed-up phase, GBS increases in geometric
progression (����+1 = ���� ×�������� ). GBS increment stops if
GBS is greater than 10% of the total training data size according to
the existing study [40]. System parameters for the GBS controller
such as ������� , �������� , and duration of the two phases are
configurable.

Local batch size (LBS) controller. The LBS controller auto-
matically and dynamically determines LBS for each worker based
on their available computation capacity. More powerful workers
have larger LBS and less powerful workers have smaller LBS, and
��� =

∑�
�=1 ���� , where ���� is LBS of worker � .

The LBS controller uses a simple and intuitive way to measure
the available computation capacity of each worker. It is to find a re-
lationship between local batch sizes and elapsed times to execute an
iteration through a linear regression algorithm instead of collecting
hardware specs of each worker. LBS controller calculates relative
computation power (���� ) for each worker, a maximum local batch
size that worker � can process during a given unit time. After shar-
ing ���� with other workers, the LBS controller can determine a
final LBS for each worker based on Eq. 5.

���� = ���
����∑�
�=1 ��� �

(5)
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Figure 7: Accuracy of Max N integrated with DLion with different N
values; model accuracy trained until being fully converged in CPU
cluster on homogeneous system environment

Figure 6 shows the local batch size changes for 6 workers, as
computed by GBS and LBS controllers in a heterogeneous com-
putation environment where the 6 workers have heterogeneous
CPU cores (24/24/12/12/4/4). As GBS is incremented by the GBS
controller, the LBS for each worker is automatically adjusted by the
LBS controller based on its available computation power.

Weightedmodel update module. Each worker 𝑗 computes its
gradients over its LBS at each iteration 𝑡 as follows:

𝑔
𝑗
𝑡 =

1
𝐿𝐵𝑆 𝑗

𝐿𝐵𝑆 𝑗∑
𝑖=1

▽𝑤 𝑓𝑖 (𝑥 ;𝑤𝑡 ) (6)

As Eq. 6 shows, the gradient calculation of individual workers is
based on different sample sizes (𝐿𝐵𝑆 𝑗 ). The sample size can have
an impact on the final weight computation, since larger sample
sizes typically provide more statistically robust mean values and a
smaller margin of error, while smaller sample sizes could skew the
mean values towards outliers. To account for the different sample
sizes, we introduce a new confidence coefficient 𝑑𝑏𝑘

𝑗
called dynamic

batching weight and a new weighted model update equation:

𝑤𝑘
𝑡+1 = 𝑤𝑘

𝑡 − 𝜂
1
𝑛

𝑛∑
𝑗=1

𝑑𝑏𝑘𝑗 𝑔
𝑗
𝑡 (7)

Each worker 𝑘 uses Eq. 7 to update its weights based on gradients
received from other workers. 𝑑𝑏𝑘

𝑗
= 𝐿𝐵𝑆 𝑗/𝐿𝐵𝑆𝑘 , a ratio of LBS of

workers 𝑗 and 𝑘 , and compensates for the relative LBS of each
worker. For example, whenworker𝑘 receives gradients fromworker
𝑗 where 𝐿𝐵𝑆 𝑗 > 𝐿𝐵𝑆𝑘 , it applies a dynamic batching weight greater
than 1 (𝑑𝑏𝑘

𝑗
> 1) to worker 𝑗 ’s gradients (𝑔 𝑗𝑡 ). If 𝐿𝐵𝑆 𝑗 < 𝐿𝐵𝑆𝑘 ,

then the worker 𝑘 applies a dynamic batching weight less than 1
(𝑑𝑏𝑘

𝑗
< 1) to worker 𝑗 ’s gradients (𝑔 𝑗𝑡 ). If all workers have a fixed LBS

like a traditional DL learning, then the dynamic batching weight is
equal to 1 (𝑑𝑏𝑘

𝑗
= 1), which makes the new weighted model update

equation (Eq. 7) equivalent to the original distributed DL model
update equation (Eq. 4).

3.3 Per-Link Prioritized Gradient Exchange
The goal of network capacity-aware techniques is to speed up
training and retain model accuracy by reducing communication
overhead and guarantee model convergence based on available
network bandwidth. Network bandwidth is an expensive resource
in DL training. When DL models are huge or computation units
are very powerful like GPUs, the network resource becomes more
expensive since the size of data and data generation speed increase.

We propose a per-link prioritized gradient exchange tech-
nique to exchange gradients between workers in the presence of

Figure 8: Different gradient size with different network bandwidth
per communication link (worker1 → worker3 and worker1 →
worker5). There is no dynamism on network bandwidth per link
for this experiment

network constraints. There is a tradeoff between reducing network
transmission cost and maintaining model accuracy. If a system
considers only network bandwidth constraints, it could shorten
training time by reducing the amount of data exchange, but could
have a high impact on model accuracy. On the other hand, if a
system takes into account only the data quality when exchanging
gradients, it may have poor performance due to network congestion
in environments with scarce network capacity. Therefore, DLion
uses two complementary modules to balance out these two fac-
tors in exchanging gradients: a data quality assurance module
to select a subset of gradients based on the importance of gra-
dient values, and a transmission speed assurance module to
dynamically determine the size of the partial gradients based on
the available network bandwidth at that moment.

Data quality assurance module. This module selects a subset
of important gradients to exchange with other workers, to mini-
mize the impact on model accuracy. It uses a simple but powerful
algorithm called Max N to identify the most statistically signifi-
cant gradient values. The Max N algorithm selects those partial
gradients whose absolute values are greater than or equal to N% of
the maximum absolute value. Each weight variable has their own
value distribution and convergence speed, so Max N is applied per
weight variable. The mechanism and purpose of Max N is similar to
the significance threshold S used in Gaia [18], except that Max N
only considers gradient values to determine their significance. As N
increases, the size of partial gradients increases. If N is 1, gradient
values within 1% of max are exchanged with workers, while if N is
100, it is equivalent to exchanging whole gradients with workers.
We next discuss how the value of N is determined automatically.

Transmission speed assurance module. Network hetero-
geneity and dynamism motivates the transmission speed assurance
module because different links may have different bandwidth and
the bandwidths are dynamically fluctuating over time. As the net-
work capacity for a worker can change over time, the parameter N
(0 < 𝑁 ≤ 100) of Max N is dynamically determined by the trans-
mission speed assurance module based on the currently available
network bandwidth.

Figure 7 shows themodel accuracywith different N values ofMax
N integrated with DLion. As seen from the figure, larger N values
lead to higher accuracy. With this finding, the key role of the trans-
mission speed assurance module is to automatically find the largest
N value for each communication link based on per-link network
capacity at each iteration. The maximum size of partial gradients
that worker 𝑖 sends to worker 𝑗 is computed as 𝐵𝑊 _𝑛𝑒𝑡 𝑗/𝐼𝑡𝑒𝑟_𝑐𝑜𝑚𝑖 ,
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(a) When-to-send

(b) Whom-to-send (c) How-to-merge

Figure 9: Emperical study on the effectiveness of direct knowledge
transfer; Cipher models trained with CPUs until 70% accuracy for
(a), for 1500 seconds for (b) and (c)

where �� _��� � is the available network bandwidth of the commu-
nication link to worker � and ����_���� is the number of iterations
worker � can proceed during a unit time. Figure 8 shows the per-
link prioritized gradient exchange technique sends different size
of partial gradients to two communication links having different
network bandwidths.

3.4 Direct Knowledge Transfer
The techniques discussed above mainly focus on the reduction of
training time with minimal impact on accuracy. To further com-
pensate for potential accuracy loss due to these techniques, DLion
employs a technique of direct knowledge transfer through pe-
riodic weight exchange [41, 42] between workers. Unlike gradi-
ent exchange, weight exchange shares model weights of the best
worker having the smallest loss value at that moment, to directly
transfer the knowledge accumulated on local model to other work-
ers. All workers periodically share an average of last 
 losses with
each other, and send a request to the best worker to pull the best
weights. However, the effectiveness of direct knowledge transfer
(DKT) depends on several decisions: when-to-send: when to ex-
change the best weights,whom-to-send: whether to exchange the
best weights with all workers or a subset of workers, and how-to-
merge: how to merge new weights to the local model. We explore
them empirically.

Figure 9 shows exploratory results regarding the factors of direct
knowledge transfer technique. Figure 9a shows that periodic weight
exchange with a moderate period (every 100 iterations) has the
shortest training time. If the frequency of weight exchange is too
short, it consumes a large amount of network resource, so it has
rather longer training time. If the frequency is too long, it takes
longer training time since it does not take advantage of the use
of DKT. Interestingly, frequent weight exchange at early learning
phase has a comparable performance with the best one from which
we can infer it is important to share knowledge earlier rather than
late in learning.

Figure 9b shows three different variants of whom-to-send di-
rect knowledge transfer. We compare a model not using DKT
(No_DKT) with two other variants (DKT_Best2worst and
DKT_Best2all). The figure shows that transferring the best

Figure 10: Architecture of a DLion worker

knowledge to all workers leads to the best accuracy. The bene-
fit of model synchronization across all workers compensates the
cost of network resources used by sending model weights to all.

We also explore how to effectively merge the best knowledge
to local model. A recent work [41] has introduced a parameter
� indicating the ratio of the best knowledge to local knowledge
���
�� = ���
�� − �(���
�� − ����� ). If � = 0, workers are not
using DKT, which is the equivalent to No_DKT having the lowest
accuracy as shown in Figure 9b. If � = 1, the best weights are
replaced with local weights, which leads to the fastest training
progress at the early training phase, but does not have the best
result at the end. The best option for the direct knowledge transfer
technique may vary depending on individual application.

4 IMPLEMENTATION
DLion is built on top of TensorFlow and uses Redis for data and
control messages queues. We describe key components and opera-
tions of a DLion worker in Section 4.1 and implementation details
in Section 4.2.

4.1 Key Components and Operations
Key components of a DLion worker are presented in Figure 10. The
main training workflow (colored in grey) is to compute gradients,
generate/send partial gradients, and periodically update batch size.
Three other independent modules run in parallel in separate threads.
Model update module applies gradients of other workers to the local
model whenever it receives them. Model synchronization module
periodically gets the best model weights and merge them to the
local model. Network resource monitor returns available network
bandwidths of individual connections to neighbor workers upon
the request by the partial gradient generation module. Next we
present the operational details and workflow of these modules.
Batch size update module. Before starting model training, local
batch size (LBS) controller (§ 3.2) is invoked to profile the compute
capacity of workers at that moment. As a result of profiling, this
module determines LBS of a worker used for the next update. The
controller is invoked periodically and whenever global batch size
(GBS) is changed by GBS controller (§ 3.2).
Gradients computation module. Given the LBS, this module
calculates gradients, passes the gradients to the partial gradients
generation module, and updates local model every iteration. If it is
configured with synchronous strategy, it pauses proceeding next
iteration until getting a go-signal through control queue.
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Table 1: Lines of code changes to emulate systems in DLion

APIs Baseline Hop Gaia Ako
generate_partial_gradients 1 1 1 23

synch_training 0 20 0 0

Partial gradients generation module. Upon a call to this mod-
ule with newly computed local gradients, it requests the current
available network bandwidth from the network resource monitor
and generates partial gradients for individual neighbor workers
based on per-link prioritized gradient exchange technique (§ 3.3).
The generated partial gradients are sent to each worker.
Model update module. Upon the arrival of partial gradients of
a neighbor worker, it executes weighted model update (§ 3.2) by
applying a dynamic batching weight to the partial gradients and
aggregates them to the local model.
Model synchronization module. Each worker periodically
shares its average of the last 𝑙 loss values with workers, sends
a direct knowledge transfer (DKT) request to the best worker hav-
ing the smallest loss (§ 3.4). Upon the receipt of DKT request, the
best worker sends its model weights to all workers sent the DKT
request. Once this module receives the best weights, it merges them
to the local model. The frequency and 𝜆 of DKT are configurable.

4.2 Generic and Flexible DLion
We implementDLion on top of TensorFlow. Gradient calculation and
model update are performed by TensorFlow core, and othermodules
are written in Python using TensorFlow APIs. Redis PUB/SUB and
Redis Lists, an in-memory data store, are used for data exchange in
DLion. There are two different message queues, control and data
queues. Control queue is used for signaling among workers for
training synchronization as well as signaling among threads in a
worker, and data queue is used to exchange gradients and weights
among workers. Since DLion modules and communication queues
are implemented separately from DL core, DLion can be easily
integrated with other cores like MXNet.

We have implemented DLion as a generic and flexible frame-
work. Modules are configurable and easy to plugin different algo-
rithms. With an API build_model, various DNN models can be
defined and trained in DLion. We use two different models, Cipher
and MobileNet, by simply calling the API with different model
name for our evaluation. With an API enqueue, DL core can send
local gradients to other workers. Internally, the enqueue calls
generate_partial_gradients and send_data APIs.
Users can easily implement their own algorithms to generate partial
gradients in the API generate_partial_gradients. In the
API send_data, the generated partial gradients are divided into
indices and data and separately sent to workers with unique keys
through data queue. The granularity of data transmission is not
the whole weight variables, but individual weight variables. Lastly,
DLion has an API synch_training where various configurable
synchronization mechanisms are implemented including synchro-
nous, asynchronous, and bounded synchronous training strategies.
It internally maintains each worker’s current iteration and received
weight variable ids. Based on the information, it can skip or proceed
to the next training iteration as well as identify straggler workers.

We have implemented four state-of-the-art distributed DL sys-
tems in the DLion framework for comparison: Baseline (send
all gradients to all workers), Hop [31], Gaia [18] and Ako [46].

Table 2: Actual network bandwidth between 6 Amazon regions

(Mbps) V O I M S1 S2
Virginia (V) - 190 181 53 58 56
Oregon (O) 187 - 91 41 93 84
Ireland (I) 171 92 - 73 30 41

Mumbai (M) 53 41 73 - 85 79
Seoul (S1) 58 88 40 85 - 79
Sydney (S2) 56 84 36 79 72 -

Table 1 shows the lines of code changes for their partial gradient se-
lection algorithms and synchronization mechanisms using the APIs.
The small code changes show how easily we have implemented
these other systems in our framework, illustrating its generality.

5 EVALUATION
We evaluate DLion by comparing it with four state-of-the-art decen-
tralized training systems on various heterogeneous environments.

5.1 Methodology
5.1.1 Applications and Datasets. We evaluate DLion on two
deep learning tasks for image classification; Cipher model over
CIFAR10 [26] and MobileNet, a well-known DNN model over Ima-
geNet [11]. CIFAR10 is 28x28 gray-scale handwriting digits, which
contains 60K training images and 10K testing images, and each
image is labeled as one of 10 classes. ImageNet consists of 1.2M
training images and 50K testing images, and each image is labeled
as one of 1000 classes. We pre-processed it to 256x256 RGB images
and randomly selected 100 classes to obtain faster convergence
time for experiments due to monetary cost incurred by using Ama-
zon GPU instances. Cipher model consists of 3 convolutional and
2 fully-connected layers with ReLU and Maxpooling applied. We
use 10, 20, 100 kernels and 200 neurons like Ako [46]. The size of
Cipher model is 5MB. MobileNet consists of 28 layers and its model
size is 17MB.

5.1.2 Experimental Platforms. We use two different platforms
to evaluate DLion.
CPU-based emulated micro-clouds. The CPU cluster is com-
posed of 6 machines in our local cluster. Each machine is equipped
with 24 CPU cores, 60GB memory, and 1Gbps network bandwidth
and runs on 64-bit Ubuntu 16.04 with TensorFlow 1.14, and Redis-
server 5.0.10. Linux command stress and tc are used to emulate
heterogeneous compute and network capacity environments, re-
spectively. We emulate network bandwidth for micro-clouds by
using actual measurement in 6 different Amazon regions shown in
Table 2. Cipher model is trained with CIFAR10 on CPU cluster.
GPU-based emulated micro-clouds. The GPU cluster is com-
posed of 6 GPU instances in Amazon. We use two different types
of GPU instances, p2.xlarge and p2.8xlarge. Instance p2.xlarge is
equipped with 1 GPU, 4 vCPUs, 61GB RAM and 1Gbps network
bandwidth, and instance p2.8xlarge is equipped with 8 GPUs, 32
vCPUs, 488GB RAM, and 1Gbps network bandwidth. We emulate
network capacity using command tc due to the high monetary
cost of training model in multiple regions. We train MobileNet with
ImageNet on the GPU cluster.

5.1.3 Performance Metrics. We use three performance metrics
to evaluate the effectiveness of distributed DL training systems.
•Model accuracy for a given training time in order to show how
fast systems train models for a given time.
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Table 3: Emulation details for micro-cloud environments (* stands
for environments used in AWS GPU cluster)

Environments
Computation

(No.CPU cores or
AWS instance types*)

Network
(Mbps)

Homo A No emulation LAN
Homo B No emulation 50/50/50/50/50/50
Homo C* 6×p2.xlarge LAN

Hetero CPU A 24/24/12/12/6/6 LAN
Hetero CPU B 24/24/24/24/24/4 LAN
Hetero NET A No emulation 50/50/35/35/20/20
Hetero SYS A 24/24/12/12/6/6 50/50/35/35/20/20
Hetero SYS B 24/24/12/12/6/6 20/20/35/35/50/50

Hetero SYS C* 2×p2.8xlarge +
4×p2.xlarge 190/190/140/140/100/100

Dynamic SYS A Homo B→Hetero SYS A→Hetero SYS B
Dynamic SYS B Hetero SYS B→Hetero SYS A→Homo B

• Training (execution) time until a target model accuracy is reached,
with model accuracy being measured every 20 iterations during
training.
•Model accuracy trained until model is fully converged in order
to show the highest accuracy a model can obtain given infinite
training time.

The first two metrics measure the training speed, while the last
metric measures the best model accuracy achievable.

5.1.4 Comparison Systems. We evaluate the effectiveness of
DLion by comparing it with four state-of-the-art decentralized train-
ing systems implemented in our DLion framework (see Section 4):
(1) Baseline, exchanging whole gradients with all workers every
iteration, (2) Ako [46], partitioning gradients based on available
network capacity and computation power and sending a block of
the partitioned gradients in turn, (3) Gaia [18], exchanging only a
subset of gradients causing more than S% change on model weights,
and (4) Hop [31], exchanging whole gradients but advancing itera-
tions by not receiving gradients of stragglers called backup workers.
We set the threshold S to 1% for Gaia, and the number of backup
worker to 1 and a staleness bound to 5 for Hop like their evaluation
settings. We set the minimum N for max N algorithm to 0.85, the
period of direct knowledge transfer to 100 iterations and 𝜆 = 0.75
for DLion. Most numbers shown in figures are the average of three
runs and error bars mark 95% confidence interval.

5.1.5 Experimental Setup. The evaluation is performed in
different environments with various combinations of homoge-
neous/heterogeneous and computation/network capacities, as well
as dynamically changing resources over time. Table 3 shows the
details of all the emulated micro-cloud environments. The unit for
computation and network is the number of CPU cores and Mbps,
respectively. Homo C and Hetero SYS C are used for experiments
in the Amazon GPU cluster and the others are used in the CPU
cluster. Homo A and Homo C are homogeneous, best-case environ-
ments with no emulation and LAN, and are used as baseline for
comparison with other environments. For Dynamic SYS A and B,
each environment is applied for 500 seconds in the given order.

5.2 Evaluation Results
We now present the results of our evaluation for different envi-
ronments. We begin by evaluating DLion in heterogeneous system
(both CPU/GPU and network) environments (Sections 5.2.1 and

Figure 11: Handling homogeneous and heterogeneous system (com-
pute + network) environments in CPU cluster

Figure 12: Handling homogeneous and heterogeneous system (com-
pute + network) environments in GPU cluster; model accuracy of
MobileNet trained for 2 hours

5.2.2). We then evaluate DLion in the presence of CPU heterogene-
ity, network heterogeneity, and dynamism, in order to gain a better
understanding of the benefit of the various DLion techniques.

5.2.1 System Heterogeneity. We present the performance of
DLion in heterogeneous systems where both computation and net-
work capacities are heterogeneous. In Hetero SYS A, workers with
more computation power have more available network bandwidth,
whereas in Hetero SYS B, workers with more computation power
have less network bandwidth. We train Cipher model for 1500
seconds on CPU cluster those three environments.

Figure 11 shows the model accuracy achieved by each model
for the given training time (higher is better). DLion outperforms
the state-of-the-art decentralized deep learning systems both in ho-
mogeneous and heterogeneous system environments. Specifically,
accuracy improvement of DLion in Hetero SYS A and Hetero SYS B
respectively is 155% and 199% over Baseline, 90% and 84% over
Hop, 42% and 38% over Gaia, and 23% and 22% over Ako. DLion
performs much better in heterogeneous systems because it takes
into account not only the available computation power for better
data parallelism, but also available network bandwidth to reduce
communication cost while retaining high accuracy. Interestingly,
we see that DLion outperforms all other systems even for the homo-
geneous full CPU/network capacity environment Homo A by 32%
over Baseline, 23% over Hop, and 26% over Gaia, and 22% over
Ako. This is because DLion utilizes the direct knowledge transfer,
a supplementary technique to increase the maximum accuracy.

5.2.2 System Robustness in Heterogeneous GPU cluster. To
evaluate the robustness of DLion, we train a much bigger MobileNet
model over ImageNet, a much bigger dataset, on the Amazon GPU
cluster for 2 hours in homogeneous (Homo C) and heterogeneous
(Hetero SYS C) environments. A special characteristic of the envi-
ronments is that the gap between required network capacity and
available computation power is huge. In other words, GPU-based
powerful computation capacity and larger model size of MobileNet
generates a huge amount of data to exchange between workers,
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Figure 13: Handling homogeneous and heterogeneous compute re-
source environments

Figure 14: Effect of dynamic batching (DB) based on GBS & LBS con-
trollers and weighted model updates (WU) in heterogeneous com-
pute capacity environments

which leads to a severe network bottleneck issue. Although Homo
C uses LANs, it suffers from the same network bottleneck issue. In
Hetero SYS C using WANs, the network bottleneck issue becomes
more serious.

Figure 12 shows that our design is robust for both GPU-based
and CPU-based DL systems. DLion achieves much higher model
accuracy both in homogeneous and heterogeneous system environ-
ments. Its accuracy improvement in Homo C is 3.4× over Hop, 4.2×
over Gaia, and 2.3× over Ako, and the improvement in Hetero
SYS is 2.5× over Hop, 4.2× over Gaia, and 3.1× over Ako. Direct
knowledge transfer technique in DLion plays a key role for faster
model convergence in such environments since it is a more direct
way to share learned knowledge among workers.

5.2.3 Heterogeneous Compute Resources. To better under-
stand the benefits of DLion’s CPU-aware techniques, we now eval-
uate the performance of DLion on heterogeneous compute capacity
environments while keeping the network capacity of workers ho-
mogeneous. Figure 13 shows accuracy of Cipher model trained
for 1500 seconds on the CPU cluster for three different compute
resource environments: Homo A, Hetero CPU A, and Hetero CPU
B. As mentioned before, Homo A is the best-case homogeneous
environment. In Hetero CPU A, different computation capacities
are evenly distributed across workers, whereas Hetero CPU B has a
distinct straggler in a cluster. The average of accuracy improvement
of DLion is 32% over Baseline, 21% over Hop, 26% over Gaia,
and 20% over Ako.

The first finding from the figure is that DLion outperforms other
systems both in homogeneous and heterogeneous computation
environments. This shows the benefit of the weighted dynamic
batching technique which results in better load balancing and par-
allelism across workers. Second, the difference in the amount of
available computation resource—the total number of CPU cores
used for Home A, Hetero CPU A, and Hetero CPU B are 144, 88, and
114, respectively—is not reflected on the accuracy, with each system
having almost the same accuracy in all three environments. This
indicates that system performance is bounded more by network
capacity than compute capacity.

Figure 15: Handling homogeneous and heterogeneous network re-
source environments

Figure 16: Max10 algorithm comparison with existing systems on
both homogeneous and heterogeneous system environments

To further understand the performance gain of the weighted
dynamic batching technique of DLion, we measure training time
until Cipher model reaches 70% accuracy with three variants of
DLion: (i) DLion-no-DBWU, which does not have dynamic batch-
ing based on GBS and LBS controllers nor weighted model update,
(ii) DLion-no-WU, which has dynamic batching but does not ap-
ply weighted model update, and (iii) DLion with both dynamic
batching and weighted model update enabled. All other features
and techniques are the same across the three.

Figure 14 (lower is better) shows a noticeable performance gain
by dynamic batching technique: 37%, 22%, and 25% training speed-
up in Homo A, Hetero CPU A, and Hetero CPU B environments,
respectively. The effect of weighted model update is clearly visible
in heterogeneous compute environments: a further 12% and 13%
training speed-up in Hetero CPU A and Hetero CPU B. There is no
statistically significant improvement due to weighted model update
in Homo A, since the weighted model update equation (Eq. 7) re-
duces to the general distributed DLmodel update equation (Eq. 4) in
homogeneous compute environments. Therefore, we conclude that
the combination of dynamic batching with weighted model update
achieves the best results both in homogeneous and heterogeneous
compute resource environments.

5.2.4 Heterogeneous Network Resources. We next evaluate
the performance of DLion on heterogeneous and constrained net-
work capacity environments while compute capacity of workers
remains homogeneous and identical. We train Cipher model for
1500 seconds on the CPU cluster with three different homogeneous
and heterogeneous network environments. Homo A uses LANs
while both Homo B and Hetero NET A are WAN environments.
Homo B has homogeneous network capacity across workers though
it is constrained, while the workers in Hetero NET A have different
network bandwidths.

First, Figure 15 shows that DLion outperforms all other systems
in all three cases, and especially performs much better in hetero-
geneous network environment. Accuracy improvement of DLion
in Homo B and Hetero NET A respectively is 132% and 202% over
Baseline, 78% and 94% for Hop, 36% and 44% over Gaia, and
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Figure 17: The deviation of model accuracy among workers in vari-
ous heterogeneous environments

Figure 18: The highest accuracy of cipher model trained with dif-
ferent systems in dynamic heterogeneous environments where re-
sources are dynamically changing over time

16% and 19% over Ako. This shows the benefit of the network-aware
gradient and weight exchange techniques in DLion.

Second, we also see that system performance depends more on
the available network bandwidth, with the achieved accuracy in
LANs being much higher than the ones in WANs. This is because
distributed DL training in general spends more time for commu-
nication than computation. This is why systems sharing whole
gradients like Hop and Baseline have greater accuracy differ-
ence between LANs andWANs. Instead, the approach of exchanging
small gradients like Ako, Gaia, and DLion is more effective than
skipping slower workers like Hop in the environments of Homo B
and Hetero NET A like WANs.

In addition, to understand the sole benefit of max N algorithm,
we train Cipher model in the CPU cluster for 1500s without any
support from the other DLion techniques such as weighted dy-
namic batching, per-link prioritized gradient exchange, and direct
knowledge transfer. Figure 16 shows max N (N=10) outperforms
state-of-the-art distributed DL systems in both homogeneous and
heterogeneous system environments.

5.2.5 Deviation of Model Accuracy. One of the strengths of
DLion is its significantly small deviation of accuracy across workers.
Figure 17 shows the standard deviation of accuracy among workers
based on CPU-based experiments in three different heterogeneous
environments; Hetero SYS B, Hetero NET B, and Hetero CPU B.
DLion has much smaller accuracy deviation than other systems
because direct knowledge transfer technique periodically synchro-
nizes model weights across workers. Ako has the biggest accuracy
deviation among workers due to its asynchronous training strategy
where some workers advance training iterations without consid-
eration of slower workers’ progress. Similarly, Hop has second
highest accuracy deviation because it uses bounded synchronous
training strategy and backup worker technique ignoring updates
from stragglers. Lastly, Gaia is less sensitive than Ako and Hop
because it uses a kind of bounded synchronous training strategy
by blocking progress to the next iteration until important gradients
are delivered to all workers.

Figure 19: Dynamically adjusting local batch sizes of 6 workers
when available computation resources are changing

Figure 20: Change of partial gradient size (the number of gradi-
ents) adjusted by Per-link prioritized gradient exchange technique
in consideration of dynamically changing network bandwidth

5.2.6 Dynamic Resource Changes. We evaluate how effec-
tively DLion handles dynamically changing resources compared
to existing systems. As shown in Table 3, the combination of sub-
environments are the same between Dynamic SYS A and Dynamic
SYS B. However, Dynamic SYS A has more resource at early training
phase, whereas Dynamic SYS B has more capacity at later training
phase. Figure 18 shows DLion outperforms other systems in both
environments. Accuracy improvement of DLion in Dynamic SYS A
and Dynamic SYS B respectively is 209% and 216% over Baseline,
75% and 85% over Hop, 38% and 46% over Gaia, and 20% and 21%
over Ako. This shows thatDLion is able to handle dynamic resource
changes more effectively than the other systems.

Figure 19 shows how the LBS controller dynamically changes
LBS of 6 workers in a dynamic compute resource environment.
Here LBS is initialized to 32 and GBS is fixed to 192 (32 × 6). The
available number of CPU cores of workers changes: it is homo-
geneous (24/24/24/24/24/24 for 0-100s and 12/12/12/12/12/12 for
300-500s periods) and heterogeneous (24/24/12/12/4/4 for 100-300s
and 4/4/12/12/24/24 for 500-800s periods). The figure shows a dif-
ferent LBS is assigned to each worker based on their available
computation power at that moment.

Figure 20 shows the per-link prioritized gradient exchange tech-
nique handles dynamism of network bandwidth by changing par-
tial gradient size based on changing available network bandwidth
where available network bandwidths are set to 30 Mbps for 0-100s
and 600-1000s periods and to 100Mbps for the remaining periods.

5.2.7 Effect on Improving Model Accuracy. To understand
how well DLion accomplishes its accuracy improvement goal, we
train the Cipher model in Homo A until it is fully converged. Fig-
ure 21 shows the final model accuracy and required training time to
reach the accuracy of the systems. DLion reaches the highest model
accuracy among other systems because the direct knowledge trans-
fer technique directly propagates the best training knowledge to all
workers. DLion obtains 26% and 24% higher accuracy with 59% and
36% faster training time over Baseline and Hop, respectively,
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Figure 21: The highest model accuracy and elapsed training time
until Cipher model is fully converged

and 25% and 18% higher accuracy with 11% and 21% slower training
time over Gaia and Ako, respectively. Even though Ako, Gaia
and Hop exchange partial gradients or skip gradients from strag-
glers, they have higher accuracy than Baseline sharing whole
gradients. We analyze the result that more errors are accumulated
on local model by sharing larger gradients since all those systems
do not synchronize model across workers unlike DLion using direct
knowledge transfer.

6 RELATEDWORK
Distributed Deep Learning Systems. General purpose dis-
tributed DL systems [1, 8] use parameter servers (PS) to provide
scalability. These systems have implicit assumption that machines
are identical and connected with high-speed network bandwidth. In
addition, recent research [16, 39, 51] has done great deal of work on
performance improvement on multi-GPU environments. However,
they also target homogeneous environments. Besides, the perfor-
mance can significantly vary depending on cluster configuration
related to PSs. In contrast, our work employs decentralized design
and focuses on handling heterogeneous resources.
Resource-aware Distributed DL Systems. There have been
many distributed DL systems considering heterogeneous resources.
AD-PSGD [29] and HetPipe [34] have addressed heterogeneous
computation environments by using a decentralized architecture
based on asynchronous parallel SGD. However, they mainly focus
on GPU clusters. Our work covers both CPU-based and GPU-based
environments because micro-clouds are composed of commodity
machines with CPUs/GPUs, connected over WANs/LANs.

Ako [46], Gaia [18], Hop [31], and Prague [30] consider dis-
tributed DL issues in heterogeneous system environments on CPU
and/or GPU cluster. While Gaia and Ako address the network bot-
tleneck issue by exchanging partial gradients, Hop and Prague
reduce the number of workers sending/receiving whole gradients
by excluding slow workers from training. Some research [3, 43]
specifically focuses on gradient compression problem, which is
complementary to our work, and their compression algorithms can
be placed in the data quality assurance module in DLion. None of
these approaches comprehensively consider all the challenges in
micro-cloud environments, as done by our work.
Federated Learning. Recently, federated learning [5, 7, 28] has
emerged as a new paradigm for distributed training on edges over
locally generated data driven by privacy concerns. While it focuses
on system and data heterogeneity to effectively select subset of
edge devices for training purposes, federated learning can only
train much smaller-scale models like traditional machine learning

algorithms due to limited resources of the edges. Our work, on the
other hand, is targeting DL training in micro-clouds.
Deep Learning Inference at Edges. One of the main streams in
DL research is fast prediction during inference. Recent research [2,
21, 45] has proposed algorithms to compact pre-trained models by
reducing precision or pruning model weights to speed up inference
in edge or micro-cloud environments. Our work, on the other hand,
is focused on the orthogonal stream of DL training.
General Parallel Computing. Many studies [9, 32, 48] take into
account resources of machines in cluster for better scheduling to
improve performance and resource efficiency. Our work also con-
siders computation resource to enable more powerful machines
to process more data for better performance, but is specific to DL,
which is a different application than considered in much of the
prior work.
Geo-Distributed Data Analytics. Data analytics with geograph-
ically distributed data has gained much attention in recent years.
Since a large amount of data are shuffled and processed over net-
works, previous research [17, 19, 22, 23, 27] has proposed techniques
such as minimizing the amount of intermediate data, merging mul-
tiple queries, or placing queries based on the available network
bandwidth. Similarly, a key factor affecting system performance in
our work is network bandwidth because DL training causes a huge
data transmission among machines over the network, but reducing
the impact on overall model accuracy is a key goal of our work.

7 CONCLUSION
In this paper, we proposed DLion, a new and generic decentralized
distributed deep learning system for fast learning and high accu-
racy in micro-clouds. DLion is designed to handle heterogeneous
and dynamically changing compute and network resources in such
environments, to reduce training time and improve model accu-
racy. We presented three key techniques in DLion: (1) Weighted
dynamic batching to maximize data parallelism, (2) Per-link priori-
tized gradient exchange to reduce communication overhead, and (3)
Direct knowledge transfer to improve model accuracy. We built a
prototype of DLion on top of TensorFlow and showed that DLion
achieves up to 4.2× speedup in an Amazon GPU cluster, and up to
2× speed up and 26% higher model accuracy in a CPU cluster over
four state-of-the-art distributed DL systems.
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