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ABSTRACT

Graph embedding based on random-walks supports effective so-
lutions for many graph-related downstream tasks. However, the
abundance of embedding literature has made it increasingly dif-
ficult to compare existing methods and to identify opportunities
to advance the state-of-the-art. Meanwhile, existing work has left
several fundamental questions—such as how embeddings capture
different structural scales and how they should be applied for ef-
fective link prediction—unanswered. This paper addresses these
challenges with an analytical framework for random-walk based
graph embedding that consists of three components: a random-
walk process, a similarity function, and an embedding algorithm.
Our framework not only categorizes many existing approaches but
naturally motivates new ones. With it, we illustrate novel ways to
incorporate embeddings at multiple scales to improve downstream
task performance. We also show that embeddings based on autoco-
variance similarity, when paired with dot product ranking for link
prediction, outperform state-of-the-art methods based on Pointwise
Mutual Information similarity by up to 100%.
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1 INTRODUCTION

Random-walk based graph embedding enables the application of
classical algorithms for high-dimensional data to graph-based down-
stream tasks (e.g., link prediction, node classification, and commu-
nity detection). These embedding methods learn vector representa-
tions for nodes based on some notion of topological similarity (or
proximity). Since DeepWalk [45], we have witnessed a great interest
in graph embedding both by researchers and practitioners. Several
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regular papers [8, 10, 11, 19, 26, 32, 42, 47, 48, 51, 56, 59, 63, 66]
and a few surveys [7, 9, 14, 25, 28] have attempted to not only
advance but also consolidate our understanding of these models.
However, the abundance of literature also makes it increasingly
difficult for practitioners and newcomers to the field to compare
existing methods and to contribute with novel ones.

On the other hand, despite the rich literature, several funda-
mental questions about random-walk based graph embedding still
remain unanswered. One such question is (Q1) how do embed-
dings capture different structural scales? Random-walks of different
lengths are naturally associated with varying scales [16]. However,
downstream task performance of embeddings has been shown to
be insensitive to random-walk lengths [26, 45]. Another relevant
question is (Q2) how should random-walk embeddings be used for
link prediction? Following node2vec [26], several works train classi-
fiers to predict missing links based on a set of labelled pairs (edges
and non-edges) [30, 40, 62]. This is counter-intuitive given that the
embedding problem is often defined in terms of dot products. In
fact, dot products are sometimes also applied for link prediction
and for the related task of network reconstruction, where the entire
graph is predicted based on the embeddings [25, 42, 61, 65].

With these questions in mind, we shall take a closer look at how
embeddings are produced in random-walk based methods. It starts
with selecting a random-walk process. DeepWalk [45] applies stan-
dard random-walks, while node2vec [26] considers biased random-
walks and APP [66] adopts rooted PageRank, among others. Then,
a similarity function maps realizations of the random-walk process
into real values that represent some notion of node proximity. Most
existing methods rely on the skip-gram language model [39], which
has been shown to capture the Pointwise Mutual Information (PMI)
similarity [36]. Finally, an embedding algorithm is used to gener-
ate vector representations that preserve the similarity function via
optimization. This can be based on either sampled random-walks
and gradient descent (or one of its variations) [26, 45], or (explicit)
matrix factorization (e.g., Singular Value Decomposition) [47, 48].

This breakdown of random-walk based embedding methods
allows us to build a simple, yet powerful analytical framework with
three major components: random-walk process, similarity function,
and embedding algorithm. As shown in Figure 1, our framework
both categorizes existing approaches and facilitates the exploration
of novel ones. For example, we will consider embeddings based
on the autocovariance similarity, which has been proposed for
multiscale community detection [15, 16], and compare it against
the more popular PMI similarity on multiple downstream tasks.

Qur framework also provides tools to answer the aforementioned
questions. For Q1, we will not only illustrate how past work im-
plicitly combines multiple scales and its implications to node-level
tasks, but also propose novel ways to incorporate scales to improve
edge-level task performance. To answer Q2, we will show that to
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Figure 1: Different random-walk based embedding methods (old and new) classified according to our analytical framework—
with process, similarity, and algorithm as main components. A key contribution of this paper is to integrate autocovariance
as a similarity metric and show that it outperforms Pointwise Mutual Information (PMI) in link prediction.

optimize performance, embedding methods should be designed with
task settings in mind. Specifically, we find that embeddings based on
autocovariance, when paired with dot products, lead to a two-fold
improvement over existing methods. Our analysis shows the rea-
son to be that the particular combination enables the embedding to
capture heterogeneous degree distributions [4] in real graphs. One
could argue that link prediction is the most relevant downstream
task for (positional) node embeddings, as graph neural networks
often outperform embedding approaches in node classification [53].
To summarize, the main contributions of our paper are:

o We present a unified view of random-walk based graph
embedding, incorporating different random-walk processes,
similarity functions, and embedding algorithms.

® We show how autocovariance can be applied as a similarity
function to create novel embeddings that outperform state-
of-the-art methods using PMI by up to 100%.

o We illustrate ways to exploit the multiscale nature of random-
walk similarity to further optimize embedding performance.

o We conduct an extensive experimental evaluation of our
framework on various downstream tasks and provide theo-

retical insights behind the results.

2 METHOD

Consider an undirected weighted graph G = (‘V, &), where V =
{1,...n} denotes the set of n nodes and & denotes the set of m edges.
The graph is represented by a weighted symmetric adjacency matrix
A € R™M with Ay, > 0if an edge of weight A, connects nodes u
and v, and Ay, = 0, otherwise. The (weighted) degree of node u is
defined as deg(u) = 2, Auo-

A node embedding is a function ¢ : V — R4 that maps each
node v to a d-dimensional (d < n) vector u,. We refer to the
embedding matrix of V as U = (uy,..., un}T € R™4_For some
embedding algorithms, another embedding matrix V € R g also
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generated. Random-walk based embedding methods use a random-
walk process to embed nodes u and v such that a similarity metric
is preserved by dot products u%u, (or ulv,). In the next section,
we will formalize random-walks on graphs.

2.1 Random-walk Process

A random-walk is a Markov chain over the set of nodes V. The tran-

sition probability of the walker jumping to node v is based solely on

its previous location u and is characterized by the adjacency matrix

A. For the standard random-walk process, the transition probability

is proportional to the edge weight A,,:

Auﬂ

deg(u)

where x(t) € V is the location of the walker at time ¢.
Transition probabilities between all pairs of nodes are repre-

sented by a transition matrix M € R"%";

M=D"'A (2)

where D = diag([deg(1),...,deg(n)]) € R" is the degree matrix.
For a connected non-bipartite graph, the standard random-walk

p(x(t+1)=v|x(t)=u) = (1)

is ergodic and has a unique stationary distribution = € R":
deg(u)
Ty = ————
2y deg(v)

Standard random-walks provide a natural way to capture node
neighborhood in undirected connected graphs. One can also design
biased random-walks to explore different notions of neighborhood
[26]. For directed graphs, a PageRank process [43] is often applied
in lieu of standard random-walks to guarantee ergodicity.

3)

2.2 Similarity Function

A node similarity metric is a function ¢ : ‘V X V + R that maps
pairs of nodes to some notion of topological similarity. Large pos-
itive values mean that two nodes are similar to each other, while
large negative values indicate they are dissimilar.
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Random-walk based similarity functions are based on co-visiting
probabilities of a walker. An important property of random-walks
that has been mostly neglected in the embedding literature is their
ability to capture similarity at different structural scales (e.g., local
vs. global). This is achieved via a Markov time parameter r € Z,,
which corresponds to the distance between a pair of nodes in a walk
in terms of jumps. One of the contributions of this paper is to show
the effect of different Markov time scales on the embedding and
ways to exploit them to optimize downstream task performance.

We will describe two random-walk based similarity functions in
this section, Pointwise Mutual Information (PMI) and autocovariance.
PMI has become quite popular in the graph embedding literature
due to its (implicit) use by word2vec [36, 39] and DeepWalk [45,
48]. On the other hand, autocovariance is more popular in the
context of multiscale community detection [15, 16]. As one of the
contributions of this paper, we will demonstrate the effectiveness
of autocovariance based embeddings on edge-level tasks.

2.2.1 Pointwise Mutual Information (PMI). Denote X,(t) € {0, 1}
as the event indicator of x(t) = v, which can be true (1) or false (0).
The PMI between events Xj,(t) = 1 and X,(t + ) = 1 is defined as:
Rup (1) = PMI(Xy(t) = 1, Xp(t +7) = 1)
— log p(Xu(t) =1, Xy(t+7)=1)

p(Xu(t) = )p(Xp(t +7) = 1)
PMI provides a non-linear information theoretic view of random-
walk based proximity. For an ergodic walk with the stationary

distribution s as starting probabilities, PMI can be computed based
on 7 and the r-step transition probability:

@

Ruy (7) = log(myp(x (t+7)=v|x(t)=u)) - log(mymy)  (5)
where Ry, (1) € [—00,—log(my)]. In matrix form:
R(7) = log(TIM?) — log(nx") (6)

where IT = diag(r) € R™" and log(-) is the element-wise loga-
rithm. The PMI matrix is symmetric due to the time-reversibility of
undirected random-walks.

It is noteworthy that LINE [56] and DeepWalk [45]—two random-
walk embedding methods—implicitly factorize PMI, as follows:

Ryive =R(1) — logh (7

~logh (8)

T
Row =log (% > exp(R()
=1

where b and T are the number of negative samples and context
window size, respectively, and exp(-) is the elementwise exponen-
tial. The proof of these facts is included in the Appendix. As we
see, LINE preserves the PMI similarity at Markov time 1, while
DeepWalk factorizes the log-mean-exp—a smooth approximation of
the average—of the PMI matrices from Markov time 1 to T.

2.2.2 Autocovariance. The autocovariance is defined as the covari-
ance of Xy, (t) and X, (t + r) within a time interval 7:
Ry (1) = cov(Xy (1), Xy (t + 1))
= E[(Xu(t) - E[Xu(D)]) (Xo(t +7) — E[Xp(t +7)])]
The value of Ry, (7) is a linear measure of the joint variability of the
walk visiting probabilities for nodes u and v within time 7. Similar

©)
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to PML, for an ergodic walk and starting probabilities 7:

Ruy (1) = mup(x(t+1)=v|x (t)=u) — mumy (10)
where Ry,,(7) € [—mymy, my (1 — mp)]. In the matrix form:
R(r) =TIM" — zal (11)

The autocovariance (Equation 11) and PMI (Equation 6) matrices
share a very similar form, differing only by the logarithm opera-
tion. However, this distinction has broad implications for graph
embedding. PMI is a non-linear metric closely related to the sig-
moid function, which is a quite popular activation in deep learning,
while autocovariance is related to a piecewise linear function—see
Section 2.3.2 for details. We will compare PMI and autocovariance
in multiple tasks in Section 3 and provide theoretical and empirical
insights on their different performance in Section 4.

2.3 Embedding Algorithm

The goal of an embedding algorithm is to generate vector represen-
tations that preserve a given similarity metric:

U* = argmin ) (uju, — Ruo)?
U u,0
. (12)
= a.rg;njn"UU — R”F

where ulu, captures similarity in the embedding space, R is a
similarity matrix, and ||-|| is the Frobenius norm.

In the following sections, we discuss two different techniques to
optimize this embedding objective.

2.3.1 Matrix factorization. Matrix factorization is an explicit way
to optimize the embedding. It generates a low-rank approximation
of R as UUT with rank(UUT) = d. Because R is symmetric, from
the Eckart-Young-Mirsky theorem [21], the optimal U* = Q4 \/A_ \
where R = QAQT is the Singular Value Decomposition (SVD) of
R. Notice that, different from classical spectral approaches [12],
factorization-based embedding is not based on the graph Laplacian.
Direct SVD of R has a complexity of O(n*), which is infeasible
for most applications. However, scalable factorization is possible
for sparse graphs. For autocovariance, one can apply the Lanczos
method [35], which only requires sparse matrix-vector multiplica-
tions. This approach reduces the complexity to O(nd? + mdr). For
PMI, as discussed in [47], one can construct the spectral sparsifier
of the similarity matrix and apply Randomized SVD [27]. The re-
sulting complexity for this method is O(mr log n + md + nd” + d°),
where m = O(mr) is the number of non-zeros in the sparsifier.

2.3.2 Sampling. Sampling-based algorithms produce embeddings
that implicitly optimize Equation 12 by maximizing the likelihood of
a corpus O generated based on samples from the process. A sample
i is a random-walk sequence (05 I), sgl), e US)) of length L with
the initial node Ufl) selected according to a distribution p(v)—we
will assume that p(v) = 7y for the remainder of this section. From
each sample, we extract pairs (crp , ”Qr}’ where 1 is the Markov
time scale. Thus, D is a multiset of node pairs (u,v).

Different from matrix factorization, sampling algorithms pro-
duce two embedding matrices, U and V, the source and target
embeddings, respectively. The use of two embeddings was initially
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proposed by word2vec [39] and is considered a better alternative.
We will focus our discussion on algorithms that exploit negative
sampling, with b negative samples, to efficiently generate embed-
dings. Let z be a random variable associated with pairs (u,v) such
that z = 1 if (u,v) appears in D and z = 0, otherwise. The log-
likelihood ¢ of the corpus D can be expressed as:

t= Z#(“’ v) (log(p(z=1[u, v)) +bEy-x log(p(z=0lu, w))) (13)
u,0
where #(u, v) is the number of occurrences of the pair (u,v) in D.
The form of the conditional probability function p(z|u,v) is de-
termined by the similarity function. For instance, in the case of PMI,
p(z|u, v) is known to take the form of the sigmoid function: o(x) =
1/(1+ exp(x)) [48]. More specifically, p(z = 1|u, ) = o(ukv,) and
p(z = Olu,v) = o'(—uz;vﬂ). Here, we show how the objective in
Equation 13 can be maximized for the autocovariance similarity.
First, we define the following conditional probability function:

T
uuvﬂ+ﬁuﬂﬂ
z=1lu,0) = 14
p(z = 1ju,0) p(uﬁvﬂ+{b+1)num,) (14)
Ty Ty
z=0[u,0) = 15
p(z = Olu,0) p(ugw{bﬂ)mﬂ) (15)

where p(x) is a piecewise linear activation with p(x) =0,if x < 0,
p(x) =x,if 0 < x < 1, and p(x) = 1, otherwise.

The following theorem formalizes the connection between the
above defined conditional probability and autocovariance:

THEOREM 2.1. For a large enough dimensionality d (d = Q(n)), the
embedding that maximizes Equation 13 with a conditional probability
given by Equation 14 and Equation 15 is such that:

WV, = prup (et (D=0) ~ mmy  (16)

The proof of the theorem is provided in the Appendix. While here
we only show the sampling-based algorithm for autocovariance,
previous work has given a similar proof for PMI [48].

We minimize the likelihood from Equation 13 using gradient
descent. The time complexity of the sampling algorithms (for PMI
and autocovariance) is O(|D|b), where | D] is the size of the corpus
and b is the number of negative samples—in practice, |D| = O(n).

3 EXPERIMENTS

In this section, we evaluate several random-walk based graph em-
bedding methods defined according to our analytical framework

on various downstream tasks and datasets.

Table 1: An overview of the datasets.

V]| |E] labels
BLoGgCATALOG 10,312 333,983 interests
AIRPORT 3,158 18,606 countries/continents
WIKI-WORDS 4,777 92,157 tags
PoriTicaitBrocs 1,222 16,717 ideologies
Cora 23,166 91,500 categories/subcategories
WIKI-FIELDS 10,675 137,606 fields/subfields
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3.1 Dataset

We apply six datasets (see Table 1) in our experiments.

® BrocCATALOG [57]: Undirected social network of bloggers with
(multi) labels representing topics of interest.

o AIRPORT: Flight network among global airports (from Open-
Flights [44]). Edges are weighted by the number of flights through
the corresponding air routes. Labels represent the countries and
continents where airports are located. The largest undirected
connected component of the network is used in our experiments.

o WIKI-woRDs [38]. Undirected co-occurrence network of words
in the first million bytes of the Wikipedia dump. Labels are Part-
of-Speech (POS) tags inferred by the Stanford POS-Tagger.

e PoLiTicaiBrogs [1]. Network of hyperlinks between weblogs on
US politics, recorded in 2005. Labels represent political ideolo-
gies (conservative vs liberal). The largest undirected connected
component of the network is used in our experiments.

e Cora [55]: Directed citation network with categories (e.g., Al)
and subcategories (e.g, Knowledge Representation) as labels.

o WIKI-FIELDS: Subset of the Wikipedia directed hyperlink net-
work [3] covering Computer Science, Mathematics, Physics and
Biology for the year 2019. Fields and subfields are used as labels.

3.2 Experiment Setting
We evaluate embedding methods on three downstream tasks:

o Node classification. We follow the same procedure as [45]. For
each dataset, we randomly sample a proportion of node labels
for training and the rest for testing. We use one-vs-rest logis-
tic regression implemented by LIBLINEAR [22] for multi-class
classification (AIRPORT and CoRA) and multi-label classification
(BLocCATALOG, WIKI-WORDS, and WIKI-FIELDs). To avoid the
thresholding effect [58] in the multi-label setting, we assume that
the number of true labels for each node is known. Performance is
reported as average Micro-FI and Macro-F1 [60] for 10 repetitions.

o Link prediction. We randomly remove 20% of edges while en-
suring that the residual graph is still connected and embed the
residual graph. Edges are predicted as the top pairs of nodes
ranked by either dot products of embeddings or classification
scores from a logistic regression classifier with the concatenation
of embeddings as input. We report precision@k [37] as the evalu-
ation metric and also use recall@k in our analysis, where k is the
number of top pairs, in terms of the ratio of removed edges.

o Community detection. We use k-means—with k-means++ initial-
ization [2]—for community detection, with the number of clusters
set to be the actual number of communities. Normalized Mutual
Information (NMI) [54] between predicted and true communities
is used as the evaluation metric.

For all experiments, the number of embedding dimensions is set
to d = 128. When searching for the best Markov time, we sweep 7
from 1 to 100. An implementation of our framework is available at

https://github.com/zexihuang/random-walk-embedding.

3.3 Results

In this section, we evaluate how different components of the em-

bedding methods affect their performance.
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Figure 2: Node classification performance comparison between PMI and autocovariance on varying training ratios. PMI con-

sistently outperforms autocovariance in all datasets.
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Figure 3: Link prediction performance comparison between PMI and autocovariance on varying percentages of top predictions
(k). Autocovariance with dot product ranking consistently outperforms PMI (with either ranking scheme) in all datasets.

3.3.1 PMI vs autocovariance. We apply standard random-walks
and the matrix factorization algorithm and analyze the difference
between PMI and autocovariance similarity.

Figure 2 shows the node classification performance on undi-
rected datasets (excluding POLITICALBLOG as it is a simple binary
classification task). We select the Markov time 7 with the best perfor-
mance for the 50% training ratio. Results show that PMI consistently
outperforms autocovariance for both Micro-FI/Macro-F1 scores.
The average gain is 6.0%/11.3% for BLoGCATALOG, 14.2%/24.5%
and 4.6%/5.2% for AIRPORT with country and continent labels, and
12.9%/20.0% for Wiki-woRbDs. This is a piece of evidence that PMI,
which is non-linear, is more effective at node-level tasks.

Figure 3 shows the results for link prediction, where we select the
best Markov time for k = 100%. Autocovariance with dot product
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ranking consistently outperforms PMI with either ranking scheme
in all datasets. The average gains over the best ones are 44.1% in
BLOGCATALOG, 72.9% in AIRPORT, 2.2% in WIKI-WORDS, and 101.4%
in PoLiTicALBLOGS. To the best of our knowledge, we are the first
to observe the effectiveness of autocovariance on edge-level tasks.

While both dot product-based and classification-based link pre-
diction have been widely used in the embedding literature, our
results show that dot product is a clearly superior choice for autoco-
variance embedding. It also leads to better or similar performance
for PMI embedding for all but the Wiki-worbps dataset. Thus, we
will only show results based on dot products in later experiments.

Results in this section beg the deeper question of why specific
similarities and ranking schemes lead to better performance. We
will provide theoretical and empirical insights on this in Section 4.
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Figure 4: Node classification results for PMI, autocovariance, and their moving means on varying Markov times. While both
means stabilize the performance for large Markov times, only log-mean-exp PMI consistently increases the peak performance.
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0081 | | | | [ *® 0.00 | | | o 3 Conversely, we cannot apply a similar strategy for autocovariance.

o 25 50 75 1&';rkw ti;ne(‘)r’ 25 50 75 100 i We observe similar results for community detection (see Figure 9

—e— Precision —+ Added recall (intra) in the Appendix). Also included are results for Markov Stability [16],

—— Added recall (alll| —i— Added recall {inter) which applies clustered autocovariance for multiscale community
detection. For both countries and continents in AIRPORT, (log-mean-
exp) PMI achieves the best performance. This is another piece of
evidence for the effectiveness of PMI on node-level tasks.

We then evaluate the effect of different Markov time scales on
link prediction using BLOGCATALOG and AIRPORT. We first note that
a moving mean does not improve the performance for either PMI or
autocovariance (see Figure 10 in the Appendix). We hypothesize the
reason to be that each edge plays a structural role that is specific to
a few relevant scales (e.g., connecting two mid-sized communities).

3.3.2 Multiscale. In this section, we analyze the effect of different To validate it, we first find the best Markov time 7* in terms of

Markov time scales on the embedding performance using standard precision@100% for autocovariance. Then, for every Markov time
7’ larger than *, we compute its added recall@100%—i.e., the pro-

portion of correctly predicted edges at 7’ that are not predicted

Figure 5: Relative added recall for link prediction after
adding predictions from a larger Markov time 7’ to the best
Markov time r*. While the precision drops at larger Markov
times, they predict a distinct set of true (infer-community)
edges from those revealed at the best (and small) time.

random-walks and matrix factorization.

Figure 4 compares the node classification performance for differ- . X ) "
ent similarity measures on varying Markov time scales from 1 to 50. at r*. We show the relative gain of added recall compared to 7
The training ratio is fixed at 50% for all datasets. The metrics have and the precision@100% for different values of 7/ in Figure 5. For
BLOGCATALOG, while precision drops as 7’ increases, the relative
this aspect has not been given much relevance by previous work added recall increases to up to 33.4% at 7’ = 91 (4,042 new edges
on embedding. This is a legacy of DeepWalk [45], which, as we added to the 12,104 edges correctly predicted at r* = 3). To further

have shown, implicitly applies the log-mean-exp of the PMI matrix

a peak performance at a certain Markov time. However, notice that
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understand the roles of those edges, we show the relative added re-
call for intra-continent edges and inter-continent edges separately
for AIRPORT. Most of the gain is for inter-community edges (up to
34.0% at ' = 42). This observation suggests that link prediction
can be improved by accounting for the scale of edges.

3.3.3 Factorization vs sampling. We now switch our focus to eval-
uating the performance of sampling and matrix factorization algo-
rithms. For PMI, we apply a publicly available node2vec implemen-
tation! with parameters that make it equivalent to DeepWalk. For
autocovariance, we implement our algorithm using the PyTorch
framework with Adam optimizer [33]. Parameters are set based on
[26]: 10 walks per node with length 80, 400 epochs for convergence,
1000 walks per batch, and 5 negative samples.

Figure 6 shows the link prediction performance where the con-
text window size for both PMI and autocovariance is set to the
best Markov time for precision@100%. We focus on link prediction
because [48] has already shown evidence that matrix factoriza-
tion is superior to sampling for node classification. Factorization
achieves better performance for both datasets and similarity func-
tions. The average gain of precision@k for PMI is 277.0%/553.7% on
BLOGCATALOG/AIRPORT, and 240.7%/121.5% for autocovariance.

Figure 13 (in the Appendix) shows how dot products of 16-D
embeddings for Zachary’s karate club generated using sampling
and matrix factorization algorithms approximate the entries of
similarity matrices. We notice that while embeddings produced by
both sampling and factorization approaches are correlated with the
similarities, matrix factorization achieves a higher correlation.

BlogCatalog Airport

0.4
i 0.6
® 0.3+
c
S 0.4
w1 4
g 0.2
T 0.2

R,

T T T . 0.0 T : : :
0 25 50 75 100 0 25 50 75 100
k (%)

—e— PMI (factorization)
—+— Autocovariance (factorization)

—— PMI (sampling)
—i— Autocovariance (sampling)

Figure 6: Link prediction performance for PMI and auto-
covariance using matrix factorization and sampling algo-
rithms on varying percentages of top predictions (k). Factor-
ization algorithms achieve the best performance.

3.3.4 Directed vs undirected. The final part of our evaluation com-
pares embeddings for undirected and directed graphs, which re-
quires different random-walk processes, as discussed in Section
2.1. The results for Cora and WIKI-FIELDS are shown in Figures 11
and 12 (in the Appendix). Overall, directed embeddings outperform
undirected ones for the very top ranked pairs in link prediction,
while undirected embeddings are better in node classification.

!https://github.com/eliorc/node2vec/blob/master/node2vec/nodezvec.py
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4 INSIGHTS ON PMI VS AUTOCOVARIANCE

This section provides both theory and experiments supporting the
differences in performance achieved by autocovariance and PML
We will focus on link prediction, for which autocovariance was
shown to achieve the best performance. Our analysis might benefit
the design of novel embedding methods using our framework.

We will assume that the graph G has community structure [24]
and heterogeneous degree distribution [4], which hold for many real
graphs and for generalizations of Stochastic Block Models (SBM)
[31]. Moreover, let the number of dimensions d be large enough to
approximate the similarities well. For simplicity, we consider an
SBM instance with two clusters and intra-cluster edge probability
p significantly higher than the inter-cluster probability g.

We will use the dot product setting for link prediction [52].
Specifically, we estimate the probability of an edge as P(ey ) o«
max (0, u’v), where we have conveniently dropped the embedding
subscripts. Further, for p > g, ulv > 0iff C(u) = C(v), where C(v)
is the cluster v belongs to. We then have the following observations.

OBSERVATION 1. Link prediction based on dot products correlates
predicted node degrees and the 2-norms of embedding vectors:

degw)~ >, uwv=lule > [vllzcos(buv)

peC(u)—{u} peC(u)—{u}
where cos(8y,y) is the cosine of the angle between u and v.

The above property follows from the community structure, as
the majority of the edges will be within communities. We now look
at the norms of vectors generated by autocovariance and PML

OBSERVATION 2. For autocovariance similarity:

deg(u)

deg(u
)= om o

M -
M Tuu- =

lhall7 = () (1M Juu -

Norms for autocovariance depend on two factors. The first is
proportional to the actual node degree, while the second expresses
whether u belongs to a community at the scale 7. For SBM, there ex-
ists a  such that [M"]y 4 is close to deg(u)/m in expectation. That
is the case when the process is almost stationary within C(u), with
m/2 expected edges, but not in the entire graph. It implies that the
embedding norms are proportional to actual node degrees. Combin-
ing this with Observation 1, we can conclude that autocovariance
embedding predicts degrees related to the actual ones.

OBSERVATION 3. For PMI similarity:

Ilu”% = log (”(“) [Mr]u,u} —log (J’rz{u)) =log (M)

deg(u)

Notice that as [M" ], approaches to deg(u)/m, ||u||z becomes
constant. As a consequence, different from autocovariance, norms
for PMI embeddings are not directly related with node degrees.

In Figure 7, we provide empirical evidence for Observations 2 and
3—the correlation between actual degrees and embedding norms
for BLoGCATALOG and AIRPORT. The correlation for autocovariance
is significantly higher than that for PMI, showing the ability of
autocovariance to capture heterogeneous degree distributions.

Figure 8 shows the predicted links for an instance of SBM (p =
0.15, g = 0.02) with two hubs—generated by merging 20 nodes
inside each community. Visualization is based on t-SNE [29] projec-
tion from 16-D embeddings. Around half of the edges (97 out of top
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Figure 7: Correlation between (max normalized) degrees and
2-norms of embedding vectors based on PMI and autocovari-
ance. Autocovariance produces embeddings with norms that
are well correlated with node degrees in both datasets.

(a) PMI

(b) Autocovariance

Figure 8: Edges predicted using PMI and aufocovariance em-
beddings for a synthetic graph with community structure
and hubs (one per community, shown in red). Autocovari-
ance is more effective at capturing the hubs in the graph.

200) are predicted to be connected to the hubs using autocovariance,
but none using PML This example shows how autocovariance with
dot product ranking enables state-of-the-art link prediction.

The analysis presented here does not apply to node-level tasks
(node classification and clustering), where the degree distribution
does not play a major role. In fact, Figure 8 shows that PMI produces
a better separation between clusters with hubs for each cluster
positioned in the middle, which is desired for node-level tasks. This
property might be explained by the non-linearity of PMI.

5 RELATED WORK

We refer to [7, 9, 14, 25, 28] for an overview of graph embedding and
representation learning. The general problem of embedding vertices
of a graph into a vector space can be traced back to much earlier
work on embedding metric spaces [6], spectral graph theory [12],
nonlinear dimensionality reduction [5] and graph drawing [17].
However, the more recent appeal for graph embedding methods
coincided with the renewed interest in deep learning, specially the
skip-gram model for text, such as word2vec [39]. DeepWalk [45],
which introduced the idea of using random-walks as graph counter-
parts of sentences in skip-gram, is considered the pioneering work
on random-walk based graph embedding. Subsequent extensions
have led to an extensive literature [26, 42, 56, 66]. Random-walk
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based embedding models have also been proposed for heteroge-
neous [18], dynamic [20] and multilayer networks [64].

Previous work has proposed embeddings based on specific pro-
cesses. For instance, node2vec [26] applies a biased random-walk
process that is flexible enough to capture homophily and structural
similarity. In [66], the authors propose a variation of DeepWalk
with PageRank [43] instead of the standard random-walks. These
studies motivate generalizing embedding to other processes, such
as the Ruelle-Bowen random-walk, which has maximum entropy
[50], and even continuous-time random-walks [34, 40].

With the exception of [51], random-walk based embeddings can-
not generalize—either explicitly or implicitly—to other similarities
besides Pointwise Mutual Information (PMI) [48]. As an alternative,
autocovariance similarity is the basis of Markov Stability [15, 16, 34],
an effective multiscale community detection algorithm validated
in many real networks. In [51], the authors introduced a general
embedding scheme based on control theory, of which autocovari-
ance is a special case. However, they neither contextualized it with
other existing embedding approaches nor provided any theoretical
or empirical evaluation on any particular task. A link prediction
algorithm based on autocovariance was introduced in [23], but it
does not produce embeddings. Integrating autocovariance into the
broader framework of random-walk embedding—with different pro-
cesses and embedding algorithms—and investigating its properties
both theoretically and empirically is a contribution of our work.

For some time, graph embedding models were divided into those
based on skip-gram [26, 45, 56], which are trained using sampled
walks and stochastic gradient descent (or its variations) and those
based on matrix factorization [8, 42]. It was later shown that, un-
der certain assumptions, skip-gram based text embedding models
perform matrix factorization implicitly [36]. More recently, Qiu
et al. [48] showed that DeepWalk, node2vec and LINE [56] also
perform implicit matrix factorization. Our framework incorporates
both sampling-based and matrix factorization algorithms and we
show how the former can generalize to similarities beyond PMIL.

Multiscale graph embedding based on random-walks has at-
tracted limited interest in the literature [11, 63], though many
real-life networks are known to have a multiscale (or hierarchi-
cal) structure [13, 49]. Notice that we focus on graphs where scales
are defined by clusters/communities. This is different from graphs
where vertices belong to different levels of a hierarchy, such as trees,
for which hyperbolic embedding [41] is a promising approach.

6 CONCLUSION

We have introduced a framework that provides a renewed bearing
on random-walk based graph embedding. This area has capitalized
on the close connection with skip-gram but has also been biased
by some of its design choices. Our framework has enabled us to
scrutinize them, which will benefit researchers and practitioners
alike. In the future, we want to explore alternative choices of com-
ponents in our framework, as well as extending it to graphs with
richer information, such as signed, dynamic, and attributed graphs.
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A APPENDIX

A.1 Proof of the Relationship between PMI
Similarity and Skip-gram Based Models

Here, we show the close relationship between the PMI similarity and
existing embedding models. As proved in [48], LINE and DeepWalk
implicitly factorize the following matrices:

RLINE = log(vol(G)D™'AD™") —logh  (17)

T
1
Rpw = log(vol(G) (- Z{D_IA)')D_I} —logh  (18)
r=1
where b and T are the number of negative samples and the context
window size in skip-gram respectively, and vol(G) = },, deg(u).
Now, consider the standard random-walk where M = D™'A and
II = D/vol(G). We notice the following equivalence:

LemMA A.1. The PMI similarity matrix R(t) in Equation 6 for the
standard random-walk can be expressed as

R(r) =log(vol(G)(D™'A)"D™") (19)

ProOF. We use o and @ to represent elementwise multiplication
and division between matrices. We have:

R(r) = log(TIM7) — log(nnT)
=log((x,...,7) o M*) = log((x,...,m) o (x,...,m)T)
=log(M?) — log((, ..., m)T)

(20)
=log(M* @ (r,...,m)T)
=log(MTIT})
=log(vol(G)(D'A)" DY)
O

Thus, RryNE factorizes a shifted version of the similarity at 7=1:
Ryyng = R(1) — logh (21)

And Rpyy factorizes a smooth approximation of the average
(log-mean-exp) for the shifted similarity with ¢ from 1 to T:

T
Row = log (% > exp(R(0)) | - logh (22)
=1

A.2 Proof of Theorem 2.1

PrOOF. We first show that, for b = 1, Equations 14 and 15 can
be derived from the definition of autocovariance and the Bayes
Theorem. The corpus D is composed of samples from the random-
walk process, and thus, for autocovariance-based embeddings:

p(u,v|z = 1) = mup(x(t+7)=0v|x(t)=u))

23
=ulv,+mm, #3)

For pairs that are not in the corpus (negative samples):
p(u,v|z=0) = mymy (24)

Because b=1, p(z=0)=p(z=1), and p(u, v) =ulu,+2m,m,. From
the Bayes Theorem, we get Equation 14 and Equation 15. We will
assume that Equation 16 can be computed exactly from samples:

. _ #uo) #w#()

= — 25
Vo= 3ol T |DP ®)
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Moreover, similar to [36], we will simplify Equation 13 as follows:
{:Z#{u, v) log(p(z=1lu,v))+b Z#(u, 0)Bayr log(p(z=0|u, w))
u,n u,n

= Z #(u,0) log(p(z=1|u,v)) + b Z #(u) @ log(p(z=0|u,v))

DI
#(w)
+b #(u)
u;ﬂ |DI
where #(v) = },, #(v, w).
For a large enough number of dimensions, we can minimize the
above Equation for each pair (u, v):

log(p(z=0u, w))

#(v) —oluo
D] log(p(z=0lu,v)) (26)

Now, we plug the conditional probabilities p(z=1|u,v) and p(z=
0|u, v) from Equation 14 and Equation 15 into £, 5, and compute its

tup = #(u,v) log(p(z=1|u, v)) + b#(u)

derivative with respect to x = uf;vﬂ, and we have
tyn —#(u,v)my, 1y b#(u)#(v)
ax  (x+mym)(x+ (b+Dmymy) | D|(x + (b+1)mymy)
where we have conveniently dropped the function p.

Setting the derivative to zero, we get Equation 25. We emphasize
that similar to [36], our theorem only holds when d is large enough
to allow embeddings to be optimal pairwise, which can only be
guaranteed in the general case when d = n. m}

A.3 Additional Figures

Figure 9 and Figure 10 (both referred in Section 3.3.2) show commu-
nity detection and link prediction performance for varying Markov
time. In Figure 11 and Figure 12 (both referred in Section 3.3.4) we
show link prediction and node classification results for directed and
undirected embeddings with PageRank. And Figure 13 (referred in
Section 3.3.3) shows the correlation between entries of similarity
matrices and the reconstruction from the embeddings.
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Figure 9: Community detection for PMI, autocovariance,
their moving means, and Markov Stability [16] on varying
Markov times. Log-mean-exp PMI outperforms autocovari-
ance and Markov Stability for country and continent levels.
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mean-exp PMI nor mean autocovariance increases the peak bedding outperforms undirected embedding for the very top
performance. ranked edges.
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Figure 12: Node classification for directed and undirected embeddings with PageRank on varying training ratios. Macro-F1
scores are not shown here as they follow similar patterns as Micro-F1 scores. The undirected embedding consistently outper-
forms both source, target and concatenated directed embeddings in both datasets.
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Figure 13: Correlation between entries of the similarity matrices (PMI and autocovariance) and the corresponding dot product
reconstruction from the embeddings generated via sampling and matrix factorization algorithms. The results are generated
using Zachary’s karate club network. Both edge and non-edge pairs of nodes are shown. While a clear correlation can be
noticed in all cases, matrix factorization methods provide a better approximation of the similarity metrics.
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