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Abstract. For a class of piecewise hyperbolic maps in two dimensions, we propose a combinatorial
definition of topological entropy by counting the maximal, open, connected components of the
phase space on which iterates of the map are smooth. We prove that this quantity dominates the
measure theoretic entropies of all invariant probability measures of the system, and then construct
an invariant measure whose entropy equals the proposed topological entropy. We prove that our
measure is the unique measure of maximal entropy, that it is ergodic, gives positive measure to
every open set, and has exponential decay of correlations against Hölder continuous functions. As
a consequence, we also prove a lower bound on the rate of growth of periodic orbits. The main tool
used in the paper is the construction of anisotropic Banach spaces of distributions on which the
relevant weighted transfer operator has a spectral gap. We then construct our measure of maximal
entropy by taking a product of left and right maximal eigenvectors of this operator.

1. Introduction
sec:intro

There has been a flurry of recent activity in establishing the existence and uniqueness of equi-
librium states for broad classes of potentials and systems outside the uniformly hyperbolic setting.
This topic traces back to the work of Margulis

Mar0
[Ma1], who proved that the number of periodic orbits

of length at most L for the geodesic flow on a compact manifold of strictly negative curvature grow
at an exponential rate determined by the topological entropy htop of the flow. To prove this result,
Margulis constructed an invariant measure µtop via conditional measures on the local stable and
unstable manifolds of the flow which scaled by e±thtop . An important feature of the measure µtop is
that it is the unique measure of maximal entropy for the flow: its measure-theoretic entropy equals
the topological entropy htop.

These results were generalized and further developed for broader classes of Anosov and Axiom
A flows and diffeomorphisms through the work of Sinai, Bowen, Ruelle and many others using
thermodynamic formalism

Sin72, BoRu, ruelle1
[S, BR, Ru1], topological techniques

Bo1,Bo2,Bo3,Bo4
[Bo1, Bo2, Bo3, Bo4], and dynamical

zeta functions
PaPo83, ruelle2
[PaP, Ru2]. Later, Dolgopyat’s proof of exponential decay of correlations for some

geodesic flows
Do
[Do] led to more precise asymptotics for counting periodic orbits

PS
[PS].

Recent attempts to extend proofs of existence and uniqueness of equilibrium states in general, and
measures of maximal entropy in particular, to the nonuniformly hyperbolic setting have employed
symbolic dynamics

Sar1, Sar2, lima, BuSa
[Sa1, Sa2, LiM, BS], as well as adapting the approach of Bowen via a notion

of non-uniform specification
BCFT, CFT, CliWar, CPZ
[BCFT, CFT, CKW, CPZ]. These works have greatly broadened the

classes of systems for which one can prove the existence and uniqueness of equilibrium states, yet
they do not usually provide rates of mixing for these measures.

Simultaneously, there have been advances made in the study of the transfer operator associated
with hyperbolic systems with singularities, first to piecewise hyperbolic maps (with bounded deriva-
tives)

demers liv, baladi gouezel1, baladi gouezel2
[DL, BG1, BG2], and then to dispersing and other hyperbolic billiards

demzhang11, demzhang13, demzhang14
[DZ1, DZ2, DZ3].

This approach, which avoids the coding associated with Markov partitions or extensions, exploits
the hyperbolicity of the system to prove that the action of the transfer operator on appropriately
defined Banach spaces has good spectral properties. It was used recently to prove exponential decay
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of correlations for the finite horizon Sinai billiard flow
bdl
[BDL], adapting ideas of Dolgopyat

Do
[Do] and

Liverani
Li2
[L2]. It was then applied to prove the existence and uniqueness of a measure of maximal

entropy for finite horizon Sinai billiard maps
max
[BD], establishing a variational principle for this class

of billiards.
For hyperbolic systems with discontinuities, a priori results that guarantee the existence of an

invariant measure maximizing the entropy, or even a simple definition of topological entropy, are not
available as they are for continuous maps and flows. Indeed, in order to overcome this shortcoming,
one approach is to redefine the map as a continuous map on a noncompact space, and then apply
generalized definitions of topological entropy in this setting. Yet such definitions can be cumbersome
to work with, and the resulting entropy can depend on the choice of metric in the reduced space.

To simplify matters, the first step in
max
[BD] is to define an intuitive notion of growth in complexity

given by the number of domains of continuity Mn
0 for the map Tn. This leads to an asymptotic

quantity h∗, which plays the role of topological entropy
max
[BD, Definition 2.1] (see also Definition

def:h_*def:h_*
2.5

below). This quantity is proved to equal the supremum of the measure-theoretic entropies of the
invariant measures for the billiard map, and the unique measure µ∗ whose entropy achieves this
maximum is constructed by taking a product of left and right maximal eigenvectors of an associated
weighted transfer operator L, following the methods in

GL2
[GL] which generalize the classical Parry

construction.
Despite this success, the weight in the relevant transfer operator in

max
[BD] is unbounded due to

the unbounded expansion and contraction that occur near grazing collisions in dispersing billiards.
The presence of this weight forced significant changes in the Banach spaces from

demzhang11
[DZ1] on which

the operator acted, and it was not possible to establish a spectral gap in this context. Indeed, the
rate of mixing for the measure of maximal entropy is an open question for billiards.

The purpose of the present paper is to demonstrate that under the additional assumption that
the derivative of the map is bounded, the techniques employed in

max
[BD] are sufficient to prove the

existence and uniqueness of a measure of maximal entropy that is exponentially mixing. To this end,
we study a class of piecewise hyperbolic maps, defined in Section

settingsetting
2. The existence and statistical

properties of Sinai-Ruelle-Bowen (SRB) measures1 for this class of maps has been studied via a
variety of techniques

Pesin1, Li1, Y98, demers liv, baladi gouezel2
[P, L1, Y, DL, BG2]. Transfer operators with more general potentials were

studied in
baladi gouezel2
[BG2] and a bound on the essential spectral radius was obtained; however, lower bounds

on the spectral radius of the transfer operator were not obtained, so that no spectral gap was
established and the related invariant measures were not constructed. Currently there are no results
regarding measures of maximal entropy, nor more general equilibrium states for this class of maps.

In structure, this paper mainly follows the approach in
max
[BD]. Yet there are several key differences

between the class of piecewise hyperbolic maps studied here and dispersing billiards. The primary
simplification is that our maps have bounded derivatives, as mentioned above, and this fact permits
us to prove a spectral gap for the relevant transfer operator, which leads to exponential decay of
correlations for the measure of maximal entropy µ∗. However, there are two additional difficulties
in the current setting that are not present in Sinai billiards.

(i) We do not assume that the singularity curves for our map T satisfy the continuation of
singularities property enjoyed by billiards.

(ii) We do not assume the map is associated with a continuous flow.
Point (i) creates significant complications in the study of the rate of growth of #Mn

0 , the number
of maximal, connected domains of continuity of Tn. In particular, the submultiplicative property
of #Mn

0 proved in
max
[BD, Lemma 3.3], and often exploited in that work, may fail in the present

context due to the fact that dynamical refinements of #Mn
0 may have elements that are not

simply connected. Indeed, the uniform exponential upper and lower bounds on #Mn
0 proved in

1Recall that an SRB measure for a hyperbolic system is an invariant probability measure whose conditional
measures on local unstable manifolds are absolutely continuous with respect to the Riemannian volume.
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Proposition
prop:M0nprop:M0n
2.12 are completed only after the spectral gap for the operator L is established. Point

(ii) has several consequences. The first is that the continuous flow provides a linear bound on the
growth in complexity, which is exploited in

max
[BD]. In the present work, this property is replaced by

the complexity assumption (P1) introduced in Section
sec:pwsec:pw
2.1; while the growth in complexity may be

exponential for our class of maps, it is slow relative to the minimum hyperbolicity constant for the
map (and therefore also relative to h∗ by Lemma

lem:growthlem:growth
3.6(d)). The second consequence of (ii) is that inmax

[BD], there is a positive minimum distance between orbits that belong to different elements ofMn
0 .

In the present context this may fail, so in Section
sec:pwsec:pw
2.1 we define an adapted metric which we use to

define the dynamical Bowen balls instrumental in the estimation of the entropy of µ∗ in Section
sec:maxsec:max
5.

The structure of the paper is as follows. We begin by defining in Definition
def:h_*def:h_*
2.5 the exponential

rate of growth in complexity, h∗, which counts the number of domains of continuityMn
0 of Tn. This

quantity dominates the measure-theoretic entropies of the invariant measures (Theorem
thm:initialthm:initial
2.8). We

then proceed to study the action of a weighted transfer operator, defined in Section
sec:transfersec:transfer
3.2. The Banach

spaces we use are similar to those defined in
demers liv
[DL] (not

max
[BD]) for this class of maps, yet the operator

has significant differences from the transfer operator with respect to the SRB measure studied indemers liv
[DL]. By proving a series of growth and fragmentation lemmas in Sections

sec:growthsec:growth
3.5 and

sec:lowersec:lower
3.6 that control

the prevalence of short and long connected components of T−nW for local stable manifolds W , we
are able to establish that the operator has a spectral gap in Section

sec:specsec:spec
4. Finally, in Section

sec:maxsec:max
5, we

construct a measure µ∗ out of the left and right eigenvectors of the transfer operator and show that
it has exponential decay of correlations and that it is the unique invariant measure with entropy
equal to h∗. The properties of the measure µ∗ are summarized in Theorem

thm:muthm:mu
2.9. In Corollary

cor:percor:per
2.11,

we derive our asymptotic bound on the growth rate of periodic orbits, applying results of
lima
[LiM] andBu

[Bu]. Finally, as a byproduct of this approach, uniform growth rates are established for #Mn
0 and

the length |T−nW | of stable manifolds W ; these are stated in Proposition
prop:M0nprop:M0n
2.12 and Corollary

cor:uniform growthcor:uniform growth
2.13,

respectively.

2. Setting, Definitions and Results
setting

In this section, we introduce a set of formal assumptions on our class of piecewise hyperbolic
maps and state the principal results of the paper.

sec:pw
2.1. Piecewise Hyperbolic Maps. Let M be a compact two-dimensional Riemannian manifold,
possibly with boundary and not necessarily connected, and let T : M 	 be a piecewise uniformly
hyperbolic map in the sense described below. There exist a finite number of pairwise disjoint open,
simply connected regions {M+

i }di=1 such that ∪iM+
i = M and ∂M+

i comprises finitely many C1

curves of finite length. We will refer to S+ = M \ ∪iM+
i as the singularity set for T .

Define M−i = T (M+
i ). We assume that ∪iM−i = M and refer to the set S− = M\ ∪iM−i as the

singularity set for T−1. We require that T ∈ Diff2(M\S+,M\S−) and that on each M+
i , T has a

C2 extension2 to M+
i . Since the extension of T is defined on ∂M+

i , we will write T (S+) to denote
the set of images of these boundary curves (on which the extension of T may be multi-valued). In
this notation, T (S+) = S− and T−1(S−) = S+.

On each Mi, T is uniformly hyperbolic: i.e., there exist constants Λ > 1, κ ∈ (0, 1) and
two DT -strictly-invariant families of cones Cu and Cs, continuous in each M+

i which satisfy,

2This implies in particular that ‖DT‖ is bounded on eachM+
i , so that this class of maps does not include dispersing

billiards.
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DT (x)Cu(x) ( Cu(Tx), DT−1(x)Cs(x) ( Cs(T−1x), and

inf
x∈M\S+

inf
v∈Cu

‖DTv‖
‖v‖

≥ Λ , inf
x∈M\S−

inf
v∈Cs

‖DT−1v‖
‖v‖

≥ Λ ,

and κ := inf
x∈M\S+

inf
v∈Cs

‖DTv‖
‖v‖

.

eq:exp defeq:exp def (2.1)

The strict invariance of the cone field together with the smoothness properties of the map implies
that the stable and unstable directions are well-defined for each point whose trajectory does not
meet a singularity line.

In Section
sec:admissiblesec:admissible
3.1, we define narrower cones with the same names and refer to them as the stable

and unstable cones of T respectively. We assume the following uniform transversality properties:
there is a uniform positive lower bound on the angle between vectors in Cs(x) and Cu(x) for all
x ∈ M \ S+, the tangent vectors to the singularity curves in S− are bounded away from Cs, and
those of S+ are bounded away from Cu; lastly, curves in S− either coincide with, or are uniformly
transverse to, curves in S+. As mentioned in the introduction, this class of maps is similar to that
studied in

Pesin1, Li1, Y98, demers liv, baladi gouezel2
[P, L1, Y, DL, BG2]; see also

LiWo
[LW] for the symplectic case.

Convention 2.1. (Doubling boundary points.) It will be convenient in what follows to have Tcon:pointwise
defined pointwise on M , but a priori it is defined only on ∪iM+

i . Since T is C2 up to the closure of
each M+

i , we may extend T to be defined on ∂M+
i , making T multivalued where these boundaries

overlap. Following
Li1
[L1], we adopt the convention that the image of such a subset of M under T

contains all such points, and continue to call this extended space M .

We remark that although this convention is made for convenience, it follows from Theorem
thm:muthm:mu
2.9(a)

that the measure µ∗ is independent of how T is defined on ∂M+
i .

Let d(·, ·) denote the Riemannian metric on M . The following related metric is better adapted
to the dynamics. Define

eq:bar deq:bar d (2.2) d̄(x, y) = d(x, y), whenever x, y belong to the same component M+
i ,

and d̄(x, y) = 10 diam(M) otherwise. Since we have doubled boundary points in M according to
Convention

con:pointwisecon:pointwise
2.1, the extended space M is compact in the metric d̄.

Denote by S+
n = ∪n−1

i=0 T
−iS+ the set of singularity curves for Tn and by S−n = ∪n−1

i=0 T
iS− the

set of singularity curves for T−n. Let K(n) denote the maximum number of singularity curves in
S−n or in S+

n which intersect at a single point. We make the following assumption regarding the
complexity of T .

(P1) There exist α0 > 0 and an integer n0 > 0, such that Λκα0 > 1 and (Λκα0)n0 > K(n0).

Condition (P1) can always be satisfied if K(n) has polynomial growth (as is the case with a Sinai
billiard on a torus); however, since (P1) is required only for some fixed n0, it is not necessary to
control K(n) for all n in order to verify the condition.

rem:iterate p1 Remark 2.2. If property (P1) holds for α0, then it holds for all 0 < α < α0 with the same n0.
Notice also that K(kn0) ≤ K(n0)k which implies that the inequality in (P1) can be iterated to make
(Λκα0)−kn0K(kn0) arbitrarily small once (P1) is satisfied for some n0.

In Section
sec:admissiblesec:admissible
3.1 we will define a set of admissible stable curves Ŵs, with tangent vectors belonging

to the stable cone, which we will use to define our norms. For W ∈ Ŵs, let Kn denote the number
of smooth connected components of T−nW . For a fixed N , by shrinking the maximum length δ0 of
leaves in Ŵs, we can require that KN ≤ K(N) + 1. This implies that choosing N = kn0, we can
make (Λκα0)−NKN arbitrarily small.
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convention: n_0=1 Convention 2.3. In what follows, we will assume that n0 = 1. If this is not the case, we may
always consider a higher iterate of T for which this is so by assumption (P1). We then choose δ0
small enough that K1Λ−1κ−α0 =: ρ < 1.

We also assume the following.

(P2) T is topologically mixing and preserves a unique smooth invariant measure µSRB, i.e.
there exists fSRB ∈ C1(M+

i ) for each i such that dµSRB = fSRBdm, where m denotes
the Riemannian volume on M .

Remark 2.4. Property (P1) is standard for piecewise hyperbolic maps, and a variant of it has been
used in

Pesin1, Li1, Y98, demers liv, baladi gouezel2
[P, L1, Y, DL, BG2]. The most common form is only to require the complexity bound in

one direction, for example on S−n in
Li1, demers liv
[L1, DL]. Here, we assume the symmetric version on both S−n

and S+
n in order to prove the super-multiplicativity property for #Mn

0 , Proposition
prop:superprop:super
3.12. In fact,

the requirement for S+
n is used only in the proof of Lemma

lem:long elementslem:long elements
3.9.

It follows from the piecewise hyperbolicity of T and (P1) that T admits an SRB measure
Pesin1
[P,

Theorem 1]. The requirement that µSRB be smooth in Property (P2) is less essential to our argument.
We use µSRB as our reference measure rather than the Riemannian volume m in order to simplify
the estimates involving the transfer operator. Assuming that µSRB is smooth allows us to prove the
embedding lemma, Lemma

lem:embedlem:embed
3.3, connecting our Banach spaces to the standard spaces of distributions.

Our assumptions on the hyperbolicity of T imply the following uniform expansion and bounded
distortion properties along stable curves, which we record for future use. There exists Ce > 0 such
that for any W ∈ Ŵs and n ≥ 0,

eq:one groweq:one grow (2.3) |T−nW | ≥ CeΛn|W | ,

where |W | denotes the arc length of W in the metric induced by the Riemannian metric on M .
Suppose W ∈ Ŵs is such that Tn is smooth on W and T iW ∈ Ŵs, for i = 0, . . . , n. We denote

by JWTn the Jacobian of Tn along W with respect to arc length. There exists Cd > 0, independent
of W , such that for all x, y ∈W and all n ≥ 0,

eq:distortioneq:distortion (2.4)
∣∣∣∣JWTn(x)
JWTn(y) − 1

∣∣∣∣ ≤ CddW (x, y) ,

where dW (·, ·) denotes arc length distance along W .
sec:ent def

2.2. A Definition of Topological Entropy. Following
max
[BD], for k, n ≥ 0, let Mn

−k denote the
set of maximal connected components of M \ (S+

n ∪ S−k ), where we define S±0 = ∅. Note that by
definition, elements ofMn

−k are open in M . With this notation,Mn
0 denotes the set of maximal,

open, simply connected components of M on which Tn is continuous, whileM0
−n has the analogous

property for T−n. We remark also that the requirement that eachM+
i be open and simply connected

prevents the partitionM1
0 from being trivial, and implies in particular that the diameter of elements

of Mn
−n tends to 0 as n gets large.3 Similarly, the transversality assumptions coupled with the

finiteness requirement on the number of smooth curves in S+ guarantee that #Mn
−k is finite for

each k and n.

Definition 2.5. (Topological entropy of T .) Define h∗(T ) = lim sup
n→∞

1
n

log (#Mn
0 ).

def:h_*

3Thus, if one wants to apply the present results to a smooth map, for example a toral automorphism, one should
first partition the torus into a finite number of simply connected ‘rectangles’ with boundaries transverse to Cu and
Cs. Then Theorem

thm:muthm:mu
2.9 implies that the rate of growth in cardinality of dynamical refinements of this partition, h∗,

will equal the topological entropy of the automorphism.
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By definition, if A ∈ Mn
0 , then TnA ∈ M0

−n, so that #Mn
0 = #M0

−n. Thus h∗(T ) = h∗(T−1),
i.e. this definition is symmetric in time. Indeed, the limsup in the definition is in fact a limit, which
follows from Proposition

prop:M0nprop:M0n
2.12.

We begin by establishing that the quantity h∗ is finite.

lem:finite Lemma 2.6. For a piecewise hyperbolic map T as defined in Section
sec:pwsec:pw
2.1, but not necessarily

satisfying conditions (P1) and (P2), the quantity h∗ <∞.

Proof. The elements of M1
0 are simply the domains M+

i . For any n ≥ 1, elements of Mn+1
0 are

created by (the image under T−1 of) the connected components of the intersection of an element of
Mn

0 with one of the domains M−i . By assumption, S+ and S− comprise finitely many C1 curves
which either coincide or are uniformly transverse. Since T is C2 on the closure of each M+

i , the
same is true of the sets S+

n and S−. Moreover, elements of S+
n have a uniform bound (in n) on

their derivative.
Consider the intersection A∩M−i for A ∈Mn

0 . Connected components of this set are created by
intersections of ∂A with elements of S−. Since ∂A ⊂ S+

n , by the compactness of M and uniform
transversality, ∂A can intersect each smooth curve in S− a finite number of times, with uniform
upper bound B > 0 independent of n. Thus the number of connected components of A ∩M−i is
bounded by B(#S−). Since this bound holds for each A ∈Mn

0 , we have

#Mn+1
0 ≤ (#Mn

0 )B(#S−) ≤ dBn(#S−)n ,

where d is the number of domains M+
i . �

In order to connect h∗ = h∗(T ) to the dynamical refinements of a fixed partition, for each k ∈ N,
define Pk to be the maximal connected components of M on which T k and T−k are continuous.
That is, Pk is the partition of M defined by M \ (S+

k ∪ S
−
k ), together with the boundary curves

associated to each element, according to Convention
con:pointwisecon:pointwise
2.1. If we let P̊k denote the collection of

interiors of elements of Pk, then we have P̊k =Mk
−k.

For n ≥ 1, define Pnk =
∨n
i=0 T

−iPk. Pnk is still a pointwise partition of M , yet its elements may
not be open sets, and it may occur that Pnk contains isolated points due to multiple boundary curves
intersecting at one point. Furthermore, we do not assume that the elements of Pnk are connected
sets.4 Thus, although the collection of interiors P̊nk is a partition of M \ (S+

k+n ∪ S
−
k ), it may be

that P̊nk 6=M
k+n
−k .

Our next lemma provides a rough upper bound on the number of isolated points that can be
created by refinements of Pk. Let #S± denote the number of smooth components of S±.

lem:isolated Lemma 2.7. For each k, n ≥ 1, the number of isolated points in Pnk is at most

2(#S− + #S+)
k+n∑
j=1

#Mj
0.

Proof. By Convention
con:pointwisecon:pointwise
2.1, there are no isolated points in P1. Next, for each n ≥ 1, at time n,

isolated points in Pn1 can be produced by intersections of corner points in the boundary of Pn−1
1

with elements of S−. Moreover, each pair of smooth curves S ∈ S+
n and S′ ∈ S− intersect at most

twice per element of Mn
0 . Thus the number of new isolated points created at time n is at most

2#S−#Mn
0 . Applying this estimate inductively, we have

number of isolated points in Pn1 ≤ 2#S−
n∑
j=1

#Mj
0 .

4Contrast this with
max
[BD, Lemma 3.1], where the analogous construction yields connected elements due to the

property of continuation of singularities enjoyed by dispersing billiards.
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Next, for each k, applying a similar inductive argument to T−1, we have

number of isolated points in Pk ≤ 2#S+
k∑
j=1

#M0
−j + 2#S−

k∑
j=1

#Mj
0

≤ 2(#S+ + #S−)
k∑
j=1

#Mj
0 ,

where we have used the fact that #Mj
0 = #M0

−j . Finally, refining Pk, we create at most
2#S−#Mk+j

0 new isolated points in Pjk at time j. Summing over j ≤ n, we complete the proof of
the lemma. �

sec:main
2.3. Statement of Main Results. Our first result establishes a connection between the rates of
growth of #Pnk and #Mn

0 , and uses this to prove that h∗ dominates the measure-theoretic entropies
of the invariant measures of T .

thm:initial Theorem 2.8. Let T be a piecewise hyperbolic map as defined in Section
sec:pwsec:pw
2.1, but not necessarily

satisfying conditions (P1) and (P2).
a) For each k, n ≥ 1, #P̊nk ≤ #Mk+n

−k and #Pnk ≤ C(k+n)#Mk+n
−k , for some C > 0 depending

only on T .
b) For all k ≥ 1, lim sup

n→∞

1
n

log(#Mn
−k) = h∗.

c) sup
k

lim
n→∞

1
n

log #Pnk = sup
k

lim
n→∞

1
n

log #P̊nk ≤ h∗.

d) h∗ ≥ sup{hµ(T ) : µ is an invariant probability measure for T}.

Proof. a) The first inequality is straightforward since by definition, both P̊nk andMk+n
−k are partitions

of M \ (S+
n+k ∪ S

−
k ), yet P̊nk may have disconnected components. Thus Mk+n

−k is a refinement of
P̊nk . The second inequality follows by noting that #Pnk equals #P̊nk plus isolated points, and then
applying Lemma

lem:isolatedlem:isolated
2.7.

b) The value of the limsup is the same for each k since by definition, A ∈ Mn
−k if and only if

T kA ∈Mn+k
0 . Thus #Mn

−k = #Mn+k
0 .

c) We first remark that #Pn+m
k ≤ #Pnk#Pmk , and also #P̊n+m

k ≤ #P̊nk#P̊mk (which can be proved
as in

max
[BD, Lemma 3.3]), thus the two limits in part (c) exist by subadditivity. The fact that both

limits are bounded by h∗ follows from parts (a) and (b) of the theorem.

d) Let µ denote a T -invariant probability measure. The assumptions of uniform hyperbolicity imply
that both T and T−1 are expansive with respect to the metric d̄ defined in (

eq:bar deq:bar d
2.2):

eq:expansiveeq:expansive (2.5) There exists ε0 > 0 such that if d̄(T jx, T jy) < ε0 for all j ∈ Z, then x = y.

By (
eq:exp defeq:exp def
2.1), the uniform transversality of stable and unstable cones, and the assumption that each

M+
i is simply connected, the maximum diameter of elements ofMk

−k (and hence of Pk) is bounded
by CΛ−k. Choosing k large enough that CΛ−k ≤ ε0, we conclude that Pk is a generator for T

walters
[W,

Theorem 5.23]. Then by
walters
[W, Theorem 4.22],

hµ(T ) = hµ(T,Pk) = lim
n→∞

1
n
Hµ(Pnk ) ≤ lim

n→∞
1
n

log(#Pnk ) ≤ h∗ ,

applying part (c) of the present theorem. Thus hµ(T ) ≤ h∗. �

Next we state our main theorem, which requires the additional hypotheses (P1) and (P2).
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thm:mu Theorem 2.9. Let T be a piecewise hyperbolic map as defined in Section
sec:pwsec:pw
2.1, satisfying conditions

(P1) and (P2).
There exists a T -invariant probability measure µ∗ with the following properties.
a) The measure µ∗ has no atoms, and there exists C > 0 such that for any ε > 0,

µ∗(Nε(S±)) ≤ Cε1/p ,

where p > 1 is from (
eq:restricteq:restrict
3.4) and Nε(·) denotes the ε-neighborhood of a set in the Riemannian

metric on M . This implies in particular, that µ∗-a.e. x ∈ M has a stable and unstable
manifold of positive length, and that x approaches S± at a subexponential rate.

b) µ∗(O) > 0 for any open set O ⊂M .
c) (Tn, µ∗) is ergodic for all n ∈ Z+.
d) µ∗ has exponential decay of correlations against Hölder continuous functions.
e) The measure µ∗ is the unique T -invariant probability measure satisfying hµ∗(T ) = h∗.

Theorem
thm:muthm:mu
2.9 will be proved in Section

sec:maxsec:max
5. In particular, items (a)-(c) are proved in Section

sec:hypersec:hyper
5.1,

item (d) is proved in Proposition
prop:decayprop:decay
5.3, and item (e) is proved in Sections

sec:entropysec:entropy
5.2 and

sec:uniquesec:unique
5.3.

Corollary 2.10. Let T be a piecewise hyperbolic map as defined in Section
sec:pwsec:pw
2.1, satisfying conditions

(P1) and (P2).
T satisfies the following variational principle: For all k ≥ 0,

lim
n→∞

1
n

log
(
#Mn

−k
)

= h∗ = sup{hµ(T ) : µ is an invariant probability measure for T}.

Proof. The fact that the limit defining h∗ exists (rather than simply the lim sup from Definition
def:h_*def:h_*
2.5)

follows from Proposition
prop:M0nprop:M0n
2.12, and the independence from k follows from Theorem

thm:initialthm:initial
2.8(b). The

second equality follows from Theorem
thm:initialthm:initial
2.8(d) together with Theorem

thm:muthm:mu
2.9(e). �

Theorem
thm:muthm:mu
2.9(a) implies that

∫
M | log d(x,S±)| dµ∗ < ∞ (see Corollary

cor:atomiccor:atomic
5.5(c)), so that µ∗ is T -

adapted in the language of
lima
[LiM]. This allows us to make the following connection to the growth of

periodic orbits of T . Let Pn(T ) = {x ∈M : #{T kx : k ∈ Z} = n} denote the set of points of prime
period n for T .

cor:per Corollary 2.11. Under the assumptions of Theorem
thm:muthm:mu
2.9, lim inf

n→∞
#Pn(T )e−nh∗ = 1.

Proof. The proof relies on the construction of a countable Markov partition for hyperbolic maps
with singularities carried out in

lima
[LiM]. The class of maps in the present paper satisfy conditions

(A1)-(A6) in
lima
[LiM], which are general enough to admit dispersing billiards. Since µ∗ is T -adapted

and hyperbolic (see Corollary
cor:atomiccor:atomic
5.5), we may apply

lima
[LiM, Corollary 1.2] to conclude that there exist

p ≥ 1 and C > 0 such that the number of points of period np for T is at least Cenph∗ for all n
sufficiently large.

Next, applying
Bu
[Bu, Main Theorem] as in

Bu
[Bu, Theorem 1.5], we conclude that we may take p = 1

and asymptotically, C = 1 for large n. �

In the course of proving the growth lemmas in Section
sec:banachsec:banach
3, we establish the following uniform

bounds on the growth of #Mn
0 , which may be of independent interest, and are needed for the proof

of uniqueness in Section
sec:uniquesec:unique
5.3.

prop:M0n Proposition 2.12. There exists a constant C# > 0 such that for all n ≥ 1,

C#e
nh∗ ≤ #Mn

0 = #M0
−n ≤ C−1

# enh∗ .

Proof. The upper bound is Corollary
cor:upper Mcor:upper M
3.13, while the lower bound is Lemma

lem:lower Mlem:lower M
5.1. �

cor:uniform growth Corollary 2.13. There exists C̄ > 0 such that for all stable curves W ∈ Ŵs with |W | ≥ δ1/3 and
all n ≥ n1, where both δ1 > 0 and n1 are from (

eq:delta_1eq:delta_1
3.9), we have

C̄enh∗ ≤ |T−nW | ≤ C̄−1enh∗ .
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Proof. Let W ∈ Ŵs with |W | ≥ δ1/3. We use the notation of Section
sec:growthsec:growth
3.5 regarding the connected

components Gn(W ) of T−nW . Lemma
lem:growthlem:growth
3.6(b), Lemma

lem:lowerlem:lower
3.11 and Proposition

prop:M0nprop:M0n
2.12 together yield,

c0C#e
nh∗ ≤ c0#Mn

0 ≤ #Gn(W ) ≤ Cδ−1
0 #Mn

0 ≤ Cδ−1
0 C−1

# enh∗ .

Then on the one hand,
|T−nW | =

∑
Wi∈Gn(W )

|Wi| ≤ δ0#Gn(W ) ,

since each element of Gn(W ) has length at most δ0, completing the upper bound of the corollary.
On the other hand, by (

eq:lower speceq:lower spec
4.12),

|T−nW | =
∑

Wi∈G
δ1
n (W )

|Wi| ≥ 2δ1
9 #Gn(W ) ,

proving the lower bound. �

3. Banach Spaces and Growth Lemmas
sec:banach

In this section we define the Banach spaces we will use in the analysis of the transfer operator
and prove several key lemmas controlling the growth in complexity of Tn.

sec:admissible
3.1. Stable Curves. We begin with a definition of stable curves as graphs of functions in local
charts, following

demers liv
[DL]. We will use the fact that the uniform hyperbolicity of T guarantees the

existence of stable Es(x) and unstable Eu(x) directions in the tangent space TxM at Lebesgue-
almost-every x ∈M .

For τ sufficiently small, we define the stable cone at x ∈M by

Ĉs(x) = {u+ v ∈ TxM : u ∈ Es(x), v ⊥ Es(x), ‖v‖ ≤ τ‖u‖} .

Define Ĉu(x) analogously. These families of cones are strictly invariant, DT−1(x)Ĉs(x) ( Ĉs(T−1x)
and DT (x)Ĉu(x) ( Cu(Tx).

For each i, we choose a finite number of coordinate charts {χj}Lj=1, whose domains Rj are either
(−rj , rj)2 if χj maps only to the interior of M+

i , or (−rj , rj) restricted to one side of a piecewise C1

curve (the preimage of a piece of ∂M+
i ) which we place so that it passes through the origin. For

each j, Rj has a centroid xj , and χj satisfies,
(a) Dχj(xj) is an isometry;
(b) Dχj(xj) · (R× 0) = Es(χj(xj);
(c) The C2-norm of χj and its inverse are bounded by 1 + τ ;
(d) There exists cj ∈ (τ, 2τ) such that the cone Cj = {u+v ∈ R2 : u ∈ R×{0}, v ∈ {0}×R, ‖v‖ ≤

cj‖u‖} satisfies: For each y ∈ Rj such that χj(y) /∈ S−, Dχj(y)Cj ⊃ Ĉs(χj(y)), and
DT−1(Dχj(y)Cj) ⊂ Ĉs(T−1(χj(y)));

(e) M+
i ⊂ ∪Lj=1χj(Rj ∩ (− rj

2 ,
rj
2 )2).

Choose r0 ≤ 1
2 minj rj ; r0 may be further reduced later, depending on δ. Fix B <∞ and consider

the set of functions
Ξ := {F ∈ C2([−r, r],R) : r ∈ (0, r0], F (0) = 0, |F |C1 ≤ τ, |F |C2 ≤ B} .

Define Ir = (−r, r). For x ∈ Rj ∩ (−rj/2, rj/2)2 such that x + (t, F (t)) ∈ Rj for t ∈ Ir, define
G(x, r, F )(t) := χj(x + (t, F (t)) for t ∈ Ir, i.e. G(x, r, F ) is the lift of the graph of F to M .
To abbreviate notation, we will refer to G(x, r, F ) as GF . It follows from the construction that
|GF |C1 ≤ (1 + τ)2 and G−1

F ≤ 1 + τ .
Our set of admissible stable curves is defined by,

Ŵs := {W = G(x, r, F )(Ir) : x ∈ Rj ∩ (rj/2, rj/2)2, r ≤ r0, F ∈ Ξ} .
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If necessary, we reduce r0 so that sup
W∈Ŵs |W | ≤ δ0, where δ0 is the length scale chosen in Conven-

tion
convention: n_0=1convention: n_0=1
2.3. Due to the uniform hyperbolicity of T , if T−nŴs represents the connected components of

T−nW for W ∈ Ŵs, then choosing B large enough, it follows that T−nŴs ⊂ Ŵs, up to subdivision
of long curves. With this choice of B, the set of real local stable manifolds of length at most δ0,
which we denote by Ws, satisfies Ws ⊂ Ŵs.

Next, we define two notions of distance5 which are used in the definition of our norms, namely
the strong unstable norm. For two curves W1(χi1 , x1, r1, F1) and W2(χi2 , x2, r2, F2), we define the
distance between them to be,

dWs(W1,W2) = η(i1, i2) + |x1 − x2|+ |r1 − r2|+ |F1 − F2|C1(Ir1∩Ir2 ),

where η(i1, i2) = 0 if i1 = i2 and η(i1, i2) =∞ otherwise, i.e. we only compare curves in the same
chart.

Given W1,W2 with dWs(W1,W2) < ∞ and two functions ψi ∈ C0(Wi), we define the distance
between them to be

d0(ψ1, ψ2) = |ψ1 ◦GF1 − ψ2 ◦GF2 |C0(Ir1∩Ir2 ) .

sec:transfer
3.2. Transfer operator. The main tool we will use to construct the measure of maximal entropy
is a weighted transfer operator, L. Because we do not have a conformal measure at our disposal a
priori, we will define the transfer operator acting on distributions defined via local stable manifolds.
Let W̃s denote the set of maximal connected local stable manifolds of T restricted to each M+

i .
Note that such manifolds have uniformly bounded length due to the the finite diameter of M and
the assumption that M+

i is simply connected. Due to the uniform hyperbolicity of T , µSRB-almost
every point in M has a stable manifold of positive length.

For any local stable manifold W , and α ∈ (0, 1], define the α-Hölder norm of a test function
ψ : M → C by

eq:holder defeq:holder def (3.1) |ψ|Cα(W ) = |ψ|C0(W ) +Hα
W (ψ) := sup

W
|ψ|+ sup

x 6=y∈W

|ψ(x)− ψ(y)|
dW (x, y)α ,

where dW (·, ·) denotes distance induced by the Riemannian metric restricted to W . Let C̃α(W )
denote the set of functions in C0(W ) with finite | · |Cα(W ) norm. With this notation, C̃1(W ) denotes
the set of Lipschitz functions on W .

Analogously, for each n ≥ 0, define Hα
W̃s

(ψ) = sup
W∈W̃s H

α
W (ψ), and

C̃α(W̃s) = {ψ : M → C | |ψ|∞ +Hα
W̃s

(ψ) <∞} .

The set C̃α(W̃s) together with the norm |ψ|Cα(W̃s) := |ψ|∞ +Hα
W̃s

(ψ) is a Banach space.
Since stable manifolds cannot be cut under Tn, if W ∈ W̃s, then TnW ⊂ V ∈ W̃s for each

n ≥ 0. This together with the uniform hyperbolicity of T and (
eq:exp defeq:exp def
2.1) implies that if ψ ∈ Cα(W̃s),

then ψ ◦ T ∈ Cα(W̃s) (see also (
eq:holdereq:holder
4.4)).

Then if f ∈ (C̃α(W̃s))∗ belongs to the dual of Cα(W̃s), the operator L : (C̃α(W̃s))∗ → (C̃α(W̃s))∗
is defined by,

eq:trans defeq:trans def (3.2) Lf(ψ) = f

(
ψ ◦ T
JsT

)
∀ψ ∈ Cα(W̃s) ,

where JsT denotes the stable Jacobian of T . By (
eq:distortioneq:distortion
2.4), it follows that6 JsTn ∈ C̃1(W̃s) for each

n ≥ 1.

5Neither of these distances will satisfy the triangle inequality, but that is irrelevant for our purposes.
6For x ∈W ∈ W̃s, JsT (x) = JWT (x).
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If f ∈ C0(M), then we identify f with a signed measure absolutely continuous with respect to
µSRB. We denote this integration by,

f(ψ) =
∫
M
ψ f dµSRB ,

for ψ ∈ C0(M). With this identification, we consider C0(M) ⊂ (C̃α(W̃s))∗. Then also by (
eq:trans defeq:trans def
3.2), for

any n ≥ 1, Lnf is absolutely continuous with respect to µSRB with density,

eq:transeq:trans (3.3) Lnf = f ◦ T−n

JsTn ◦ T−n
.

sec:norms
3.3. Definition of Norms. Let Ws denote those local stable manifolds having length at most
δ0, where δ0 is from Convention

convention: n_0=1convention: n_0=1
2.3. Note that Ws ⊂ Ŵs, yet Ws 6⊂ W̃s since W̃s contains only

maximal local stable manifolds (which are necessarily disjoint), while Ws contains stable manifolds
of any length less than δ0, many of which may overlap. We will define our norms by integrating on
elements of Ws against Hölder continuous test functions.

For W ∈ Ws and α > 0, let Cα(W ) denote the closure of C̃1(W ) in the Cα norm, defined in
(
eq:holder defeq:holder def
3.1).7 In this notation, then C1(W ) = C̃1(W ).
Now given a function f ∈ C1(M), define the weak norm of f by

|f |w = sup
W∈Ws

sup
ψ∈C1(W )
|ψ|C1(W )≤1

∫
W
f ψ dmW ,

where mW denotes arc length along W . Let |W | = mW (W ).
Next, choose α, β < 1 and p > 1 such that

eq:restricteq:restrict (3.4) 0 < 2β ≤ 1/p ≤ 1− α ≤ α0, and 1/p < α .

Define the strong stable norm of f by

‖f‖s = sup
W∈Ws

sup
ψ∈Cα(W )

|ψ|Cα(W )≤|W |−1/p

∫
W
f ψ dmW .

Recalling the notion of distance dWs(·, ·) between curves W ∈ Ws and the distance d0(·, ·) between
test functions on nearby curves defined in Section

sec:admissiblesec:admissible
3.1 and fixing ε0 ≤ r0, we define the strong

unstable norm of f by,

‖f‖u = sup
ε≤ε0

sup
W1,W2∈Ws

dWs (W1,W2)≤ε

sup
|ψi|C1(Wi)

≤1
d0(ψ1,ψ2)=0

ε−β
∣∣∣∣∫
W1

f ψ1 dmW1 −
∫
W2

f ψ dmW2

∣∣∣∣ .
Define the strong norm of f by ‖f‖B = ‖f‖s + cu‖f‖u, where cu > 0 is a constant to be chosen in
the proof of Lemma

lem:radiuslem:radius
4.3.

Finally, our weak space Bw is defined to be the completion of C1(M) in the weak norm, | · |w,
while our strong space B is defined to be the completion of C1(M) in the strong norm ‖ · ‖B.

rem:why real Remark 3.1. The definition of our spaces B and Bw is nearly the same as that in
demers liv
[DL, Section 2.2],

the key difference being that the norms in
demers liv
[DL] integrate along cone-stable curves Ŵs, while our

norms here integrate on local stable manifolds Ws. This change is necessary since the potential for
our weighted transfer operator, 1/JsT , is Hölder continuous along real stable manifolds, yet may
only be measurable along arbitrary stable curves. By restricting our norms to this smaller set of
curves, we are able to prove the essential Lasota-Yorke inequalities, Proposition

prop:LYprop:LY
4.2.

7This space is strictly smaller than the set of Cα functions, yet contains Cα
′
for each α′ > α. We adopt this usage

in order that the embedding of our strong space in our weak space is injective (Lemma
lem:includelem:include
3.4).
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sec:prelim
3.4. Preliminary facts about the Banach spaces.

lem:piece Lemma 3.2. Let Q be a (mod 0 w.r.t. µSRB) finite partition of M into open, simply connected
sets such that there exist constants K̄, CQ > 0 such that for each Q ∈ Q, and W ∈ Ws, Q ∩W
comprises at most K̄ connected components and for any ε > 0, mW (Nε(∂Q) ∩W ) ≤ CQε1/2.

a) Let γ > β/(1− β) and suppose ϕ is a function on M such that supQ∈Q |ϕ|Cγ(Q) <∞. Then
ϕ ∈ B.

b) There exists C > 0 such that if ϕ is such that supQ∈Q |ϕ|C1(Q) <∞ and f ∈ B, then ϕf ∈ B
and ‖ϕf‖B ≤ C‖f‖B supQ∈Q |ϕ|C1(Q).

Proof. To prove (a), a function ϕ as in the statement of the lemma can be approximated by C1

functions using mollification precisely as in
demzhang14
[DZ3, Lemma 3.5]. Part (b) follows along similar

lines using
demzhang14
[DZ3, Lemma 5.3]. Both proofs use the restrictions in (

eq:restricteq:restrict
3.4) we have assumed for the

parameters appearing in the norms. In particular. we need β ≤ 1/(2p), rather than simply β ≤ 1/p,
due to the weak transversality condition assumed on ∂Q. �

lem:embed Lemma 3.3. Let f ∈ C1(M) and ψ ∈ C̃1(W̃s). Then,

|f(ψ)| =
∣∣∣∣∫
M
f ψ dµSRB

∣∣∣∣ ≤ C|f |w(|ψ|∞ +H1
W̃s

(ψ)) .

Proof. Let f ∈ C1(M) and ψ ∈ C̃1(W̃s). We will estimate

f(ψ) =
∫
M
f ψ dµSRB .

To this end, we choose a foliation F = {Wξ}ξ∈Ξ ⊂ Ws of maximal local stable manifolds subdivided
according to the length scale δ0. We then disintegrate the measure µSRB into conditional measures
µξSRB on Wξ ∈ F and a factor measure µ̂SRB(ξ) on the index set Ξ of stable manifolds. Since
µSRB is smooth by assumption (P2), it follows from

Pesin1
[P, Proposition 6] (see also

chernov pw
[CZ, eq. (3.7)])

that the conditional measures µξSRB are absolutely continuous with respect to arc length, dµξSRB =
|Wξ|−1gξdmWξ

, where gξ is given by8

gξ(x)
gξ(y) = lim

n→∞

JWξ
Tn(x)

JWξ
Tn(y) for all x, y ∈Wξ .

This characterization, plus the normalization µξSRB(Wξ) = 1, uniquely determines gξ. It follows
from a standard estimate9 and (

eq:distortioneq:distortion
2.4) that gξ is uniformly log-Lipschitz continuous on Wξ, i.e. there

exists Cg ≥ 1 such that

eq:log geq:log g (3.5) 0 < C−1
g ≤ inf

ξ∈Ξ
inf
Wξ

gξ ≤ sup
ξ∈Ξ
|gξ|C1(Wξ) ≤ Cg <∞ .

8Both
Pesin1
[P] and

chernov pw
[CZ] give the analogous formula for the conditional measures of µSRB on unstable manifolds. Yet,

due to our assumption (P2), µSRB is an SRB measure for T−1 as well, and so enjoys the analogous properties on
stable manifolds of T .

9Note JWξT
n(z) =

∏n−1
j=0 JT jWξT (T jz) and for brevity let gn = JWξT

n. The limit of gn(x)/gn(y) exists if the
limit of log(gn(x)/gn(y)) exists. Now for n, k ≥ 1, we may estimate using (

eq:one groweq:one grow
2.3) and (

eq:distortioneq:distortion
2.4),∣∣∣∣log gn(x)

gn(y) − log gn+k(x)
gn+k(y)

∣∣∣∣ = log
JTnWξT

k(Tnx)
JTnWξT

k(Tny) ≤ CddT
nWξ (Tnx, Tny) ≤ CdC−1

e Λ−ndWξ (x, y) ,

so that the sequence log(gn(x)/gn(y)) is Cauchy and therefore converges. Thus the limit defining gξ exists. A similar
estimate shows that gn is log-Lipschitz with Lipschitz constant at most Cd, bounded independently of n, and so this
bound carries over to gξ.
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Using this disintegration, we write,

|f(ψ)| =
∣∣∣∣∣
∫
ξ∈Ξ

∫
Wξ

f ψ gξ |Wξ|−1dmWξ
dµ̂SRB(ξ)

∣∣∣∣∣
≤
∫
ξ∈Ξ
|f |w|ψ|C1(Wξ)|gξ|C1(Wξ)|Wξ|−1dµ̂SRB(ξ)

≤ Cg|f |w
(
|ψ|∞ +H1

W̃s
(ψ)

) ∫
ξ∈Ξ
|Wξ|−1dµ̂SRB(ξ) .

eq:decompeq:decomp (3.6)

To bound this last integral, we will apply some results of
chernov pw
[CZ], which studies hyperbolic maps with

singularities in an axiomatic context (Assumptions (H.1)-(H.5) in that paper), which include the
class of maps in the present paper, in addition to many dispersing and semi-dispersing billiards.
Indeed, the final integral in (

eq:decompeq:decomp
3.6) is precisely the Z-function, Z1(F), defined in

chernov pw
[CZ, eq. (4.7)] which

governs the average length of stable manifolds in the family F . (See also
chernov book
[CM, Exercise 7.15 and

Proposition 7.17] for a similar application of these ideas.) The parameters p and q in
chernov pw
[CZ] are both

equal to 1 in our context, due to our property (P1) and Convention
convention: n_0=1convention: n_0=1
2.3, which imply that T satisfies

the one-step expansion condition,
chernov pw
[CZ, Condition (H.5)] with parameter q = 1,

eq:one stepeq:one step (3.7) sup
W∈Ws

∑
Vi⊂T−1W

( |W |
|Vi|

)q |TVi|
|W |

≤ K1Λ−1 ≤ ρ < 1 ,

where Vi are the maximal, connected components of T−1W . The required bound on Z1(F) follows
from

chernov pw
[CZ, Lemma 4] (again with q = 1) since µSRB is obtained as the limit of standard pairs with

finite valued Z-function. �

lem:include Lemma 3.4. There is a sequence of continuous inclusions,
C1(M) ↪→ B ↪→ Bw ↪→ (Cα(Ws))∗ .

The first two inclusions are injective.

Proof. The continuity of the first inclusion follows from Lemma
lem:piecelem:piece
3.2 and its injectivity is obvious.

The continuity of the second inclusion follows from | · |w ≤ ‖ · ‖s. Its injectivity is a result of the
fact that we have defined ‖ · ‖s with respect to Cα(W ) rather than C̃α(W ), and C1(W ) is dense in
Cα(W ). Finally, the continuity of the third inclusion follows from Lemma

lem:embedlem:embed
3.3. �

By adding an additional weight to the weak norm, one can make the third inclusion in Lemma
lem:includelem:include
3.4

injective as well (see for example
demzhang14
[DZ3, Lemma 3.8]), but we will not need this property here. Our

final lemma in this section is essential for proving the quasi-compactness of L on B.

lem:compact Lemma 3.5. The unit ball of B is compactly embedded in Bw.

Proof. The lemma follows from
demers liv
[DL, Lemma 3.5]. The fact that

demers liv
[DL, Lemma 3.5] uses the family

of admissible curves Ŵs while we use the smaller set Ws ⊂ Ŵs does not affect the argument since
the family of functions defining Ws in each chart is still compact in the C1-metric. �

sec:growth
3.5. Growth Lemmas. In this section, we prove several growth lemmas which will be instrumental
in establishing precise upper and lower bounds on the spectral radius of our transfer operator. Many
of the results in this subsection and the next parallel those of

max
[BD, Section 5].

Given a curve W ∈ Ŵs, let G1(W ) denote the maximal connected components of T−1W on
which T is smooth, with long pieces subdivided so that they have length between δ0/2 and δ0. In
particular, elements of G1(W ) must belong to a single element ofM1

0, i.e. to a single component
M+
i of M . Inductively, define Gn(W ) to denote the collection of maximal connected components of

T−1V , where V ∈ Gn−1(W ), again subdividing long pieces into curves of length between δ0/2 and
δ0. We call Gn(W ), the nth generation of W .



14 MARK F. DEMERS

For each n, let Ln(W ) denote those elements of Gn(W ) having length at least δ0/3. Let In(W )
denote those elements Wi ∈ Gn(W ) such that for each 0 ≤ k ≤ n− 1, T kWi ⊂ V ∈ Gn−k(W ) and
|V | < δ0/3, i.e. In(W ) represents those elements in Gn(W ) that have always been contained in a
short element of Gn−k(W ) from time 1 to time n.

lem:growth Lemma 3.6. There exists C > 0 such that for all W ∈ Ŵs, and all n ≥ 0,
a) #In(W ) ≤ Kn

1 ≤ ρnκα0nΛn ;
b) #Gn(W ) ≤ Cδ−1

0 #Mn
0 ;

c)
∑

Wi∈Gn(W )

|Wi|1/p

|W |1/p
≤ Cδ−1+1/p

0 κ−n/p(#Mn
0 )1−1/p ;

d) #Mn
0 ≥ Cδ0Λn .

Proof. (a) This estimate follows from the fact that curves Wi ∈ In(W ) have always been contained
in a short element of Gn−k(W ) for each k between 0 and n− 1. Thus property (P1) (recalling also
Convention

convention: n_0=1convention: n_0=1
2.3) can be applied inductively in k to each element of In−k(W ), yielding the claimed

bound on the cardinality of these elements.

(b) The bound is trivial since each element of Gn(W ) belongs by definition to one element ofMn
0 .

Since the stable diameter of each component of Mn
0 is uniformly bounded in n, the connected

components of T−nW are subdivided into at most Cδ−1
0 curves to form the elements of Gn(W ), for

some uniform C > 0.

(c) Note that for Wi ∈ Gn(W ), using (
eq:exp defeq:exp def
2.1),

|TnWi| =
∫
Wi

JWiT
n dmWi ≥ |Wi|κn .

Thus,

∑
Wi∈Gn(W )

|Wi|1/p

|W |1/p
≤ κ−n/p

∑
Wi∈Gn(W )

|TnWi|1/p

|W |1/p
≤ κ−n/p

 ∑
Wi∈Gn(W )

1

1−1/p

≤ Cκ−n/pδ−1+1/p
0 (#Mn

0 )1−1/p ,

where we have used the Hölder inequality and part (b) of the lemma.

(d) Applying part (b) of the lemma, we have

|T−nW | =
∑

Wi∈Gn(W )
|Wi| ≤ δ0#Gn(W ) ≤ C#Mn

0 .

Then recalling (
eq:one groweq:one grow
2.3) and applying this to W ∈ Ws with |W | = δ0 completes the proof of the

lemma. �

Next we proceed to show that most elements of Gn(W ) are long, if the length scale is chosen
appropriately. For δ ∈ (0, δ0) and W ∈ Ŵs, define Gδn(W ) to be the smooth components of T−nW ,
with pieces longer than δ subdivided to have length between δ/2 and δ, i.e. Gδn(W ) is defined
precisely like Gn(W ), but with δ0 replaced by δ. Define Lδn(W ) to be the set of curves in Gδn(W )
having length at least δ/3, and let Sδn(W ) = Gδn(W ) \ Lδn(W ). Similarly, let Iδn(W ) denote those
elements of Sδn(W ) that have no ancestors of length at least δ/3.

lem:most grow Lemma 3.7. For all ε > 0, there exist δ ∈ (0, δ0) and n1 ∈ N such that for all n ≥ n1,

#Lδn(W ) ≥ (1− ε)#Gδn(W ) , for all W ∈ Ŵs with |W | ≥ δ/3.
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Proof. Fix ε ∈ (0, 1) and by Property (P1) and Remark
rem:iterate p1rem:iterate p1
2.2, choose n1 sufficiently large that

3C−1
e (K(n1 + `) + 1)Λ−n1−` < ε/2 for all 0 ≤ ` ≤ n1 − 1, where Ce ≤ 1 is from (

eq:one groweq:one grow
2.3). Next, choose

δ > 0 sufficiently small that if W ∈ Ŵs with |W | ≤ δ, then T−nW comprises at most K(n) + 1
smooth components of length at most δ0 for all n ≤ 2n1.

Now let W ∈ Ŵs with |W | ≥ δ/3. We shall prove that for n ≥ n1,

#Sδn(W ) ≤ ε#Gδn(W ) .

For n ≥ n1, write n = kn1 + ` for some 0 ≤ ` < n1. If k = 1, the above inequality follows
immediately since there are at most K(n1 + `) + 1 elements of Sδn1+`(W ) by choice of δ, while
by (

eq:one groweq:one grow
2.3), |T−n1−`W | ≥ CeΛn1+`|W | ≥ CeΛn1+`δ/3. Thus Gδn(W ) must contain at least CeΛn1+`/3

curves since each has length at most δ. Thus,

#Sδn1+`(W )
#Gδn1+`(W )

≤ 3C−1
e

K(n1 + `) + 1
Λn1+` <

ε

2 ,

by assumption on n1.
On the other hand, if k > 1 then we split n into k− 1 blocks of length n1 and one block of length

n1 + `. We group elements Wi ∈ Sδkn1+`(W ) by most recent long ancestor Vj ∈ Lδtn1(W ): t is the
greatest index ≤ k − 1 such that T (k−t)n1+`Wi ∈ Vj and Vj ∈ Lδtn1(W ). Note that we only consider
ancestors occurring in blocks of length n1. It is irrelevant for our estimate whether Wi has a long
ancestor at an intermediate time.

Since each |Vj | ≥ δ/3, it follows that Gδ(k−t)n1+`(Vj) must contain at least CeΛ(k−t)n1/3 curves of
length at most δ. Thus using Lemma

lem:growthlem:growth
3.6(a), we have

#Sδkn1+`(W )
#Gδkn1+`(W )

=
#Iδkn1+`(W )
#Gδkn1+`(W )

+

∑k−1
t=1

∑
Vj∈Lδtn1

(W ) #Iδ(k−t)n1+`(Vj)

#Gδkn1+`(W )

≤ (K(n1) + 1)k

CeΛkn1/3 +
k−1∑
t=1

∑
Vj∈Lδtn1

(W )(K(n1) + 1)k−t∑
Vj∈Lδtn1

(W )CeΛ(k−t)n1/3

≤ 3C−1
e

k∑
t=1

(K(n1) + 1)tΛ−tn1 ≤
k∑
t=1

(
ε

2

)t
< ε .

eq:est shorteq:est short (3.8)

�

The following corollary extends Lemma
lem:most growlem:most grow
3.7 to arbitrarily short curves, and is used in Lemma

lem:leafwiselem:leafwise
4.5

to prove the positivity of our maximal eigenvector on all elements of Ws.

cor:most grow Corollary 3.8. There exists C2 > 0 such that for any ε, δ and n1 as in Lemma
lem:most growlem:most grow
3.7,

#Lδn(W ) ≥ (1− 2ε)#Gδn(W ) , ∀W ∈ Ŵs, ∀n ≥ C2n1
| log(|W |/δ)|
| log ε| .

Proof. Fix ε, δ and n1 from Lemma
lem:most growlem:most grow
3.7. Suppose W ∈ Ŵs has |W | < δ/3, and let n > n1. We

decompose Gδn(W ) as in Lemma
lem:most growlem:most grow
3.7, and estimate the second sum in (

eq:est shorteq:est short
3.8) precisely as before.

The first term on the right hand side of (
eq:est shorteq:est short
3.8), #Iδn(W )/#Gδn(W ), is handled differently. Let

n2 denote the least integer ` such that Gδ` (W ) contains at least one element of length δ/3. Since
|T−`W | ≥ CeΛ`|W | by (

eq:one groweq:one grow
2.3), and Gδ` (W ) ≤ K`

1 by (P1) and Convention
convention: n_0=1convention: n_0=1
2.3, as long as |T−`W | ≤ δ0,

at least one element of Gδ` (W ) must have length at least CeΛ`|W |
K`

1
≥ Ceρ−`|W |. Thus

n2 ≤
| log(3Ce|W |δ−1)|

| log ρ| .
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Then calling V the element of Gδn2(W ) having length at least δ/3, we have

#Gδn(W ) ≥ #Gδn−n2(V ) ≥ CeΛn−n2/3 .
Thus

#Iδn(W )
#Gδn(W ) ≤

3(K(n1) + 1)bn/n1c

CeΛn
Λn2 ≤

(
ε

2

)bn/n1c
Λn2 .

Finally, since n2 = O(| log(|W |/δ)|), we may choose C2 sufficiently large, that if n ≥ C2n1
| log(|W |/δ)|
| log ε| ,

then the quantity on the right is at most ε, completing the proof of the corollary. �

Choosing ε = 1/3, we let δ1 > 0 and n1 be the corresponding quantities from Lemma
lem:most growlem:most grow
3.7. Fixing

this choice of δ1 and n1, we have

eq:delta_1eq:delta_1 (3.9) #Lδ1
n (W ) ≥ 2

3#Gδ1
n (W ), for all W ∈ Ŵs with |W | ≥ δ1/3 and all n ≥ n1.

Our next lemma shows that a positive fraction of elements ofMn
0 andM0

−n have length at least
δ1 in some direction. This will be essential to establishing the lower bounds of Section

sec:lowersec:lower
3.6. For

A ⊂M , let diams(A) denote the stable diameter of A, i.e. the length of the longest stable curve in
A. Similarly, define the unstable diameter diamu(A) to be the length of the longest unstable curve
in A.

The boundary of the partition defined by M0
−n is comprised of unstable curves belonging to

S−n = ∪n−1
i=0 T

i(S−). Similarly, ∂Mn
0 is comprised of the stable curves, S+

n = ∪n−1
i=0 T

−i(S+). In what
follows, we will find it convenient to invoke Convention

con:pointwisecon:pointwise
2.1 regarding the definition of T±1 on each

smooth component of S±. Let Lu(M0
−n) denote those elements ofM0

−n whose unstable diameter
is at least δ1/3, and let Ls(Mn

0 ) denote those elements of Mn
0 whose stable diameter is at least

δ1/3. The following lemma is the analogue of Lemma
lem:most growlem:most grow
3.7 for these dynamically defined partitions.

lem:long elements Lemma 3.9. There exist Cn1 > 0 and n3 ≥ n1 such that for all n ≥ n3,

#Ls(Mn
0 ) ≥ Cn1δ1#Mn

0 and #Lu(M0
−n) ≥ Cn1δ1#M0

−n .

Proof. We prove the bound for Ls(Mn
0 ). In order to prove the lemma, we will use the fact that the

boundary ofMn
0 is the set ∪n−1

j=0T
−jS+.

Let Ss(Mn
0 ) denote the elements of Mn

0 whose stable diameter is less than δ1/3. We have
Mn

0 = Ls(Mn
0 )∪Ss(Mn

0 ). Similarly, let Ss(T−jS+) denote the set of stable curves in T−jS+ whose
length is less than δ1/3.

The following sublemma will prove useful for establishing key claim in the proof.

sub:cross Sublemma 3.10. If a smooth stable curve Vi ∈ T−iS+ intersects a smooth curve Vj ⊂ T−jS+ for
i < j, then Vj must terminate on Vi.

Proof of Sublemma
sub:crosssub:cross
3.10. Suppose such an intersection occurs for j > i. Then T i+1(Vi) ⊂ S−

is an unstable curve, while T i+1(Vj) ⊂ S+
j−i−1 is a stable curve. Thus T i+1(Vj) must cross S−

transversally, and so T i(Vj) will be split into at least two smooth components since S− is the
singularity set for T−1. This implies that Vj cannot be a single smooth curve. �

Using the sublemma, we establish the following claim:

eq:claimeq:claim (3.10) #Ss(Mn
0 ) ≤ 2

n−1∑
j=0

#Ss(T−jS+) +B1n ,

for some B1 > 0. According to the sublemma, if A ∈ Ss(Mn
0 ), then either ∂A contains a short curve

in T−jS+ or ∂A contains an intersection point of two curves in T−jS+, for some 0 ≤ j ≤ n − 1.
But intersections of curves within T−jS+ are images of intersections of curves within S+, and the
cardinality of cells created by such intersections is bounded by some uniform constant B1 > 0
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depending only on S+. Since each short curve in T−jS+ belongs to the boundary of at most two
elements of Ss(Mn

0 ), the claim follows.
Now, we subdivide S+ into `0 smooth curves Vi of length between δ1/3 and δ1. For j ≥ n1,

recalling the notation Sδ1
j (Vi) for the short elements of the jth generation Gδ1

j (Vi) of subcurves in
T−jVi, we have by (

eq:delta_1eq:delta_1
3.9),

eq:short boundeq:short bound (3.11) #Ss(T−jS+) =
`0∑
i=1

#Sδ1
j (Vi) ≤ 1

3

`0∑
i=1

#Lδ1
j (Vi) .

Next, using (
eq:short boundeq:short bound
3.11), we estimate the sum over j in (

eq:claimeq:claim
3.10) by splitting it over two parts,

eq:j spliteq:j split (3.12) #Ss(Mn
0 ) ≤ B1n+ 2

n1−1∑
j=0

#Ss(T−jS+) + 2
3

n−1∑
j=n1

`0∑
i=0

#Lδ1
j (Vi) .

The cardinality of the first sum up to n1 − 1 is bounded by some constant C̄n1 depending only on
the map T and n1, but independent of n.

Next, we wish to relate #Lδ1
j (Vi) to #Ls(Mn

0 ) for j ≥ n1. Note that if V ′ ∈ Lδ1
j (Vi), then

|Tn−jV ′| ≥ CΛn−jδ1/3, so that #Gδ1
n−j(V ′) ≥ CΛn−j/3.

Now for each j such that n1 ≤ j ≤ n− 1− n1, and V ′ ∈ Lδ1
j (Vi), we may apply (

eq:delta_1eq:delta_1
3.9), so that

eq:relate jeq:relate j (3.13) #Lδ1
n−1(Vi) ≥

∑
V ′∈Lδ1

j (Vi)

#Lδ1
n−1−j(V

′) ≥ C ′Λn−1−j#Lδ1
j (Vi) .

For j > n− n1, we compare Lδ1
j (Vi) with Lδ1

n−1(Vi). Since K1 < Λ, there is at least one element of
Lδ1
j+1(Vi) for each element of Lδ1

j (Vi). Applying this inductively to j, we conclude,

#Lδ1
n−1(Vi) ≥ #Lδ1

j (Vi) .

Putting together this estimate with (
eq:relate jeq:relate j
3.13) in (

eq:j spliteq:j split
3.12), we estimate,

#Ss(Mn
0 ) ≤ B1n+ C̄n1 +

n−1−n1∑
j=n1

CΛj+1−n#Ls(T−n+1S+) +
n−1∑

j=n−n1

#Ls(T−n+1S+)

≤ B1n+ C̄n1 + Cδ−1
1 #Ls(Mn

0 ) + n1Cδ
−1
1 #Ls(Mn

0 ) ,

eq:almosteq:almost (3.14)

where in the second line we have used the fact that #Ls(T−n+1S+) ≤ Cδ−1
1 #Ls(Mn

0 ), which follows
from Sublemma

sub:crosssub:cross
3.10.

Finally, since #Mn
0 = #Ls(Mn

0 ) + #Ss(Mn
0 ), we estimate,

#Ls(Mn
0 ) ≥ #Mn

0 − C̄n1 −B1n

1 + Cδ−1
1 (1 + n1)

.

Since #Mn
0 ≥ Cδ0Λn by Lemma

lem:growthlem:growth
3.6(d) and n1 is fixed, we may choose n2 ∈ N such that #Mn

0 −
C̄n1 −B1n ≥ 1

2#Mn
0 , for all n ≥ n2. We conclude that there exists Cn1 > 0 such that for n ≥ n2,

#Ls(Mn
0 ) ≥ Cn1δ1#Mn

0 , completing the proof of the lemma for Ls(Mn
0 ).

The lower bound for #Lu(M0
−n) follows similarly, using the fact that (P1) also allows us to

control the evolution of unstable curves under Tn by controlling the complexity of S+
n . Note that

the analogue of Lemma
lem:most growlem:most grow
3.7 holds for forward iterates of unstable curves using precisely the same

proof. The constant κ does not appear in this argument, i.e. the fact that the rate of expansion
has a maximum is not needed for the proof. �
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sec:lower
3.6. Lower bounds on growth. The prevalence of long pieces established in Lemmas

lem:most growlem:most grow
3.7 and

lem:long elementslem:long elements
3.9

have the following important consequences.
lem:lower Lemma 3.11. Let δ1 be the length scale from (

eq:delta_1eq:delta_1
3.9). There exists c0 > 0, depending on δ1, such

that for all W ∈ Ŵs with |W | ≥ δ1/3 and n ≥ 1, we have #Gn(W ) ≥ c0#Mn
0 .

This lemma, in turn, implies the supermultiplicativity property for #Mn
0 .

prop:super Proposition 3.12. There exists c1 > 0 such that for all j, n ∈ N with j ≤ n, it holds,
#Mn

0 ≥ c1#Mn−j
0 #Mj

0 .

In order to establish Lemma
lem:lowerlem:lower
3.11, we recall the construction of Cantor rectangles. For x ∈ M ,

let W s(x) and W u(x) denote the maximal smooth components of the local stable and unstable
manifolds of x (which, by definition, belong to a single domain M+

i ).
We begin by defining a solid rectangle D ⊂M to be a closed region whose boundary comprises

exactly two stable manifolds and two unstable manifolds of positive length. Given such a region D,
define the locally maximal Cantor rectangle R in D to be the union of all points in D whose local
stable and unstable manifolds completely cross D. Locally maximal Cantor rectangles are endowed
with a natural product structure: for any x, y ∈ R, W u(x) ∩W s(y) belongs to R. Such rectangles
are closed, so their boundary coincides with the boundary of D. In this case, we write D = D(R)
to denote the fact that D is the smallest solid rectangle containing R.

Following
Li1
[L1], for a Cantor rectangle R, we call the core of R to be R ∩D1/4, where D1/4 is an

approximately concentric rectangle in D(R) with side lengths 1/4 the side lengths of D.
For a locally maximal Cantor rectangle R, we say that a stable (respectively unstable) curve W

properly crosses R if W intersects the rectangle D1/4(R), but does not terminate in D(R), and W
does not cross either of the stable (resp. unstable) boundaries of both D(R) and D1/4(R).

Proof of Lemma
lem:lowerlem:lower
3.11. Applying

Li1
[L1, Theorem 4.10], we may choose locally maximal Cantor rect-

angles Rδ1 = {R1, · · · , Rk}, with µSRB(Ri) > 0, whose stable and unstable boundaries have length
at most 1

10δ1 such that any stable or unstable curve of length at least δ1/3 properly crosses at
least one of them.10 Furthermore, we may choose the rectangles sufficiently small that both Ri and
Ri ∩D1/4(Ri) have positive µSRB-measure for each i. The number of rectangles k depends on δ1.

For brevity, denote by R∗i = Ri∩D1/4(Ri), the core of Ri. Due to the mixing property of (T, µSRB),
there exist ε > 0 and n4 ∈ N such that for all n ≥ n4, and all 1 ≤ i, j,≤ k, µSRB(R∗i ∩ T−nRj) ≥ ε.

We claim that for each n, at least one Cantor rectangle Ri ∈ Rδ1 is fully crossed in the unstable
direction by at least 1

k#Lu(M0
−n) elements of of M0

−n. This is because if A ∈ M0
−n, then ∂A

is comprised of unstable curves belonging to S−n . Since unstable manifolds cannot be cut under
iteration by T−n, S−n cannot intersect the unstable boundaries of Ri. Thus if A ∩ Ri 6= ∅, then
either ∂A terminates inside Ri or A fully crosses Ri. This implies that elements of Lu(M0

−n) fully
cross at least one Ri, and so at least one Ri must be fully crossed by at least 1

k such elements.
With the claim established, for each n, let Rin denote a Cantor rectangle that is fully crossed by

at least 1
k#Lu(M0

−n) elements ofM0
−n.

Now takeW ∈ Ŵs with |W | ≥ δ1/3. By construction, there exists Rj ∈ Rδ1 such thatW properly
crosses Rj in the stable direction. For each n ∈ N, using mixing, we have µSRB(R∗in ∩ T

−n4Rj) ≥ ε.
By

Li1
[L1, Lemma 4.13], there is a curve V ∈ Gδ1

n4(W ) that properly crosses Rin in the stable direction.
By choice of Rin , this implies that #Gn(V ) ≥ 1

k#Lu(M0
−n). Thus,

#Gn+n4(W ) ≥ 1
k#Lu(M0

−n) =⇒ #Gn(W ) ≥ C′

k #Lu(M0
−n) ,

10Once a Cantor rectangle of some size is constructed around µSRB-almost-every x ∈M , the existence of such a
finite family for any fixed length scale δ1 follows from the compactness of the set of stable (and also unstable) curves
of length ≥ δ1/3 in the Hausdorff metric, as in

chernov book
[CM, Lemma 7.87].
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where (C ′)−1 = Cδ−1
0 #Mn4

0 since #Gn+n4(W ) ≤ Cδ−1
0 #Mn4

0 #Gn(W ) by Lemma
lem:growthlem:growth
3.6(b).

Finally, by Lemma
lem:long elementslem:long elements
3.9, #Lu(M0

−n) ≥ Cn1δ1#M0
−n, which proves the lemma for n ≥ max{n3, n4}

since #M0
−n = #Mn

0 . The lemma extends to all n ∈ N by possibly reducing the constant c0 since
there are only finitely many values to correct for. �

Proof of Proposition
prop:superprop:super
3.12. Recall that since T−j(S−j ∪S

+
n−j) = S+

n , there is a one-to-one correspon-
dence between elements ofMn−j

−j andMn
0 for each j < n. Thus #Mn

0 = #Mn−j
−j , and this latter

partition is obtained by taking the maximal connected components ofM0
−j
∨
Mn−j

0 .
To prove the lemma, we will show that a positive fraction, independent of j and n, of elements

of Mn−j
0 intersect a positive fraction of elements of M0

−j . Recall that Lu(M0
−j) denotes those

elements of M0
−j with unstable diameter of length at least δ1/3 while Ls(Mn−j

0 ) denotes those
elements ofMn−j

0 with stable diameter of length at least δ1/3.
If A ∈ Ls(Mn−j

0 ) and V ⊂ A is a stable curve with |V | ≥ δ1/3, then #Gj(V ) ≥ c0#Mj
0 by

Lemma
lem:lowerlem:lower
3.11. Remark that up to subdivision of long pieces, each component of Gj(V ) corresponds

to one component of V \ S−j . Thus V intersects at least c0#Mj
0 = c0#M0

−j elements of M0
−j .

Applying this estimate to each A ∈ Ls(Mn−j
0 ), we obtain

#Mn
0 ≥ #Ls(Mn−j

0 ) · c0#Mj
0 ≥ Cn1δ1c0#Mn−j

0 #Mj
0 ,

where we have applied Lemma
lem:long elementslem:long elements
3.9 in the second inequality. This proves the lemma when n− j ≥ n3.

For n− j ≤ n3, since #Mn−j
0 ≤ #Mn3

0 , we obtain the lemma by possibly decreasing the value of
c1 since there are only finitely many values to correct for. �

cor:upper M Corollary 3.13. For all n ∈ N, #Mn
0 ≤ 2c−1

1 enh∗, where c1 > 0 is from Proposition
prop:superprop:super
3.12.

Proof. The proof follows using Proposition
prop:superprop:super
3.12, precisely as in

max
[BD, Proposition 4.6]. �

4. Spectral Properties of L
sec:spec

In this section, we prove the following theorem.

thm:spectral Theorem 4.1. The operator L acting on B is quasi-compact, with spectral radius equal to eh∗ and
essential spectral radius bounded by max{Λ−β, ρ}eh∗.

Since T is topologically mixing, L has a spectral gap: eh∗ is a simple eigenvalue (multiplicity 1
and no Jordan blocks) and the rest of the spectrum of L is contained in a disk of radius strictly
smaller than eh∗.

Let ν0 ∈ B be an eigenfunction for eigenvalue eh∗ defined by

ν0 := lim
n→∞

1
n

n−1∑
k=0

e−kh∗Lk1 .

Then ν0 6= 0 is a non-negative Radon measure on M .

The quasi-compactness of L is proved in Lemma
lem:radiuslem:radius
4.3, following the Lasota-Yorke inequalities of

Proposition
prop:LYprop:LY
4.2. The fact that L has a spectral gap is proved in Lemma

lem:gaplem:gap
4.6, while the characterization

of ν0 is proved in Lemma
lem:peripherallem:peripheral
4.4.

sec:LY
4.1. Lasota-Yorke Inequalities. The following proposition is the key component in establishing
the quasi-compactness of L.

prop:LY Proposition 4.2. There exists C > 0 such that for all n ≥ 0 and f ∈ B,
|Lnf |w ≤ Cδ−1

0 (#Mn
0 )|f |w ,eq:weak norm (4.1)

‖Lnf‖s ≤ Cδ−2
0 (#Mn

0 )
(
(Λ−αn + ρn)‖f‖s + κ−n/p|f |w

)
,eq:stable norm (4.2)

‖Lnf‖u ≤ Cδ−1
0 (#Mn

0 )(Λ−βn‖f‖u + κ−n/p‖f‖s) .eq:unstable norm (4.3)



20 MARK F. DEMERS

By density, it suffices to prove the proposition for f ∈ C1(M).

4.1.1. Weak norm bound. Take f ∈ C1(M), W ∈ Ws and ψ ∈ C1(W ), |ψ|C1(W ) ≤ 1. Recalling that
Gn(W ) denotes the decomposition of T−nW into elements of Ws, we estimate for n ≥ 1,∫

W
Lnf ψ dmW =

∑
Wi∈Gn(W )

∫
Wi

f ψ ◦ Tn dmWi ≤ |f |w
∑

Wi∈Gn(W )
|ψ ◦ Tn|C1(Wi) ,

where we have applied the weak norm of f to the integral on each Wi. Next, using the uniform
contraction of T along stable curves, we have

eq:holdereq:holder (4.4) |ψ ◦ T
n(x)− ψ ◦ Tn(y)|
dWi(x, y) = |ψ ◦ T

n(x)− ψ ◦ Tn(y)|
dW (Tnx, Tny)

dW (Tnx, Tny)
dWi(x, y) ≤ C|JsTn|C0(Wi)H

1
W (ψ) ,

for some uniform constant C > 0, using (
eq:exp defeq:exp def
2.1). Then since |ψ ◦ Tn|C0(Wi) ≤ |ψ|C0(W ), we have

|ψ ◦Tn|C1(Wi) ≤ C|ψ|C1(W ) ≤ C. Finally, applying Lemma
lem:growthlem:growth
3.6(b) to the sum over Gn(W ) and taking

the supremum over ψ ∈ C1(W ) and W ∈ Ws completes the proof of (
eq:weak normeq:weak norm
4.1).

4.1.2. Strong stable norm bound. Let f ∈ C1(M),W ∈ Ws and ψ ∈ Cα(W ) with |ψ|Cα(W ) ≤ |W |−1/p.
Let n ≥ 1. For each Wi ∈ Gn(W ), define ψi = |Wi|−1 ∫

Wi
ψ ◦ Tn dmWi . Proceeding as before, we

estimate

eq:stable spliteq:stable split (4.5)
∫
W
Lnf ψ dmW =

∑
Wi∈Gn(W )

∫
Wi

f (ψ ◦ Tn − ψi) dmWi +
∑

Wi∈Gn(W )
ψi

∫
Wi

f dmWi .

To each term in the first sum on the right hand side, we apply the strong stable norm,∫
Wi

f (ψ ◦ Tn − ψi) ≤ ‖f‖s|Wi|1/p|ψ ◦ Tn − ψi|Cα(Wi) ≤ C‖f‖s
|Wi|1/p

|W |1/p
|JsTn|αC0(Wi) ,

where we have applied the analogous estimate to (
eq:holdereq:holder
4.4) to the difference ψ◦Tn−ψi with the exponent

α. Since α > 1/p, using bounded distortion (
eq:distortioneq:distortion
2.4), we estimate

|Wi|1/p|JsTn|αC0(Wi) ≤ C|T
nWi|1/pΛ−n(α−1/p) .

Finally, summing over Wi, we obtain,∑
Wi∈Gn(W )

∫
Wi

f (ψ ◦ Tn − ψi) ≤ C‖f‖sΛ−n(α−1/p) ∑
Wi∈Gn(W )

|TnWi|1/p

|W |1/p

≤ C‖f‖sΛ−n(α−1/p)
(∑

i

|TnWi|
|W |

)1/p

(#Gn(Wi))1−1/p

≤ Cδ−1+1/p
0 ‖f‖sΛ−n(α−1/p)(#Mn

0 )1−1/p ≤ Cδ−1
0 Λ−αn‖f‖s#Mn

0 ,

eq:first stableeq:first stable (4.6)

where in the second line we have used the Hölder inequality and in the third we have used
Lemma

lem:growthlem:growth
3.6(b) and (d).

Next, we estimate the second sum in (
eq:stable spliteq:stable split
4.5). For this estimate, we group Wi ∈ Gn(W ) by most

recent long ancestor as follows. Recall that Lk(W ) denotes those elements of Gk(W ) whose length
is at least δ0/3. If Vj ∈ Lk(W ) is such that Tn−k(Wi) ⊂ Vj and k ≤ n is the largest such index
with this property, then we say that Vj is the most recent long ancestor of Wi. Let In−k(Vj) denote
those elements of Gn(W ) whose most recent long ancestor is Vj . If no such ancestor exists, then
Wi ∈ In(W ). Thus,∑

Wi∈Gn(W )
ψi

∫
Wi

f dmWi =
n∑
k=1

∑
Vj∈Lk(W )

∑
Wi∈In−k(Vj)

ψi

∫
Wi

f dmWi +
∑

Wi∈In(W )
ψi

∫
Wi

f dmWi .
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We use the strong stable norm to estimate the terms in In(W ),∑
Wi∈In(W )

ψi

∫
Wi

f dmWi ≤ ‖f‖s
∑

Wi∈In(W )

|Wi|1/p

|W |1/p
≤ ‖f‖sκ−n/p

∑
Wi∈In(W )

|TnWi|1/p

|W |1/p

≤ ‖f‖sκ−n/pKn(1−1/p)
1 ≤ ‖f‖sκ−n/pρnκα0nΛn ≤ ‖f‖sρnCδ−1

0 #Mn
0 ,

eq:short stableeq:short stable (4.7)

where we have used (
eq:exp defeq:exp def
2.1) for the second inequality, the Hölder inequality and Lemma

lem:growthlem:growth
3.6(a) for the

third and fourth inequalities, and the fact that α0 ≥ 1/p (from (
eq:restricteq:restrict
3.4)) and Lemma

lem:growthlem:growth
3.6(d) for the

last inequality.
For the remainder of the terms, we use the weak norm of f , and sum using Lemma

lem:growthlem:growth
3.6(a) from

time k to time n,
n∑
k=1

∑
Vj∈Lk(W )

∑
Wi∈In−k(Vj)

ψi

∫
Wi

f dmWi ≤
n∑
k=1

∑
Vj∈Lk(W )

∑
Wi∈In−k(Vj)

|W |−1/p|f |w

≤
n∑
k=1

∑
Vj∈Lk(W )

3δ−1/p
0 Kn−k

1
|Vj |1/p

|W |1/p
|f |w ≤

n∑
k=1

Cδ−1
0 Kn−k

1 κ−k/p(#Mk
0)1−1/p|f |w

≤ Cδ−1
0 |f |wκ

−n/p
n∑
k=1

ρn−kκα0(n−k)Λn−k#Mk
0 ≤ Cδ−2

0 c−1
1 κ−n/p#Mn

0 |f |w ,

where we have used Lemma
lem:growthlem:growth
3.6(c) to sum over Vj ∈ Lk(W ), as well as the fact that

Λn−k#Mk
0 ≤ Cδ−1

0 #Mn−k
0 #Mk

0 ≤ Cδ−1
0 c−1

1 #Mn
0 ,

by Proposition
prop:superprop:super
3.12. Putting this estimate together with (

eq:short stableeq:short stable
4.7) and (

eq:first stableeq:first stable
4.6) in (

eq:stable spliteq:stable split
4.5) yields,∫

W
Lnf ψ dmW ≤ Cδ−2

0
(
(Λ−αn + ρn)‖f‖s + κ−n/p|f |w

)
#Mn

0 ,

and taking the appropriate suprema over W and ψ completes the proof of (
eq:stable normeq:stable norm
4.2).

4.1.3. Strong unstable norm bound. Let f ∈ C1(M) and ε ∈ (0, ε0). Take W 1,W 2 ∈ Ws with
dWs(W 1,W 2) ≤ ε, and ψk ∈ C1(W k) such that |ψk|C1(Wk) ≤ 1 and d0(ψ1, ψ2) = 0. For n ≥ 1, we
subdivide Gn(W k) into matched and unmatched pieces as follows.

To each W 1
i ∈ Gn(W 1), we associate a family of vertical (in the chart) segments {γx}x∈W 1

i
of

length at most CΛ−nε such that if γx is not cut by an element of S+
n , its image Tnγx will have

length Cε and will intersect W 2. Due to the uniform transversality of stable and unstable cones,
such a segment T iγx will belong to the unstable cone for each i = 0, . . . , n, and so undergo the
uniform expansion due to (

eq:exp defeq:exp def
2.1).

In this way, we obtain a partition of W 1 into intervals for which Tnγx is not cut and intersects
W 2 and subintervals for which this is not the case. This defines an analogous partition of T−nW 1

and T−nW 2. We call two curves U1
j ⊂ T−nW 1 and U2

j ⊂ T−nW 2 matched if they are connected
by the foliation γx and their images under Tn are connected by Tnγx. We call the remaining
components of T−nW k unmatched and denote them by V k

i . With this decomposition, there is at
most one matched piece and two unmatched pieces for each W k

i ∈ Gn(W k), and we may write
T−nW k = (∪jUkj ) ∪ (∪iV k

i ).
We proceed to estimate,

eq:unstable spliteq:unstable split (4.8)
∣∣∣∣∫
W 1
Lnf ψ1 −

∫
W 2
Lnf ψ2

∣∣∣∣ ≤∑
j

∣∣∣∣∣
∫
U1
j

f ψ1 ◦ Tn −
∫
U2
j

f ψ2 ◦ Tn
∣∣∣∣∣+∑

k,i

∣∣∣∣∣
∫
V ki

f ψk ◦ Tn
∣∣∣∣∣ .

We begin by estimating the contribution from unmatched pieces. We say a curve V 1
i is created

at time j, 1 ≤ j ≤ n, if j is the first time that Tn−jV 1
i is not part of a matched curve in T−jW 1.
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Define,
Vj,` = {i : V 1

i is created at time j and Tn−jV 1
i ⊂W 1

` ∈ Gj(W 1)} .

Note that ∪i∈Vj,`V 1
i = W 1

` . Due to the expansion of T in the unstable cone and the uniform
transversality of S−j with the stable cone, it follows that |W 1

` | ≤ CΛ−jε. Now applying the strong
stable norm to each such curve at the time it is created,

∑
i

∫
V 1
i

f ψ1 ◦ Tn =
n∑
j=1

∑
W 1
`
∈Gj(W )

∫
W 1
`

Ln−jf ψi ◦ Tn−j

≤
n∑
j=1

∑
W 1
`
∈Gj(W )

|W 1
` |1/p‖Ln−jf‖s|ψ ◦ Tn−j |Cα(W 1

`
)

≤
n∑
j=1

∑
W 1
`
∈Gj(W )

CΛ−j/pε1/pδ−1
0 κ−(n−j)/p(#Mn−j

0 )‖f‖s

≤ Cδ−1
0 ε1/p‖f‖sκ−n/p

n∑
j=1

Λ−j/p#Mj
0#Mn−j

0 ≤ Cδ−1
0 ε1/p‖f‖sκ−n/p#Mn

0 ,

eq:unmatchedeq:unmatched (4.9)

where we have applied (
eq:stable normeq:stable norm
4.2) in the second inequality (actually, a simpler version suffices with no

need to subtract the average of the test function on each Wi), and Proposition
prop:superprop:super
3.12 in the fourth.

A similar estimate holds over the curves V 2
i .

Next, we estimate the matched pieces. Recall that according to our notation in Section
sec:admissiblesec:admissible
3.1 the

curve U1
j is associated with the quadruple (ij , xj , rj , F 1

j ) so that F 1
j is defined in the chart χij and

U1
j = G(xj , rj , F 1

j )(Irj ). By definition of our matching process, it follows that U2
j = G(xj , rj , F 2

j )(Irj )
for some function F 2

j defined in the same chart, so that the point xj + (t, F 1
j (t)) is associated with

the point xj + (t, F 2
j (t)) by the vertical line (0, s)s∈R in the chart.

Recall that GFkj = χi,j(xj + (t, F kj (t)), for t ∈ Irj . Define

ψ̃j = ψ1 ◦ Tn ◦GF 1
j
◦G−1

F 2
j
.

The function ψ̃j is well-defined on U2
j and d0(ψ̃j , ψ1 ◦ Tn) = 0. We can then estimate,

eq:unstable second spliteq:unstable second split (4.10)∑
j

∣∣∣∣∣
∫
U1
j

f ψ1 ◦ Tn −
∫
U2
j

f ψ2 ◦ Tn
∣∣∣∣∣ ≤∑

j

∣∣∣∣∣
∫
U1
j

f ψ1 ◦ Tn −
∫
U2
j

f ψ̃j

∣∣∣∣∣+
∣∣∣∣∣
∫
U2
j

f (ψ̃j − ψ2 ◦ Tn)
∣∣∣∣∣ .

We estimate the first term on the right side of (
eq:unstable second spliteq:unstable second split
4.10) using the strong unstable norm. It follows

from the uniform hyperbolicity of T and the usual graph transform arguments (see
demers liv
[DL, Section 4.3]),

that
dWs(U1

j , U
2
j ) ≤ CΛ−nε .

Moreover, by definition GF 1
j
, G−1

F 2
j
∈ C1 so that by (

eq:holdereq:holder
4.4), |ψ̃j |C1(U2

j ) ≤ C|ψ1|C1(W 1) for some uniform
constant C. Thus,

eq:match unstableeq:match unstable (4.11)
∑
j

∣∣∣∣∣
∫
U1
j

f ψ1 ◦ Tn −
∫
U2
j

f ψ̃j

∣∣∣∣∣ ≤ CεβΛ−βn‖f‖uδ−1
0 #Mn

0 ,

where we have used Lemma
lem:growthlem:growth
3.6(b) to sum over the matched pieces since there is at most one

matched piece per element of Gn(W 1).
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We estimate the second term on the right side of (
eq:unstable second spliteq:unstable second split
4.10) using the strong stable norm,∑

j

∣∣∣∣∣
∫
U2
j

f (ψ̃j − ψ2 ◦ Tn)
∣∣∣∣∣ ≤∑

j

‖f‖s|U2
j |1/p|ψ̃j − ψ2 ◦ Tn|Cα(U2

j ) .

It follows from
demers liv
[DL, Lemma 4.2 and eq. (4.20)] that,

|ψ̃j − ψ2 ◦ Tn|Cα(U2
j ) ≤ Cε1−α .

Putting this together with the above estimate and summing over j yields,∑
j

∣∣∣∣∣
∫
U2
j

f (ψ̃j − ψ2 ◦ Tn)
∣∣∣∣∣ ≤ Cε1−α‖f‖sδ−1

0 #Mn
0 .

Finally, collecting the above estimate with (
eq:match unstableeq:match unstable
4.11) in (

eq:unstable second spliteq:unstable second split
4.10) and adding the estimate over un-

matched pieces from (
eq:unmatchedeq:unmatched
4.9), yields by (

eq:unstable spliteq:unstable split
4.8),∣∣∣∣∫

W 1
Lnf ψ1 −

∫
W 2
Lnfψ2

∣∣∣∣ ≤ Cδ−1
0
(
εβΛ−βn‖f‖u + ε1−α‖f‖s + ε1/pκ−n/p‖f‖s

)
#Mn

0 .

Then, since β ≤ min{1 − α, 1/p} according to (
eq:restricteq:restrict
3.4), we may divide through by εβ, and take the

appropriate suprema to complete the proof of (
eq:unstable normeq:unstable norm
4.3).

sec:spectral
4.2. A spectral gap for L. We prove that L has a spectral gap in a series of lemmas, first estab-
lishing its quasi-compactness, Lemma

lem:radiuslem:radius
4.3, then characterizing elements of its peripheral spectrum,

Lemmas
lem:peripherallem:peripheral
4.4 and

lem:leafwiselem:leafwise
4.5, and finally concluding the existence of a spectral gap, Lemma

lem:gaplem:gap
4.6. These are

all the items of Theorem
thm:spectralthm:spectral
4.1.

lem:radius Lemma 4.3. The spectral radius of L on B is eh∗, while its essential spectral radius is at most
σeh∗ for any σ > max{Λ−β, ρ}. Thus L is quasi-compact on L. Moreover, the peripheral spectrum
of L contains no Jordan blocks.

Proof. First we establish the upper bound on the spectral radius of L using Proposition
prop:LYprop:LY
4.2

and Corollary
cor:upper Mcor:upper M
3.13. Fix σ < 1 such that σ > max{Λ−β, ρ}. Next, choose N > 0 such that

Cδ−2
0 2c−1

1 max{Λ−βN , ρN} ≤ 1
2σ

N . Finally, choose cu > 0 such that cuCδ−2
0 2c−1

1 κ−N/p ≤ 1
2σ

N .
Then,
‖LNf‖B = ‖LNf‖s + cu‖LNf‖u

≤
(

1
2σ

N‖f‖s + Cδ−2
0 2c−1

1 κ−N/p|f |w + cu
1
2σ

N‖f‖u + cuCδ
−1
0 2c−1

1 κ−N/p‖f‖s
)
eNh∗

≤
(
σN‖f‖B + C ′δ−2

0 κ−N/p|f |w
)
eNh∗ .

This is the standard Lasota-Yorke inequality for L, which, coupled with the compactness of the
unit ball of B in Bw (Lemma

lem:compactlem:compact
3.5), is sufficient to conclude

hennion
[H] that the essential spectral radius of

L is at most σeh∗ , and its spectral radius is at most eh∗ .
To prove the lower bound on the spectral radius, we estimate using (

eq:delta_1eq:delta_1
3.9) and Lemma

lem:lowerlem:lower
3.11. Take

W ∈ Ws with |W | ≥ δ1/3. Then for n ≥ n1 we have,

‖Ln1‖B ≥
∫
W
Ln1 dmW =

∑
Wi∈G

δ1
n

|Wi| ≥
∑

Wi∈L
δ1
n (W )

δ1/3

≥ 2δ1
9 #Gn(W ) ≥ 2δ1

9 c0#Mn
0 .

eq:lower speceq:lower spec (4.12)

Then taking the limit as n→∞ and using the definition of h∗,

lim sup
n→∞

1
n

log ‖Ln‖B ≥ lim sup
n→∞

1
n

log
(
‖Ln1‖B/‖1‖B

)
≥ lim sup

n→∞

1
n

log
(
#Mn

0
)

= h∗ ,
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which proves that the spectral radius of L is at least eh∗ . We conclude that the spectral radius of
L is in fact eh∗ and so L is quasi-compact since its essential spectral radius is bounded by σeh∗ .

Finally, the lack of Jordan blocks stems from Corollary
cor:upper Mcor:upper M
3.13 and Proposition

prop:LYprop:LY
4.2, which together

imply ‖Ln‖B ≤ Cenh∗ for all n ≥ 0. �

Let Vθ denote the eigenspace associated to the eigenvalue eh∗+2πiθ. Due to the quasi-compactness
of L and the absence of Jordan blocks, the spectral projector Πθ : B → Vθ is well-defined in the
uniform topology of L(B,B) and can be realized as,

eq:thetaeq:theta (4.13) Πθ = lim
n→∞

1
n

n−1∑
k=0

e−kh∗e−2πiθkLk .

Let V = ⊕θVθ, where the sum is taken over θ corresponding to eigenvalues of L. Note that V is finite
dimensional by the quasi-compactness of L. Analogously, and as in the statement of Theorem

thm:spectralthm:spectral
4.1,

define

eq:nu defeq:nu def (4.14) ν0 = Π01 := lim
n→∞

1
n

n−1∑
k=0

e−kh∗Lk1 .

Since we have proved uniform bounds of the form ‖Lk‖B ≤ Cekh∗ , the limit above exists and satisfies
Lν0 = eh∗ν0. A priori, however, ν0 may be 0 (if eh∗ is not in the spectrum of L). The following
lemma shows this is not the case, and provides an important characterization of the peripheral
spectrum of L.

Lemma 4.4. (Peripheral spectrum of L)lem:peripheral
a) The distribution ν0 = Π01 6= 0 is a non-negative Radon measure and eh∗ is in the spectrum

of L.
b) All elements of V are signed measures, absolutely continuous with respect to ν0.
c) The spectrum of e−h∗L consists of a finite number of cyclic groups; in particular, each θ is

rational.

Proof. (a) By density of C1(M) in B, since Vθ is finite-dimensional, it follows that ΠθC1(M) = Vθ.
Thus for each ν ∈ V, ν 6= 0, there exists f ∈ C1(M) such that Πθf = ν. Moreover, for every
ψ ∈ C1(M), we have

eq:projeq:proj (4.15) |ν(ψ)| = |Πθf(ψ)| ≤ lim
n→∞

1
n

n−1∑
k=0

e−h∗k|Lkf(ψ)| ≤ |f |∞Π01(|ψ|) ,

so that Π01 6= 0 since ν 6= 0. In particular, eh∗ is an eigenvalue of L. Moreover, since Π01 is positive
as an element of (C1(M))∗, it follows from

Sch
[Sch, Sect. I.4] that ν0 = Π01 is a non-negative Radon

measure on M .

(b) Applying (
eq:projeq:proj
4.15) again to ν ∈ Vθ, we conclude that every element of Vθ is a signed measure,

absolutely continuous with respect to ν0. Moreover, setting fν = dν
d(ν0) , it follows that fν ∈

L∞(M,ν0).

(c) Suppose ν ∈ Vθ. Then using part (b), for any ψ ∈ C1(M),∫
M
ψ fν dν0 = ν(ψ) = e−h∗e−2πiθLν(ψ) = e−h∗e−2πiθν(ψ ◦ T

JsT
)

= e−h∗e−2πiθν0(fν
ψ ◦ T
JsT

) = e−h∗e−2πiθLν0(ψfν ◦ T−1)

= e−2πiθ
∫
M
ψ fν ◦ T−1 dν0 .

eq:densityeq:density (4.16)
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Thus fν ◦ T−1 = e2πiθfν , ν0-a.e. Define fν,k = (fν)k ∈ L∞(ν0). It follows as in
demers liv
[DL, Lemma 5.5],

that dνk := fν,kdν0 ∈ B for each k ∈ N. Then since Lνk = e2πikθνk, it follows that e2πikθ is in the
peripheral spectrum of L for each k. By the quasi-compactness of L, this set must be finite, and so
θ must be rational. �

We remark that elements of Bw can be viewed as both distributions on M , as well as families of
leafwise distributions on stable manifolds as follows (cf.

max
[BD, Definition 7.5]). For f ∈ C1(M), the

map defined by
K(W,f)(ψ) =

∫
W
fψ dmW , ψ ∈ C1(W ) ,

can be viewed as a distribution of order 1 on W . Since K(W,f)(ψ) ≤ |f |w|ψ|C1(W ), K(W, · ) can be
extended to f ∈ Bw. We denote this extension by

∫
W ψf , and we call the associated family of

distributions the leafwise distribution (f,W )W∈Ws corresponding to f . If, in addition, f ∈ Bw
satisfies

∫
W ψf ≥ 0 for all ψ ≥ 0, then by

Sch
[Sch, Section I.4], the leafwise distribution is in fact a

leafwise measure.
Recall the disintegration of µSRB used in the proof of Lemma

lem:embedlem:embed
3.3 into conditional measures µξSRB

on the family of stable manifolds F = {Wξ}ξ∈Ξ, and a factor measure µ̂SRB on the index set Ξ. We
have dµξSRB = |Wξ|−1gξdmWξ

, where gξ is uniformly log-Hölder continuous by (
eq:log geq:log g
3.5).

lem:leafwise Lemma 4.5. Let νξ0 and ν̂0 denote the conditional measures on Wξ and factor measure on Ξ,
respectively, obtained by disintegrating ν0 on the family of stable manifolds F . For all ψ ∈ C1(M),∫

Wξ

ψ dνξ0 =
∫
Wξ

ψ gξ ν0∫
Wξ

gξ ν0
for all ξ ∈ Ξ, and dν̂0(ξ) = |Wξ|−1

( ∫
Wξ

gξ ν0
)
dµ̂SRB(ξ) .

Moreover, viewed as a leafwise measure, ν0(W ) > 0 for all W ∈ Ws.

Proof. We prove the last claim first. For W ∈ Ws, let n2 ≤ C̄2| log(|W |/δ1)| be the constant from
the proof of Corollary

cor:most growcor:most grow
3.8 applied in the case ε = 1/3 and δ1 as chosen in (

eq:delta_1eq:delta_1
3.9). Let V ∈ Gδ1

n2(W )
have |V | ≥ δ1/3. Then using (

eq:delta_1eq:delta_1
3.9) and Lemma

lem:lowerlem:lower
3.11,∫

W
ν0 = lim

n→∞
1
n

n−1∑
k=0

e−kh∗
∫
W
Lk1 dmW ≥ lim

n→∞
1
n

n−1∑
k=n1+n2

e−kh∗
∑

Wi∈Gk−n2 (V )
|Wi|

≥ lim
n→∞

1
n

n−1∑
k=n1+n2

e−kh∗ 2δ1
9 c0#Mk−n2

0 = 2c0δ1
9 e−(n1+n2)h∗ lim

n→∞

∞∑
k=0

e−kh∗#Mk
0 .

We claim that the last limit cannot be 0. For suppose it were 0. Then for any W ∈ Ws, ψ ∈ C1(W ),
we would have by Lemma

lem:growthlem:growth
3.6(b),∫

W
ψ ν0 = lim

n→∞
1
n

n−1∑
k=0

e−kh∗
∫
W
ψLk1 dmW ≤ lim

n→∞
1
n

n−1∑
k=0

e−kh∗
∑

Wi∈Gk(W )
|ψ|∞|Wi|

≤ lim
n→∞

1
n

n−1∑
k=0

e−kh∗C#Mk
0 = 0 ,

which would imply ν0 = 0, a contradiction. This proves the claim, and recalling the definition of
n2, we conclude that

eq:nu positiveeq:nu positive (4.17) ν0(W ) ≥ C ′|W |h∗C̄2 for all W ∈ Ws.

With (
eq:nu positiveeq:nu positive
4.17) established, the remainder of the proof follows from the definition of convergence in

the weak norm, precisely as in
max
[BD, Lemma 7.7]. �
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We are finally ready to prove the final point of our characterization of the peripheral spectrum
of L.

lem:gap Lemma 4.6. L has a spectral gap on B.

Proof. Recalling Lemma
lem:peripherallem:peripheral
4.4(c), suppose νq ∈ Vp/q. Then Lqνq = eqh∗νq and Lqν0 = eqh∗ν0. Since

T q is also mixing and the spectral radius of Lq is eqh∗ , it suffices to prove that mixing implies the
eigenspace corresponding to eh∗ is simple in order to conclude that L can have no other eigenvalues
of modulus eh∗ , i.e. L has a spectral gap. We proceed to prove this claim.

Suppose ν1 ∈ V0. We will show that ν1 = cν0 for some constant c > 0. By (
eq:densityeq:density
4.16), there exists

f1 ∈ L∞(ν0) such that f1ν1 = ν0 and f1 ◦ T = f1, ν0-a.e. Letting

Snf1(x) =
n−1∑
k=0

f1 ◦ T k(x) ,

it follows that the ergodic average 1
nSnf1 = f1 for all n ≥ 0. This implies that f1 is constant on

stable manifolds. In addition, since by Lemma
lem:leafwiselem:leafwise
4.5 and (

eq:nu positiveeq:nu positive
4.17), the factor measure ν̂0 is equivalent

to µ̂SRB on the index set Ξ, we have that f1 = f1 ◦ T on µ̂SRB a.e. Wξ ∈ F , i.e. f1 = f1 ◦ T ,
µSRB-a.e. By the ergodicity of µSRB, f1 = constant µSRB-a.e. But since this constant value holds
on each stable manifold Wξ ∈ F , using again the equivalence of ν̂0 and µ̂SRB, we conclude that f1
is constant ν0-a.e. �

5. Construction and Properties of the Measure of Maximal Entropy
sec:max

Since L : B → B has a spectral gap, we may decompose L as

eq:L decompeq:L decomp (5.1) Lnf = enh∗Π0f +Rnf for any n ≥ 1, f ∈ B,

where Π2
0 = Π0, Π0R = RΠ0 = 0 and there exists σ̄ < 1 and C > 0 such that ‖e−nh∗Rn‖B ≤ Cσ̄n.

Indeed, we may recharacterize the definition of the spectral projector Π0 in (
eq:thetaeq:theta
4.13) as,

Π0f = lim
n→∞

e−nh∗Lnf ,

where convergence is in the B norm. Indeed, letting W ∈ Ws with |W | ≥ δ1/3, we have by
Lemma

lem:growthlem:growth
3.6(b) and (

eq:nu positiveeq:nu positive
4.17),

0 < ν0(W ) = lim
n→∞

e−nh∗
∫
W
Ln1 dmW = lim

n→∞
e−nh∗

∑
Wi∈Gn(W )

|Wi|

≤ lim inf
n→∞

Ce−nh∗#Mn
0 .

This implies the final limit cannot be 0. We have proved the following.

lem:lower M Lemma 5.1. There exists c̄1 > 0 such that #Mn
0 ≥ c̄1e

nh∗ for all n ≥ 1.

Next, consider the dual operator, L∗ : B∗ → B∗, which also has a spectral gap. Recalling our
identification of f ∈ C1(M) with the measure fdµSRB from Section

sec:transfersec:transfer
3.2, define

eq:tnu defeq:tnu def (5.2) ν̃0 := lim
n→∞

e−nh∗(L∗)ndµSRB ,

where convergence is in the dual norm, ‖·‖B∗ . Clearly, ν̃0 ∈ B∗, and L∗ν̃0 = eh∗ ν̃0. By the positivity
of the operator L∗, we have ν̃0(f) ≥ 0 for each f ∈ C1(M) with f ≥ 0 (recalling C1(M) ⊂ B). Thus
again applying

Sch
[Sch, Section I.4], we conclude that ν̃0 is a Radon measure on M .

Next, defining fn = e−nh∗Ln1 ∈ B for n ≥ 1, we have,

ν̃0(fn) = lim
k→∞

e−kh∗〈fn, (L∗)kdµSRB〉 = lim
k→∞

e−kh∗〈Lkfn, dµSRB〉 ,
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where 〈·, ·〉 denotes the pairing between an element of B and an element of B∗. Then, decomposing
µSRB into its conditional measures µξSRB and factor measure µ̂SRB on Wξ, ξ ∈ Ξ, as in the proof of
Lemma

lem:embedlem:embed
3.3, and letting Ξδ1 ⊂ Ξ denote the set of indices such that |Wξ| ≥ δ1/3, we estimate

ν̃0(fn) = lim
k→∞

∫
M
fn+k dµSRB = lim

k→∞

∫
Ξ
dµ̂SRB(ξ) e−(n+k)h∗

∫
Wξ

Ln+k1 gξ dmWξ
|Wξ|−1

≥ lim
k→∞

∫
Ξδ1

dµ̂SRB(ξ) e−(n+k)h∗
∑

Wξ,i∈L
δ1
n+k(Wξ)

inf
Wξ

gξ |Wξ,i||Wξ|−1

≥ lim
k→∞

∫
Ξδ1

dµ̂SRB(ξ) e−(n+k)h∗C−1
g

2c0
9 #Mn+k

0 ≥ µ̂SRB(Ξδ1)C−1
g

2c0
9 c̄1 ,

for all n ≥ 1, where we have used (
eq:delta_1eq:delta_1
3.9) and Lemma

lem:lowerlem:lower
3.11 for the second inequality, and Lemma

lem:lower Mlem:lower M
5.1

for the third. Since this lower bound is independent of n, we have ν̃0(ν0) > 0.
We can at last formulate the following definition, which is our candidate for the measure of

maximal entropy.

def:mu_* Definition 5.2. For ψ ∈ C1(M), define,

µ∗(ψ) := 〈ψν0, ν̃0〉
〈ν0, ν̃0〉

.

The measure µ∗ is a probability measure on M due to the positivity of ν0 and ν̃0, and since
〈ν0, ν̃0〉 6= 0. Moreover, µ∗(ψ ◦ T ) = µ∗(ψ) so that µ∗ is an invariant measure for T .

We may also characterize the spectral projector Π0 in terms of this pairing: for any f ∈ B, it
follows from (

eq:L decompeq:L decomp
5.1) and (

eq:tnu defeq:tnu def
5.2) that,

eq:projectoreq:projector (5.3) Π0f = 〈f, ν̃0〉
〈ν0, ν̃0〉

ν0 .

It follows immediately from the spectral gap of L that µ∗ has exponential decay of correlations.

prop:decay Proposition 5.3. For all q > 0, there exist constants C = C(q) and γ = γ(q) > 0 such that for all
ϕ,ψ ∈ Cq(M),∣∣∣∣∫

M
ϕψ ◦ Tn dµ∗ −

∫
M
ϕdµ∗

∫
M
ψ dµ∗

∣∣∣∣ ≤ C|ϕ|Cq(M)|ψ|Cq(M)e
−γn for all n ≥ 0.

Proof. We prove the proposition for ϕ,ψ ∈ C1(M). The result for q ∈ (0, 1) then follows by a
standard approximation argument.

First we verify that ψ ◦Tnν̃0 is an element of B∗ for ψ ∈ C1(M) and n ≥ 1. We do this by noting
that for any ψ ∈ C1(M), ψν̃0 ∈ B∗ by simply defining,

〈f, ψν̃0〉 := 〈ψf, ν̃0〉 for any f ∈ B,

and the expression on the right is bounded by |ψ|C1‖f‖B‖ν0‖B∗ by Lemma
lem:piecelem:piece
3.2(b), and so the pairing

defines a bounded, linear functional on B, with norm at most |ψ|C1‖ν̃0‖B∗ . Next, define for n ≥ 1,

eq:dualeq:dual (5.4) 〈f, ψ ◦ Tnν̃0〉 := 〈e−nh∗Lnf, ψν0〉 = 〈ψ e−nh∗Lnf, ν0〉 .

The expression on the right is bounded by

‖ψe−nh∗Lnf‖B‖ν̃0‖B∗ ≤ |ψ|C1(M)e
−nh∗‖Lnf‖B‖ν̃0‖B∗ ≤ C|ψ|C1(M)‖f‖B‖ν̃0‖B∗ ,

where we have used Lemma
lem:piecelem:piece
3.2(b) for the first inequality and (

eq:L decompeq:L decomp
5.1) for the second, since in particular,

e−nh∗‖Lnf‖B ≤ C. Thus (
eq:dualeq:dual
5.4) defines a bounded, linear functional on B, so ψ ◦ Tnν̃0 ∈ B∗.
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Finally, using Definition
def:mu_*def:mu_*
5.2 and (

eq:dualeq:dual
5.4), noting that ϕν0 ∈ B by Lemma

lem:piecelem:piece
3.2(b), and recalling again

(
eq:L decompeq:L decomp
5.1), we write∫

M
ϕψ ◦ Tn dµ∗ = 〈ϕν0, ψ ◦ Tnν̃0〉

〈ν0, ν̃0〉
= 〈e

−nh∗Ln(ϕν0), ψν̃0〉
〈ν0, ν̃0〉

= 〈Π0(ϕν0) + e−nh∗Rn(ϕν0), ψν̃0〉
〈ν0, ν̃0〉

= 〈ϕν0, ν̃0〉
〈ν0, ν̃0〉

〈ν0, ψν̃0〉
〈ν0, ν̃0〉

+ 〈e
−nh∗Rn(ϕν0), ψν̃0〉

〈ν0, ν̃0〉
,

where we have used (
eq:projectoreq:projector
5.3). The first term on the right is simply

∫
M ϕdµ∗

∫
M ψ dµ∗. The second

term is bounded by,
Ce−nh∗‖Rn(ϕν0)‖B‖ψν̃0‖B∗ ≤ C ′σ̄n‖ϕν0‖B|ψ|C1‖ν̃0‖B∗ ≤ C ′′σ̄n|ϕ|C1 |ψ|C1 ,

where we have used Lemma
lem:piecelem:piece
3.2(b) and C ′′ depends on ‖ν0‖B, ‖ν̃0‖B∗ , and 〈ν0, ν̃0〉. �

sec:hyper
5.1. Hyperbolicity and Ergodicity of µ∗. We begin by showing that µ∗ gives small measure to
ε-neighborhoods of the singularity sets S±n .

lem:control Lemma 5.4. For any k ∈ N, there exists Ck > 0 such that
µ∗(Nε(S±k )) ≤ Ckε1/p .

In particular, for any γ > p and k ∈ N, for µ∗-a.e. x ∈M , there exists C > 0 such that
eq:approacheq:approach (5.5) d(Tnx,S±k ) ≥ Cn−γ , for all n ≥ 0.

Proof. First we prove the claimed bounds with respect to ν0 for each S−k , k ≥ 1. Let 1k,ε denote the
indicator function of the set Nε(S−k ). Since S−k comprises finitely many smooth curves, all uniformly
transverse to the stable cone, by Lemma

lem:piecelem:piece
3.2(b), 1k,εν0 ∈ B, and as a consequence, 1k,εν0 ∈ Bw. We

claim that,
eq:nu boundeq:nu bound (5.6) ν0(Nε(S−k )) ≤ C|1k,εν0|w ≤ Ckε1/p .

Indeed, the first inequality follows from Lemma
lem:embedlem:embed
3.3. To prove the second inequality, let W ∈ Ws

and ψ ∈ C1(W ) with |ψ|C1(W ) ≤ 1. Due to the transversality of S−k with the stable cone,W ∩Nε(S−k )
comprises at most a finite number Nk of curves, depending only on S−k and δ0, and not on W , each
having length at most Cε. Thus,∫

W
1k,ε ψ ν0 =

∑
i

∫
Wi

ψ ν0 ≤
∑
i

‖ν0‖B|Wi|1/p|ψ|Cα(Wi) ≤ CNkε
1/p ,

and taking the supremum over ψ and W proves the second inequality in (
eq:nu boundeq:nu bound
5.6).

Next, it follows from (
eq:tnu defeq:tnu def
5.2) and Lemma

lem:embedlem:embed
3.3 that

eq:weak dualeq:weak dual (5.7) |ν̃0(f)| ≤ C|f |w, for all f ∈ Bw,
so that in fact ν̃0 ∈ B∗w ⊂ B∗. Thus for each k ≥ 1, by (

eq:nu boundeq:nu bound
5.6),

µ∗(Nε(S−k )) = ν̃0(1k,εν0)
ν̃0(ν0) ≤ C|1k,εν0|w ≤ CCkε1/p .

To prove the bound for S+
k , we use the invariance of µ∗ together with the fact that T−kS−k = S+

k .
Moreover, we have T k(Nε(S+

k )) ⊂ NCκk+ε(S
−
k ), where κ+ is the maximum rate of expansion in the

unstable cone.
Finally, to prove (

eq:approacheq:approach
5.5), we fix γ > p and estimate for each k ∈ N,∑

n≥1
µ∗(Nn−γ (S±k )) ≤ Ck

∑
n≥1

n−γ/p <∞ .

Thus by the Borel-Cantelli Lemma, µ∗-a.e. x ∈M visits Nn−γ (S±k ) only finitely many times along
its orbit, completing the proof of the lemma. �
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Lemma
lem:controllem:control
5.4 immediately implies the following corollary.

cor:atomic Corollary 5.5. The following items establish the hyperbolicity of the measure µ∗.
a) For any C1 curve V uniformly transverse to the stable cone, there exists C > 0 such that

ν0(Nε(V )) ≤ Cε for all ε > 0.
b) The measures ν0 and µ∗ have no atoms, and µ∗(W ) = 0 for all local stable and unstable

manifolds, W .
c)
∫
M | log d(x,S±1 )| dµ∗ <∞.

d) µ∗-a.e. x ∈M has a stable and an unstable manifold of positive length.

Proof. The proof follows directly from the control established on the measures of the neighborhoods
of the singularity sets in Lemma

lem:controllem:control
5.4. The argument follows exactly as in

max
[BD, Corollary 7.4]. �

With the control established in Lemma
lem:controllem:control
5.4, we may follow the same arguments as in

max
[BD,

Section 7.3] to establish the ergodicity of the measure µ∗. Indeed, our control is stronger than the
bounds µ∗(Nε(S±k )) ≤ Ck| log ε|γ for some γ > 1 available in

max
[BD], and the Hölder continuity of our

strong norm ‖ · ‖u is stronger than the logarithmic modulus of continuity available in
max
[BD]. The

key result is establishing the absolute continuity of the unstable foliation with respect to µ∗. Given
a locally maximal Cantor rectangle R, let Ws/u(R) be the set of stable/unstable manifolds that
cross D(R) completely (see Section

sec:lowersec:lower
3.6).

prop:cont Proposition 5.6. Let R be a locally maximal Cantor rectangle with µ∗(R) > 0. Fix W 0 ∈ Ws(R),
and for W ∈ Ws(R), let ΘW : W 0 ∩R→ W ∩R denote the holonomy map sliding along unstable
manifolds in Wu(R). Then ΘW is absolutely continuous with respect to µ∗.

Proof. This is
max
[BD, Corollary 7.9]. Its proof relies on the analogous property of absolute continuity

for ν0, which in turn follows from the control established by the strong norm and Lemma
lem:controllem:control
5.4. The

final step in the proof is to show that on each W ∈ Ws(R), the conditional measure µW∗ of µ∗ is
equivalent to the leafwise measure ν0 restricted to W , i.e. there exists CW > 0 such that

eq:equivalenceeq:equivalence (5.8) CWµ
W
∗ ≤ ν0|W ≤ C−1

W µW∗ .

This equivalence of the measures follows from the representation of ν0 as a family of leafwise
measures given by Lemma

lem:leafwiselem:leafwise
4.5 as well as the characterization of µ∗ via the limit,

µ∗(ψ) = ν̃0(ν)−1ν̃0(ψν) = ν̃0(ν0)−1 lim
n→∞

e−nh∗(L∗)ndµSRB(ψν) ,

from (
eq:tnu defeq:tnu def
5.2). �

cor:ergodic Corollary 5.7. The absolute continuity of the unstable holonomy with respect to µ∗ implies the
following additional properties.

a) (Tn, µ∗) is ergodic for all n ≥ 1.
b) For any open set O ⊂M , we have µ∗(O) > 0.

Proof. a) Using absolute continuity, one establishes that each Cantor rectangle belongs to a single
ergodic component following the usual Hopf argument

max
[BD, Lemma 7.15]. Then the ergodicity of

Tn follows from the assumption that T is topologically mixing
max
[BD, Proposition 7.16].

b) The proof is identical to the proof of
max
[BD, Proposition 7.11]. �

sec:entropy
5.2. Entropy of µ∗. In this section, we prove that the measure-theoretic entropy of µ∗ is h∗, by
estimating the measure of dynamically defined Bowen balls for T−1. Recall the metric d̄ defined in
(
eq:bar deq:bar d
2.2). For n ≥ 0 and ε > 0 and x ∈M , define

Bn(x, ε) = {y ∈M : d̄(T−jy, T−jx) ≤ ε, ∀ 0 ≤ j ≤ n} .



30 MARK F. DEMERS

lem:bowen Lemma 5.8. There exists C > 0 such that for all ε > 0 sufficiently small and all n ≥ 0, we have11

µ∗(Bn(x, ε)) ≤ Cne−nh∗ .

Proof. Fix x ∈ M , ε > 0 and n ≥ 0, and let 1Bn,ε denote the indicator function of the Bowen ball
Bn(x, ε). We shall prove

eq:goaleq:goal (5.9) µ∗(Bn(x, ε))) =
ν̃0(1Bn,εν0)
ν̃0(ν0) ≤ C|1Bn,εν0|w ≤ Cne−nh∗ ,

where C > 0 can be chosen independent of ε. The first inequality follows from (
eq:weak dualeq:weak dual
5.7), once we show

that 1Bn,εν0 ∈ Bw. To see this, write

1Bn,ε =
n∏
j=0

1Nε(T−jx) ◦ T−j =
n∏
j=0
LjSRB(1Nε(T−jx)) ,

where LSRB denotes the transfer operator with respect to µSRB. Since LSRB preserves Bw (and also
B) by

demers liv
[DL], the claim follows since 1Nε(T−jx) satisfies the assumptions of Lemma

lem:piecelem:piece
3.2: ∂Nε(T−jx)

consists of a single circular arc, together with possibly part of ∂M , both of which satisfy the weak
transversality condition of that lemma for ε sufficiently small. Applying Lemma

lem:piecelem:piece
3.2(b) inductively

in j completes the proof of the claim, and of the first inequality in (
eq:goaleq:goal
5.9).

Next, since ν0 is a non-negative leafwise measure by Lemma
lem:leafwiselem:leafwise
4.5, we have

∫
W ψ ν0 ≥ 0 for all

W ∈ Ws and ψ ≥ 0. Then since |
∫
W ψ ν0| ≤

∫
W |ψ| ν0, we can achieve the supremum in the weak

norm of ν0 by restricting to test functions ψ ≥ 0.
Now take W ∈ Ws, ψ ∈ C1(W ) with ψ ≥ 0 and |ψ|C1(W ) ≤ 1, and suppose that W ∩Bn(x, ε) 6= ∅.

Then using that ν0 is an eigenfunction of L,∫
W
ψ 1Bn,ε ν0 =

∫
W
ψ 1Bn,ε e−nh∗Lnν0 = e−nh∗

∑
Wi∈Gn(W )

∫
Wi

ψ ◦ Tn 1Bn,ε ◦ Tn ν0 .

Observe that 1Bn,ε ◦ Tn = 1T−n(Bn(x,ε)), and that

T−n(Bn(x, ε)) = {y ∈M : d̄(T j−nx, T jy) ≤ ε, ∀ 0 ≤ j ≤ n} .
Thus on each Wi ∈ Gn(W ) such that Wi ∩ T−n(Bn(x, ε)) 6= ∅, the positivity of ν0 implies,∫

Wi

ψ ◦ Tn 1Bn,ε ◦ Tn ν0 ≤ ν0(Wi) ≤ |ν0|w .

It remains to estimate the cardinality of such Wi. Recalling (
eq:bar deq:bar d
2.2), if ε < 10 diam(M), and

d̄(T j−nx, T jy) ≤ ε, then T j−nx and T jy belong to the same set M+
ij for each j. We would like to

conclude that then T−n(Bn(x, ε)) belongs to a single element ofMn
0 , yet this may fail since both

the dynamical refinements ofM1
0 and the local components of T−jW ⊂M+

ij may not be connected.
Figure

figfig
?? shows an example of how these multiple components may arise due to intersections of

S+
j with S−.
Yet suppose V ⊂ V ′ ∈ Gj(W ), |V | < ε. Since S− is fixed and uniformly transverse to the stable

cone, for ε sufficiently small there can be at most two connected components of V that lie in the
same M−ij ; these will be mapped to the same M+

ij
under T−1. Since this subdivision of a set of

radius ε can occur at most once per iterate, we have at most n elements Wi ∈ Gn(W ) such that
Wi ∩ T−n(Bn(x, ε)) 6= 0 for ε sufficiently small. Putting these estimates together yields,∫

W
ψ 1Bn,ε ν0 ≤ e−nh∗n|ν0|w ,

and taking the supremum over ψ and W yields the final inequality in (
eq:goaleq:goal
5.9). �

11The extra factor of n in this estimate is due to the fact that we do not assume the dynamical refinements ofM1
0

are simply connected. Such an assumption would allow us to eliminate this factor, as in
max
[BD, Proposition 7.12].
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prop:entropy Proposition 5.9. For µ∗ defined by Definition
def:mu_*def:mu_*
5.2, we have hµ∗(T ) = h∗.

Proof. Recall that
∫
M | log d(x,S±1 )| dµ∗ <∞ by Corollary

cor:atomiccor:atomic
5.5(c), and that µ∗ is ergodic by Corol-

lary
cor:ergodiccor:ergodic
5.7. Thus applying

DWY
[DWY, Proposition 3.1],12 we conclude that for µ∗-a.e. x ∈M ,

lim
ε→0

lim inf
n→∞

− 1
n

logµ∗(Bn(x, ε)) = lim
ε→0

lim sup
n→∞

− 1
n

logµ∗(Bn(x, ε)) = hµ∗(T−1) = hµ∗(T ) .

On the other hand, Lemma
lem:bowenlem:bowen
5.8 implies that for all ε > 0 sufficiently small,

lim inf
n→∞

− 1
n

logµ∗(Bn(x, ε)) ≥ h∗ .

Thus hµ∗(T ) ≥ h∗. But hµ∗(T ) ≤ h∗ by Theorem
thm:initialthm:initial
2.8(d), so equality follows. �

sec:unique
5.3. Uniqueness of µ∗. In this section we prove that µ∗ is the unique invariant probability measure
with hµ∗(T ) = h∗.

The proof of uniqueness follows very closely the proof of uniqueness in
max
[BD, Section 7.7]. We

include the proof to point out several differences in the initial estimates on elements ofM0
−n, and

for completeness. The idea of the proof is to adapt Bowen’s proof of the uniqueness of equilibrium
states to the setting of maps with discontinuities. The key estimates will be to show that while
not all elements ofM0

−n satisfy good lower bounds on their measure, most elements (in the sense
of Lemma

lem:most goodlem:most good
5.10) have satisfied good lower bounds at some point in the recent past (in the sense of

Lemma
lem:long goodlem:long good
5.11). Recall thatMn

0 denotes the set of maximal, open connected components on which
Tn is smooth, whileM0

−n denotes the analogous set for T−n.
Choose δ2 > 0 sufficiently small that for all n, k ∈ N, if A ∈ Mn

−k is such that diamu(A) ≤ δ2
and diams(A) ≤ δ2, then A \ S± consists of no more that K1 connected components. Such a choice
of δ2 is possible by property (P1) and Convention

convention: n_0=1convention: n_0=1
2.3.

For n ≥ 1, define
B0
−2n = {A ∈M0

−2n : ∀j, 0 ≤ j ≤ n/2, T−jA ⊂ E ∈M0
−n+j such that diamu(E) < δ2} .

Define B2n
0 ⊂M2n

0 analogously with diamu(E) replaced by diams(E). Next, let
eq:B2neq:B2n (5.10) B2n := {A ∈M0

−2n : either A ∈ B0
−2n or T−2nA ∈ B2n

0 } ,
and G2n =M0

−2n \B2n. We think of B2n as the set of ‘bad’ elements and G2n as the set of ‘good’
elements.

Note that for any n ≥ 1, each A ∈M0
−n satisfies diams(A) ≤ CΛ−n. We choose n̄ ∈ N such that

CΛ−n̄ ≤ δ2. Our first lemma shows that the cardinality of B2n is small relative to e2nh∗ for large n.

lem:most good Lemma 5.10. There exists C > 0 such that for all n ≥ n̄,

#B2n ≤ Ce3nh∗/2K
n/2
1 ≤ Cρn/2e2nh∗ .

Proof. For n ≥ n̄, suppose A ∈ B0
−2n ⊂M0

−2n. For simplicity assume n is even; otherwise, we may
use bn/2c in place of n/2. For 0 ≤ j ≤ n/2, let Aj denote the element of M0

−3n/2−j containing
T−(n/2−j)A ∈Mn/2−j

−3n/2−j .
Since A ∈ B0

−2n and by choice of n̄, it follows that max{diams(Aj), diamu(Aj)} ≤ δ2 for each
0 ≤ j ≤ n/2. By choice of δ2, the number of connected components of M1

−3n/2−j in each Aj is
at most K1. Fixing A0 ∈ M0

−3n/2 and applying this estimate inductively in j, we conclude that
#{A′ ∈ B0

−2n : T−n/2A′ ⊂ A0} ≤ Kn/2
1 . Summing over the possible A0 ∈M0

−3n/2 yields,

#B0
−2n ≤ #M0

−3n/2K
n/2
1 ≤ Ce3nh∗/2ρn/2Λn/2 ≤ Cρn/2e2nh∗ ,

12Which is a slight modification of the Brin-Katok local entropy theorem
brin
[BK], applying

mane
[M, Lemma 2]. See alsomax

[BD, Corollary 7.17].
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where we have used Proposition
prop:M0nprop:M0n
2.12 and Convention

convention: n_0=1convention: n_0=1
2.3 for the second inequality, and Lemma

lem:growthlem:growth
3.6(d)

for the third.
Next, if A ∈Mn

0 , then diamu(A) ≤ CΛ−n as well, so the same choice of n̄ permits the analogous
estimate to hold for #B2n

0 for n ≥ n̄. Finally, since there is a one-to-one correspondence between
elements ofMn

0 andM0
−n, we have #B2n ≤ #B0

−2n+#B2n
0 , completing the proof of the lemma. �

Our next lemma shows that long elements ofM0
−j enjoy good lower bounds on their µ∗-measure.

These lower bounds will eventually be linked to elements of G2n.

lem:long good Lemma 5.11. There exists a constant Cδ2 > 0 such that for all j ≥ 1 and A ∈ M0
−j such that

min{diamu(A), diams(T−jA)} ≥ δ2, it follows that,
µ∗(A) ≥ Cδ2e

−jh∗ .

Proof. As in the proof of Lemma
lem:lowerlem:lower
3.11, we choose a finite set Rδ2 = {R1, . . . , R`} of locally maximal

Cantor rectangles with µ∗(Ri) > 0, such that every stable curve of length δ2 properly crosses at
least one Ri in the stable direction, and every unstable curve of length δ2 properly crosses at least
one Ri in the unstable direction.

Now let j ≥ 1 and A ∈M0
−j be as in the statement of the lemma. By choice of Rδ2 , an unstable

curve in A properly crosses at least one Ri ∈ Rδ2 . Since ∂A ⊂ S−n , ∂A cannot intersect any unstable
manifolds in Ri since unstable manifolds cannot be cut under T−n. Thus A must fully cross Ri in
the unstable direction. Similarly, T−jA ∈ Mj

0 must fully cross at least one rectangle Rk ∈ Rδ2 in
the stable direction.

Let Ξi denote the index set of the family of stable manifolds comprising Ri. If ξ ∈ Ξ, set
Wξ,A = Wξ ∩ A. Since T−j is smooth on A and T−jA fully crosses Rk in the stable direction, it
must be that T−j(Wξ,A) is a single curve that properly crosses Rk, and so contains a stable manifold
in the family corresponding to Rk.

Let s > 0 denote the length of the shortest stable manifold in the rectangles belonging to Rδ2 .
Applying (

eq:nu positiveeq:nu positive
4.17), we estimate for ξ ∈ Ξi,∫

Wξ,A

ν0 = e−jh∗
∫
Wξ,A

Ljν0 = e−jh∗
∫
T−j(Wξ,A)

ν0 ≥ e−jh∗C ′sh∗C̄2 .

Next, we let D(Ri) denote the smallest solid rectangle containing Ri, and disintegrate µ∗ on
{Wξ}ξ∈Ξi into conditional measures µξ∗ and a factor measure µ̂∗ on Ξi. Then using the equivalence
of the conditional measure µξ∗ with ν0 on µ∗-a.e. ξ ∈ Ξi from (

eq:equivalenceeq:equivalence
5.8), we have

µ∗(A) ≥ µ∗(A ∩D(Ri)) ≥
∫

Ξi
µξ∗(A) dµ̂∗(ξ)

≥
∫

Ξi
C−1
ξ ν0(Wξ,A) dµ̂∗(ξ) ≥ C ′sh∗C̄e−jh∗

∫
Ξi
C−1
ξ dµ̂∗(ξ) ,

which completes the proof of the lemma due to the finiteness of Rδ2 . �

Our main proposition of the section is the following.

prop:max Proposition 5.12. The measure µ∗ is the unique measure of maximal entropy.

Proof. Since µ∗ is ergodic, it suffices to prove that if µ is an invariant probability measure that is
singular with respect to µ∗, then hµ(T ) < hµ∗(T ).

Recall from (
eq:expansiveeq:expansive
2.5) that with respect to the metric d̄ defined in (

eq:bar deq:bar d
2.2), T and T−1 are expansive:

there exists ε0 > 0 such that if d̄(T jx, T jy) < ε0 for all j ∈ Z, then x = y.
For n ≥ 1, define Qn to be the partition of maximal, connected components ofM (with boundary

points doubled according to Convention
con:pointwisecon:pointwise
2.1) on which T−n is continuous. By the discussion of

Section
sec:ent defsec:ent def
2.2, Qn consists of elements with non-empty interior which correspond to elements ofM0

−n,
plus isolated points. Since the entropy of an atomic measure is 0, we may assume that µ gives 0
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mass to the isolated points, and it follows from Lemma
lem:controllem:control
5.4 that µ∗ does as well. Thus the only

elements of Qn with positive measure correspond to elements ofM0
−n = Bn ∪Gn. Accordingly, we

throw out the atoms in Qn and continue to call this collection of sets by the same name.
Since µ is singular with respect to µ∗, there exists a Borel set F ⊂M with T−1F = F , µ∗(F ) = 0,

and µ(F ) = 1. Our first step is to approximate F by elements of Qn.

sub:diff Sublemma 5.13. For each n ≥ n̄, there exists a finite union Cn of elements of Qn such that

lim
n→∞

(µ+ µ∗)((T−n/2Cn)4 F ) = 0 .

This is
max
[BD, Sublemma 7.24], and its proof relies on the fact that the diameters of elements of

T−n/2(Qn) tend to 0 as n increases due to the uniform hyperbolicity of T . The invariance of F
implies in addition that

lim
n→∞

(µ+ µ∗)(Cn 4 F ) = lim
n→∞

(µ+ µ∗)((Tn/2Cn)4 F ) = 0 .

By the proof of
max
[BD, Sublemma 7.24], for each n, there exists a compact set K(n) that defines

the approximating collection C̃n = T−n/2Cn ⊂ Mn/2
−n/2, and satisfying K(n) ↗ F as n → ∞. To

exploit this approximation, we group elements Q ∈ Q2n according to whether T−nQ ⊂ ∪C̃n or
T−nQ∩ (∪C̃n) = ∅, where ∪C̃n denotes the union of elements of C̃n in M . Since we have eliminated
isolated points, if T−nQ∩ (∪C̃n) 6= ∅, then T−nQ ∈Mn

−n is contained in an element ofMn/2
−n/2 that

intersects K(n). Thus Q ⊂ ∪TnC̃n = ∪Tn/2Cn.
As noted above, the diameters of T−nQ2n tend to 0 as n→∞, so by the expansive property of

T , since the image under T 2n of each element of Q2n is connected, Q2n is a generating partition for
T 2n for n large enough. Thus,

hµ(T 2n) = hµ(T 2n,Q2n) ≤ Hµ(Q2n) = −
∑

Q∈Q2n

µ(Q) logµ(Q) .

And so,

2nhµ(T ) = hµ(T 2n) ≤ −
∑

Q∈Q2n

µ(Q) logµ(Q)

≤ −
∑

Q⊂∪TnC̃n
µ(Q) logµ(Q)−

∑
Q∩(∪TnC̃n)=∅

µ(Q) logµ(Q)

≤ 2
e

+ µ(∪TnC̃n) log #(Q2n ∩ TnC̃n) + µ(M \ (∪TnC̃n)) log #(Q2n \ (TnC̃n)) ,

where in the last line we have used that for pj > 0,
∑N
j=1 pj ≤ 1, it holds that

−
N∑
j=1

pj log pj ≤
1
e

+ (logN)
N∑
j=1

pj ;



34 MARK F. DEMERS

see for example
KH
[KH, eq. (20.3.5)]. We have applied this fact with pj = µ(Q) to both sums separately.

Next, since −hµ∗(T ) =
(
µ(∪TnC̃n) + µ(M \ (∪TnC̃n))

)
log e−h∗ , we estimate for n ≥ n̄,

2n(hµ(T )− hµ∗(T ))− 2
e

≤ µ(∪TnC̃n) log
∑

Q⊂∪TnC̃n

e−2nh∗ + µ(M \ (∪TnC̃n)) log
∑

Q∈Q2n\(TnC̃n)

e−2nh∗

≤ µ(∪Cn) log

 ∑
Q∈G2n∩TnC̃n

e−2nh∗ +
∑

Q∈B2n∩TnC̃n

e−2nh∗


+ µ(M \ (∪Cn)) log

 ∑
Q∈G2n\TnC̃n

e−2nh∗ +
∑

Q∈B2n\TnC̃n

e−2nh∗

 ,

eq:splitting C_neq:splitting C_n (5.11)

where for the last inequality, we have used the invariance of µ. By Lemma
lem:most goodlem:most good
5.10, the sums over the

two subsets of B2n are bounded by Cρn/2. We focus on estimating the sums over the two subsets
of G2n.

The following is proved in
max
[BD, Section 7.7]: For each Q ∈ G2n ⊂ M0

−2n, there exists j, k ∈ N,
0 ≤ j, k ≤ n/2 and Ē ∈M0

−2n+j+k such that T−jQ ⊂ Ē and min{diamu(Ē),diams(T−2n+j+k)} ≥
δ2. We call such a triple (Ē, j, k) an admissible triple for Q ∈ G2n, and note that by Lemma

lem:long goodlem:long good
5.11,

eq:bar Eeq:bar E (5.12) µ∗(Ē) ≥ Cδ2e
(−2n+j+k)h∗ .

There may be many admissible triples for a fixed Q ∈ G2n. Define the unique maximal triple for
Q by taking first the maximum j, then the maximum k over all admissible triples for Q.

Denote by E2n the set of maximal triples corresponding to elements of G2n, and for (Ē, j, k) ∈ E2n,
set

AM (Ē, j, k) = {Q ∈ G2n : (Ē, j, k) is the maximal triple for Q} .
Since Ē ∈ M0

−2n+j+k and G2n ⊂ M0
−2n, it follows from Proposition

prop:M0nprop:M0n
2.12 that #AM (Ē, j, k) ≤

Ce(j+k)h∗ for some C independent of (Ē, j, k) and n.
The following sublemma is

max
[BD, Sublemma 7.25], which implies that if we organize our counting

according to maximal triples, we avoid unwanted redundancies.

sub:disjoint Sublemma 5.14. If (Ē1, j1, k1) and (Ē2, j2, k2) are distinct elements of E2n with j2 ≥ j1, then
T−(j2−j1)Ē1 ∩ Ē2 = ∅.

If Q ∈ TnC̃n ∩ AM (Ē, j, k), then by definition of maximal triple, T−n+jĒ ∈ Mn−j
−n+k contains

T−nQ. Since j, k ≤ n/2, T−n+jĒ is contained in an element ofMn/2
−n/2 that also contains T−nQ and

intersects K(n). Thus T−n+jĒ ⊂ ∪C̃n whenever TnC̃n∩AM (Ē, j, k) 6= ∅, and so Am(Ē, j, k) ⊂ TnC̃n
whenever TnC̃n ∩ AM (Ē, j, k) 6= ∅.

Using these observations together with (
eq:bar Eeq:bar E
5.12), we estimate∑

Q∈G2n∩TnC̃n

e−2nh∗ ≤
∑

(Ē,j,k)∈E2n:Ē⊂Tn−j C̃n

∑
Q∈AM (Ē,j,k)

e−2nh∗

≤
∑

(Ē,j,k)∈E2n:Ē⊂Tn−j C̃n

Ce(−2n+j+k)h∗ ≤
∑

(Ē,j,k)∈E2n:Ē⊂Tn−j C̃n

C ′µ∗(Ē)

≤
∑

(Ē,j,k)∈E2n:Ē⊂Tn−j C̃n

C ′µ∗(T−n+jĒ) ≤ C ′µ∗(∪C̃n) = C ′µ∗(∪Cn) ,

where we have used the invariance of µ∗ and the constant C ′ is independent of n. In the last line
we have used Sublemma

sub:disjointsub:disjoint
5.14 in order to sum over the elements of E2n without double counting.
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Similarly, since T−n+jĒ ⊂M \ C̃n whenever TnC̃n ∩AM (Ē, j, k) = ∅, the sum over Q ∈ G2n \ TnC̃n
in (

eq:splitting C_neq:splitting C_n
5.11) is bounded by C ′µ∗(M \ (∪Cn)).
Putting these estimates together with (

eq:splitting C_neq:splitting C_n
5.11) allows us to conclude the argument,

2n(hµ(T )− hµ∗(T ))− 2
e
≤ µ(∪Cn) log

(
C ′µ∗(∪Cn) + Cρn/2

)
+ µ(M \ (∪Cn)) log

(
C ′µ∗(M \ (∪Cn)) + Cρn/2

)
.

Then since µ(∪Cn)→ 1 and µ∗(∪Cn)→ 0 as n→∞, the quantity on the right side of the inequality
tends to −∞. This forces hµ(T ) < hµ∗(T ) to permit the left side to tend to −∞ as well. �
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