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ABSTRACT
Neural methods are state-of-the-art for urban prediction problems
such as transportation resource demand, accident risk, crowd mo-
bility, and public safety. Model performance can be improved by
integrating exogenous features from open data repositories (e.g.,
weather, housing prices, traffic, etc.), but these uncurated sources
are often too noisy, incomplete, and biased to use directly. We pro-
pose to learn integrated representations, called EquiTensors, from
heterogeneous datasets that can be reused across a variety of tasks.
We align datasets to a consistent spatio-temporal domain, then
describe an unsupervised model based on convolutional denois-
ing autoencoders to learn shared representations. We extend this
core integrative model with adaptive weighting to prevent certain
datasets from dominating the signal. To combat discriminatory bias,
we use adversarial learning to remove correlations with a sensitive
attribute (e.g., race or income). Experiments with 23 input datasets
and 4 real applications show that EquiTensors could help mitigate
the effects of the sensitive information embodied in the biased data.
Meanwhile, applications using EquiTensors outperformmodels that
ignore exogenous features and are competitive with "oracle" models
that use hand-selected datasets.

CCS CONCEPTS
• Information systems → Information integration; Spatial-
temporal systems; Data analytics.
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1 INTRODUCTION
Predicting urban dynamics using spatio-temporal neural methods
is increasingly recognized as a critical capability in the public and
private sector. These architectures have been applied to prediction
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Figure 1: (A) An EquiTensor is a learned representation
of heterogeneous spatio-temporal datasets with sensitive
demographic information removed and can be (B) shared
across multiple prediction tasks to reduce development
costs and improve performance.

problems for rideshare demand [46, 57], citywide crowd flow [65],
traffic conditions [31, 61], accident patterns [62], public safety [24],
and more [9]. All of these prediction problems are potentially in-
fluenced by a common set of spatio-temporal factors (e.g., weather,
housing prices, traffic, road networks). For example, predicting bike-
share demand depends on weather, topography, and traffic [38, 57],
but these same data sources are also helpful for predicting citywide
crowd flow and accident patterns [62, 65].

The use of exogenous datasets can significantly improve model
accuracy [46, 51], but selecting and properly integrating a poten-
tially large number of exogenous datasets requires both domain
knowledge and substantial redundant engineering effort across
applications; it is notoriously difficult to make effective use of open
data [39]. More insidiously, the use of exogenous data can reinforce
systemic discrimination. For example, housing prices reflect histor-
ical discriminatory urban development policies [3], public safety
data reflects racist policing practices [43], and transportation data
reflects biased policies toward wealthy neighborhoods [40]. These
sources of bias are propagated into prediction tasks, resulting in
unfair predictions [2, 68] and exacerbating structural inequity.

In this paper, we present an unsupervised learning architecture
(Figure 1) to integrate heterogeneous spatio-temporal data and
counteract bias, producing fair and reusable representations called
EquiTensors that can be incorporated directly in a variety of ur-
ban applications to improve accuracy while limiting exposure to
additional bias. The proposed architecture addresses three main
challenges: heterogeneity, selection, and fairness.

Heterogeneity. Urban datasets have varying dimensionality
(e.g., topography does not vary with time, while regional-scale
temperature does not vary with space), varying resolution (e.g.,
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point events, city blocks), and varying coverage. The goal is to
design an unsupervised model that accepts heterogeneous and
multi-dimensional datasets as input without requiring application-
specific feature engineering. Applications should be able to use
these pre-trained features without sacrificing much performance
relative to "oracle" models that use hand-selected relevant datasets.
We propose to align all datasets to a common spatio-temporal grid,
then use a convolutional denoising autoencoder (CDAE) as our core
integrative model to learn a shared representation from all datasets.
The unsupervised CDAE, along with task-agnostic pre-processing,
is naturally robust to heterogeneous uncurated data sources.

Selection. Determining which datasets will be predictive for
which applications is non-trivial. To address this problem, we pro-
pose to incorporate all available open urban datasets into our core
integrative model. However, it is challenging to coordinate the
learning of a large number of datasets. To address the issue, we use
an adaptive weighting scheme that dynamically adjusts the influ-
ence of each dataset on the total reconstruction loss based on its
learning progress, focusing on slower-learning datasets and finding
more general solutions. This approach is informed by recent work
[8, 27] in multi-task learning, adapted for our unsupervised setting.

Fairness.Most urban datasets are polluted by systemic socioe-
conomic and racial discrimination. For example, police incident
reports are used to predict crimes, but their location and frequency
reflect only policing practices rather than criminal activity [43].
To address bias, we incorporate an adversarial model that learns
to detect a sensitive attribute (race, income, etc.) from the learned
representations; the core integrative model is rewarded for high
adversarial error. We also pass the sensitive attribute to the decoder
during reconstruction, forcing the decoder to learn representations
that are "disentangled" from the sensitive attribute [21, 26, 32, 34].
This approach combines adversarial learning for fairness [45, 55, 56]
and learning disentangled representations [12, 28], but adapt them
for an unsupervised data integration setting with continuous and
spatially distributed sensitive attributes (e.g., a map of income) as
opposed to only a categorical value (e.g., gender).

Example. Consider dockless bike share, where bikes can be left
and re-rented anywhere. The operating company must redistribute
bikes to align supply with demand; the corresponding prediction
problem is central to the company’s business model. Future bike
demand can be predicted from past demand to inform redistribution.
However, heterogeneous data sources including weather, traffic,
demographics, and more can influence demand (heterogeneity),
but often in surprising ways (selection): demand is only weakly
associated with precipitation, yet highly associated with socioeco-
nomic factors [41]; models that reinforce these biases can violate
city, state, and federal policies [38] (fairness).

Our main contributions are summarized as follows:

• We propose an unsupervised, task-agnostic model for learn-
ing integrated representations ofmany heterogeneous spatio-
temporal datasets for reuse across multiple urban prediction
problems.

• We describe an adaptive weighting scheme that improves
reconstruction error across highly heterogeneous datasets,
building on prior approaches for multi-task learning [27] by
exploiting our specific setting.

• We present an architecture for learning fair representations
for continuous spatio-temporal data, extending recent work
in adversarial learning and disentangled representation learn-
ing developed for categorical sensitive variables [26, 32].

• We provide experimental results using 23 real-world urban
datasets and evaluate on 4 applications, showing that Equi-
Tensors could improve the downstream prediction perfor-
mance while limiting the exposure to discriminatory bias
from the exogenous data.

2 RELATEDWORK
Recent work in data management has recognized the challenges
in organizing large open data repositories [10, 39]; our focus is
making open data directly usable in prediction tasks in urban com-
puting [5, 9, 13, 18, 24, 31, 46, 61, 62, 65, 67]. The machine learn-
ing community has made remarkable progress in representation
learning [4], multi-task learning [42], and managing bias and dis-
crimination [15, 64]. While our work adapts relevant techniques
from these areas where appropriate, our specific context of spatio-
temporal prediction, multi-dimensional heterogeneous input, and
fairness-sensitive applications motivated the design of an end-to-
end architecture specialized for this setting. In this section, we
position our approach in the broader context of related work across
urban computing, machine learning, and data management.

Integration of urban data. Research on integrating open data
[10, 36, 39] focuses on finding structural join and union relation-
ships; we assume the only relationship between datasets is a com-
mon spatio-temporal domain and instead aim to directly benefit
downstream prediction tasks. Representation learning has been
effective for specific urban applications [16, 22, 23, 33, 53]; for ex-
ample, Wang et al.[53] used an autoencoder on GPS trajectories to
study driver behavior. Our focus is on understanding the limitations
of representation learning when we relax assumptions about the
features, architecture, and objective of the target application.

Multi-task learning. Multi-task learning trainsmultiple related
tasks simultaneously from a shared input, aiming to achieve better
performance than learning each task independently [42]. Somemod-
els use task relationships to optimize feature sharing [30, 37, 60],
but model complexity usually grows with the number of tasks [27].
Another approach is to balance the loss terms across tasks [8, 25, 27].
For example, Liu et al. [27] proposed a Dynamic Weight Average
that adjusts task weights based on learning progress, showing that
their method outperforms competitive methods including Uncer-
tainty Weighting [25]. Our adaptive weighting approach is related
to that of Liu et al. [27], but our setting of reconstructing multiple
inputs admits new techniques, as we will describe in Section 3.3.

Fairness in machine learning. There exists extensive litera-
ture on fair machine learning [11, 14, 15, 19, 64], but few that con-
sider spatio-temporal applications. Yan and Howe [58] presented a
fairness-aware prediction framework for urban mobility by incorpo-
rating fairness as a regularizer, but their approach relied on super-
vised learning. Unsupervised learning [29, 44, 64] and adversarial
learning [45, 50, 55, 56] have been used to learn fair representations.
For example, Madras et al. [32] proposed an encoder-decoder struc-
ture to learn a representation 𝑍 that predicts a supervised target
and reconstructs the input while an adversary attempts to predict



the sensitive information from 𝑍 . We adapt methods in adversarial
learning for fairness [32] and image transformation [26] to predict
continuous and spatially distributed sensitive attributes (e.g., a map
of income) as opposed to only a categorical value (e.g., gender).

Overall, no existing methods attempt to integrate many het-
erogeneous datasets for broad reuse in many downstream urban
applications, nor learn fair representations for spatio-temporal set-
tings. We consider a primary contribution to be the scoping and
definition of the problem of fair, unsupervised integration of het-
erogeneous urban data to make uncurated open data repositories
safer and more usable.

3 THE EQUITENSOR MODEL
The EquiTensor framework for learning integrated and equitable
representations for urban datasets consists of three main compo-
nents: a core integrativemodel to address heterogeneity, an adaptive
weighting scheme to address selection, and a fairness representa-
tion component to address fairness. The input is a set of exogenous
datasets𝐷 (e.g., weather, road networks, 911 calls, etc.) and a dataset
𝑆 representing a sensitive attribute (e.g., race or income). The output
is a tensor 𝑍 (the EquiTensor) that encodes the spatio-temporal cor-
relations within and among the data in𝐷 with minimal redundancy,
while removing any correlations with 𝑆 .

3.1 Data Pre-processing
To integrate heterogeneous spatio-temporal urban datasets, we
reformat all datasets into a common rectilinear grid consisting of
𝑊 (𝑤𝑖𝑑𝑡ℎ) × 𝐻 (ℎ𝑒𝑖𝑔ℎ𝑡) × 𝑇 (𝑡𝑖𝑚𝑒) non-overlapping cells, impute
missing values with local average, and map values to [0, 1] using
max absolute scaling. More sophisticated methods of imputation,
feature engineering, and normalization exist, but we do not consider
them in this paper.

Our input is 𝑁 1D datasets 𝐷11, 𝐷12, ..., 𝐷1𝑁 (time-varying, but
not space-varying, such asweather),𝑀 2D datasets𝐷21, 𝐷22, ..., 𝐷2𝑀
(space-varying, but not time-varying, such as road networks), and
𝐿 3D datasets 𝐷31, 𝐷32, ..., 𝐷3𝐿 (varying in both space and time).
A 1D dataset 𝐷1𝑖 with 𝐶𝑖 attributes is aggregated into 1-hour in-
tervals to produce a tensor of shape 𝑇 ×𝐶𝑖 . Each 2D dataset may
be a set of points, lines, or regional values. We rasterize point data
by counting the events within each target cell, lines by counting
the number of segments, regional data by proportional allocation
based on area. A dataset 𝐷2𝑗 with 𝐶 𝑗 attributes therefore produces
a tensor of shape𝑊 ×𝐻 ×𝐶 𝑗 . A 3D dataset 𝐷3𝑘 with𝐶𝑘 attributes
is aggregated into 1-hour intervals like a 1D dataset and rasterized
into a spatial grid like a 2D dataset to produce a tensor of shape
𝑊 ×𝐻 ×𝑇 ×𝐶𝑘 . The output of pre-processing is a set of training
samples, where each training sample represents a 24-hour period.
The training samples overlap: hours 0 to 23, 1 to 24, and so on are
separate samples. Each training sample includes of all𝑀 2D tensors,
a 24-hour slice of each of 𝑁 1D tensors, and a 24-hour slice of each
of 𝐿 3D tensors.

3.2 The Core Integrative Model
The core integrative model uses a convolutional denoising autoen-
coder (CDAE) that maps input datasets into a compact representa-
tion 𝑍 , then attempts to reconstruct all input datasets from 𝑍 .

Figure 2: The core integrative model consisting of an en-
coder (A) that integrates 1D, 2D, and 3D datasets, and a
decoder (B) that backpropagates the reconstruction error
across all input datasets. The 3D CNN layers for encoding
/ decoding from the latent representation are shown at (C).

The encoder for the proposed core integrative model is illus-
trated in Figure 2(A). The input for this step is the set of training
samples produced by pre-processing. To implement the denoising
autoencoder, we corrupt each input tensor by setting 15% of the
cell values to -1, at random. For each training sample, we pass each
corrupted tensor through three convolutional layers (with number
of filters 16, 32, and 1) to learn intra-dataset patterns and collapse
multiple attributes to a single feature. That is, each 1D input ten-
sor of shape 24 × 𝐶𝑖 (24 hours of a dataset with 𝐶𝑖 attributes) is
mapped to a representation of shape 24 × 1. The 2D and 3D cases
are handled similarly, producing tensors of shape𝑊 × 𝐻 × 1 and
𝑊 × 𝐻 × 24 × 1 respectively. This design choice is consistent with
the "late fusion" principle of learning individual representations
before concatenating different datasets [66].

We then make the shapes of all datasets consistent by expanding
1D and 2D tensors to the 3D shape𝑊 × 𝐻 × 24: 1D tensors are
duplicated in space, and 2D tensors are duplicated in time. Then
all of the 𝑁 +𝑀 + 𝐿 tensors are concatenated into one large𝑊 ×
𝐻 × 24 × (𝑁 + 𝑀 + 𝐿) tensor representing all features across all
datasets. This concatenated tensor is then passed through three
additional convolutional layers to produce a shared representation
𝑍 of shape𝑊 × 𝐻 × 24 × 𝐾 for 𝐾 ≤ 𝑁 + 𝑀 + 𝐿. Although we
could use any shape for the representation, retaining the spatial
and temporal dimensions allows direct visualization of the learned
features, and also simplifies integration in downstream prediction
tasks by affording straightforward restriction of the features to a
particular sub-region or time period of interest.

The decoder is illustrated in Figure 2(B). We use three layers
of 3D convolutional layers (16, 32, and 𝐶𝑖 filters) to reconstruct
3D datasets. For 1D data, we perform average pooling to reduce
the spatial information and then apply three layers of 1D CNN.
Similarly, we perform temporal pooling before three 2D CNN layers
to reconstruct 2D datasets. For all layers, we use kernel size of 3
and stride size of 1.

Formally, let X be the input domain and X′ be the corrupted
input. Let 𝑛 be the number of datasets and 𝑚 be the number of
training samples. The 𝑖th input for the CDAE is defined as X′𝑖 =
{𝑥 ′𝑖1 , 𝑥

′𝑖
2 , ..., 𝑥

′𝑖
𝑛 }. The encoder 𝐸𝑛𝑐 encodes these corrupted tensors



X′𝑖 into a latent representation 𝑍 𝑖 , from which each input tensor
can be reconstructed by a decoder 𝐷𝑒𝑐 . For training, we use Mean
Absolute Error (MAE) as accuracy loss. The reconstruction loss is a
sum of MAE of each dataset:

𝐿𝑟𝑒𝑐 =
1
𝑚

𝑚∑
𝑖=0

𝑛∑
𝑗=0

|𝐷𝑒𝑐 (𝐸𝑛𝑐 (𝑥 ′𝑖𝑗 )) − 𝑥
𝑖
𝑗 | (1)

3.3 Adaptive Weighting
The core integrative model assigns equal weight to all datasets
during training (Equation 1), but the learning process can be domi-
nated by "easy" datasets with strong signals. In particular, 1D and
2D datasets have repetition in their 3D representations, making
them easier to learn. To alleviate this problem, we use an adaptive
weighting scheme that adjusts the weight of the loss of each indi-
vidual dataset dynamically during training according to its learning
progress by assigning larger weights to datasets that "still have a
long way to go" before they converge. This idea is related to re-
cent work in multi-task learning [8, 27] in which the learning of a
number of supervised sub-tasks needs to be balanced.

Chen et al. [8] calculate the weight of each task loss on every
iteration, but this approach requires an additional backpropagation
pass that slows down training. Our approach is informed by the
Dynamic Weight Average method of Liu et al. [27], which adjusts
the weights directly without manipulating the gradients. The main
difference is that Liu et al. determine the weight of a task 𝑖 based on
the ratio of the loss of current step (𝐿(𝑡)𝑖 ) to the loss of the previous
step (𝐿(𝑡 − 1)𝑖 ). When this ratio is low, the learning progress is
(locally) high. However, this definition of progress over-emphasizes
local variability in learning progress as opposed to global differences
in the data sources.

Instead, we determine the weight based on the ratio of 𝐿(𝑡)𝑖 to
an "optimal" loss for that dataset, 𝐿(𝑜𝑝𝑡)𝑖 , approximated by the
reconstruction error of a CDAE trained separately for that specific
dataset alone. When the loss for timestep 𝑡 (𝐿(𝑡)𝑖 ) is high relative
to the optimal loss, that dataset receives a higher weight. As the
loss gets closer to the optimal loss, the weight is lower. With this
approach, we accommodate the differences in loss scales across
datasets, encouraging the model to minimize reconstruction error
across different datasets in a balanced and coordinated way.

Specifically, we define the weight𝑤𝑖 (𝑡) at training epoch 𝑡 as:

𝑤𝑖 (𝑡) = 𝑛 𝑒𝑥𝑝 (𝑟 𝑖 (𝑡)/𝛼)∑𝑛
𝑗=0 𝑒𝑥𝑝 (𝑟 𝑗 (𝑡)/𝛼)

(2)

where 𝑛 is the number of datasets. 𝛼 is a parameter controlling
the degree to which learning progress influences the weights [27].
Larger 𝛼 leads to more equal weights among datasets. 𝑟 𝑖 (𝑡) is rel-
ative learning progress for dataset 𝑖 at epoch 𝑡 [8]. The learning
progress 𝐿𝑃𝑖 (𝑡) is normalized by the average learning progress of
datasets and is written as:

𝑟 𝑖 (𝑡) = 𝐿𝑃𝑖 (𝑡)/𝐸𝑛 [𝐿𝑃𝑖 (𝑡)], 𝐿𝑃𝑖 (𝑡) = 𝐿(𝑡)𝑖/𝐿(𝑜𝑝𝑡)𝑖 (3)

where 𝐿(𝑡)𝑖 is the loss for dataset 𝑖 at epoch 𝑡 , which we cal-
culate as the mean loss of the first 50 steps of each epoch in our
implementation. 𝐸𝑛 [𝐿𝑃𝑖 (𝑡)] is the average learning progress of all

Figure 3: The EquiTensor architecture. The encoder and de-
coder learn a latent representation 𝑍 (the EquiTensor) by
minimizing reconstruction error. The sensitive attribute 𝑆
(e.g., race) is passed to the decoder to disentangle 𝑆 from
other information in 𝑍 . The adversary learns to predict 𝑆
given 𝑍 , penalizing the encoder.

datasets. The weights are initialized to 1.0 at the first epoch and
updated once every epoch.

3.4 Learning Fair Representations
We now describe two strategies to remove discriminatory effects
from our shared representation.

Figure 3 shows the architecture of the EquiTensor model. First,
we use a disentangling module to separate the sensitive attribute
𝑆 from other information in the latent space during reconstruc-
tion. The decoder uses both the latent representation 𝑍 and 𝑆 to
reconstruct the input, learning to disentangle 𝑆 from 𝑍 [26, 32, 34].
Second, we use an adversarial model 𝐴 to predict 𝑆 from 𝑍 , and the
core model is penalized accordingly. The adversarial approach is
particularly desirable in our setting of integrating multiple datasets,
since a single model can simultaneously remove the effects of a
sensitive attribute (e.g., race) that are encoded in many different
input datasets. The adversary loss is defined as:

𝐿𝐴 =
1
𝑚

𝑚∑
𝑖=0

|𝐴(𝑍 𝑖 ) − 𝑆 | (4)

where𝑚 is the number of training samples. 𝑍 𝑖 is the representation
learned from the 𝑖th training sample. Here we duplicated 𝑆 along
the temporal dimension to match the shape of 𝑍 𝑖 .

Final objective function for CDAE. The CDAE has two ob-
jectives: minimizing the reconstruction error while being penalized
by the adversary (Figure 3). The loss for CDAE is written as:

𝐿𝐴𝐸 =
1
𝑚

𝑚∑
𝑖=0

𝑛∑
𝑗=0

|𝐷𝑒𝑐 (𝐸𝑛𝑐 (𝑥 ′𝑖𝑗 ), 𝑆) −𝑥
𝑖
𝑗 | +_(1−

1
𝑚

𝑚∑
𝑖=0

|𝐴(𝑍 𝑖 ) −𝑆 |)

(5)
where the first term is the reconstruction error and the second term
is the negative adversarial loss 1−𝐿𝐴 . Unlike Equation 1, the decoder
now has direct access to the sensitive attribute 𝑆 , encouraging the
model to find a "disentangled" solution [26, 32, 34]. A parameter _
controls the tradeoff between the two terms.

The adversary consists of three 3D CNN layers, for which the
number of filters is 16, 32, and 1, respectively. The CDAE is trained



jointly with the adversary in alternating periods. For each mini-
batch of the training data, we 1) update the encoder and decoder
while fixing the adversary to minimize 𝐿𝐴𝐸 , and 2) update the
adversary while fixing the encoder and decoder to minimize 𝐿𝐴 .

3.5 Measuring Fairness
We evaluate fairness of EquiTensors by measuring the adversarial
model’s ability to discern the sensitive attribute. We measure the
fairness of downstream predictions that use the EquiTensors with
three fairness metrics.

We train a separate adversarial model 𝐹 instead of directly using
the adversarial model 𝐴 of Equation 4 used in training because
training a separate model achieves higher accuracy (and is therefore
a more stringent evaluation). The higher the MAE of 𝐹 , the better
the protection against unfairness in the EquiTensors.

Fairness metrics. We measure the disparities by the gap in pre-
diction errors across an advantaged group 𝐺+ and a disadvantaged
group 𝐺−. Our unsupervised setting makes no assumptions about
downstream applications, so overestimation may be beneficial (e.g.,
overestimation of bikeshare demand leads to more availability of
bikes) or harmful (e.g., overestimation of law enforcement inci-
dents could lead to increased police presence). We adapt residual
difference (RD) and its positive (PRD) and negative (NRD) variants
[7, 20, 59] to our spatio-temporal setting.

Let 𝑠𝑖 be the 𝑖th rectilinear cell of the study areaS. Let𝑦𝑖,𝑡 and𝑦𝑖,𝑡
be the prediction and ground truth for cell 𝑠𝑖 at time 𝑡 , respectively.
We denote𝐺+ as the advantaged group and𝐺− as the disadvantaged
group, with regard to one sensitive attribute 𝑆 . |𝐺+ | and |𝐺− | are the
number of cells in𝐺+ and𝐺− group, respectively. We denote𝐻 as a
hinge function where𝐻 (𝑥) =𝑚𝑎𝑥{0, 𝑥}. We define positive residual
(PR) for cell 𝑠𝑖 at time 𝑡 as 𝑃𝑅𝑖,𝑡 = 𝐻 (𝑦𝑖,𝑡 − 𝑦𝑖,𝑡 ), negative residual
(NR) as 𝑁𝑅𝑖,𝑡 = 𝐻 (𝑦𝑖,𝑡 − 𝑦𝑖,𝑡 ), and residual as 𝑅𝑖,𝑡 = 𝑦𝑖,𝑡 − 𝑦𝑖,𝑡 .

Positive residual difference (PRD) is written as:

𝑃𝑅𝐷 =
1

|𝐺+ |

𝑇∑
𝑡=0

∑
𝑖∈𝐺+

𝑃𝑅𝑖,𝑡 −
1

|𝐺− |

𝑇∑
𝑡=0

∑
𝑗 ∈𝐺−

𝑃𝑅 𝑗,𝑡 (6)

The first term is the overestimation for each square region in𝐺+

over a time period 𝑇 and the second term is the overestimation for
𝐺− over 𝑇 .

Negative residual difference (NRD) and the symmetric Residual
difference (RD) can be defined similarly by replacing 𝑃𝑅𝑥,𝑡 with
𝑁𝑅𝑥,𝑡 and 𝑅𝑥,𝑡 respectively. RD measures the difference between
the overall overestimation (or underestimation) across two groups.

4 EXPERIMENTS
Using the City of Seattle as a case study, we first evaluate our
core integrative model (without considering fairness) against sev-
eral baseline methods, comparing the prediction accuracy for four
downstream applications. We then evaluate the effectiveness of
the adaptive weighting scheme on total reconstruction error of
the integrative model. Finally, we generate EquiTensors using the
framework in Figure 3 to remove the influence of sensitive infor-
mation. We evaluate fairness and accuracy on two downstream
tasks: reported crime incidence prediction and bikeshare demand
prediction, and compare with two competing baselines.

Table 1: Downstream tasks for evaluation

Task type Time range Known predictive "oracle" features

Bikeshare Spatio-temporal 10/2017 - 10/2018 precipitation, pressure, temperature,
slope, bikelanes

Reported
crime Spatio-temporal 02/2014 - 05/2019

precipitation, pressure, temperature,
house price, POI business, POI food,
Seattle street, Seattle 911 calls

Fire 911 calls Spatio-temporal 02/2014 - 05/2019
precipitation, pressure, temperature,
house price, POI business, POI food,
Seattle street, total flow count, slope

Bike count Temporal 02/2014 - 05/2019 precipitation, pressure, temperature

We consider four downstream tasks: three spatio-temporal pre-
dictions and one time series prediction (Table 1). They are:

• Dockless bikeshare demand prediction (3D). We col-
lected Seattle dockless bikeshare data from the Transporta-
tion Data Collaborative. The task is to predict next-hour bike
demand for the city given the demand of last 7 days.

• Reported crime incidents prediction (3D). We obtained
crime reports in Seattle from the City of Seattle Open Data.
The task is to predict the accumulated number of crime
reports within three days in the next 3 hours based on the
data of last 7 days.

• Fire prediction (3D). We obtained Seattle Fire Department
911 dispatches from the City of Seattle Open Data. The task
setup is the same as that of the crime reports prediction.

• Bike count prediction (1D). We obtained the number of
bikes that cross the Fremont bridge from the City of Seattle
Open Data. The task is to predict the hourly bike count for
the next 6 hours based on the data of last 7 days. This is a
time series prediction, as the bridge is only a point in space.

4.1 Datasets
We collected 23 datasets from various online data portals, most of
which are open data (Table 2). We included them because they are
commonly used in urban studies [35, 46, 51, 52]. Meteorological
data such as air quality is recorded city-wide, and are considered
temporal (1D) datasets. Datasets that do not vary significantly over
time, such as road networks, are considered spatial (2D) datasets.We
included three spatio-temporal (3D) datasets that vary in both space
and time. We restrict these datasets according to the city boundary.
We chose the study period to be February 2014 to May 2019 as this
period was covered by all temporal and spatio-temporal datasets.
Socioeconomic data (percent of White residents and percent of
Seattle households with income ≥ 100k in 2018) are defined at the
block group level and were obtained from the SimplyAnalytics
database [47]. We produced a race map and an income map based
on 1km by 1km grids.

4.2 Integrative Model Baselines
We evaluate the integrative model by prediction accuracy. We use
four baselines for comparisons.

• No exogenous data: a 3D CNN based prediction model that
only trains on historical data without any exogenous data
[49]. The model structure is described in [58].

• Oracle model: a network that makes use of hand-selected
exogenous features, known to be predictive from the domain



Table 2: Datasets for Generating the Seattle EquiTensor

Name Type Source

Temperature Temporal NCEI
Precipitation Temporal NCEI
Pressure Temporal NCEI
Air quality Temporal Puget Sound Clear Air Agency
House price Spatial Zillow Home Value Index
POI (business) Spatial King County GIS data portal
POI (food) Spatial King County GIS data portal
POI (government) Spatial King County GIS data portal
POI (hospitals) Spatial King County GIS data portal
POI (public services) Spatial King County GIS data portal
POI (recreation areas) Spatial King County GIS data portal
POI (schools) Spatial King County GIS data portal
POI (transportation) Spatial King County GIS data portal
Transit routes Spatial King County GIS data portal
Transit signals Spatial King County GIS data portal
Transit stops Spatial King County GIS data portal
Seattle streets Spatial City of Seattle Open Data portal
Total flow count Spatial City of Seattle Open Data portal
Steep slopes Spatial City of Seattle Open Data portal
Bikelanes Spatial UW library GIS Data
Building permits Spatio-temporal City of Seattle Open Data portal
Traffic collisions Spatio-temporal City of Seattle Open Data portal
Seattle call data Spatio-temporal City of Seattle Open Data portal

literature (Table 1). The "oracle" network for the three 3D
tasks adopts the structure described in [58], which is based
on 1D, 2D, and 3D CNNs. For the 1D temporal prediction
task, we use the seq-to-seq LSTM model as described in [48].

• Principal component analysis (PCA): We generate a la-
tent representation that summarizes the 23 datasets using
PCA [54], which is then used in downstream tasks.

• Early fusion: We produce a representation with a CDAE.
Instead of encoding each dataset separately, the early fusion
CDAE concatenates all datasets as a single tensor at the input,
then applies 3D CNN layers. The decoder then reconstructs
the concatenated tensor from the learned representation.

4.3 Fair Representation Baselines
We compare the EquiTensor model with a state-of-the-art method
for producing fair representations in supervised and non-integrative
settings that we adapted for our purposes, and a simpler version of
our own method.

• Fair CDAE: Based on the CDAE framework (Section 3.2),
Fair CDAE uses an additional prediction head 𝐻 to learn the
sensitive information from the latent representation. Instead
of using adversarial training, 𝐻 is trained together with the
CDAE. Fair CDAE minimizes the reconstruction error and
simultaneouslymaximizes theMAE of𝐻 . The idea is inspired
by Wadsworth et al.[50], but we adapted their method to our
unsupervised learning scenario, and we applied a gradient
reversal layer [17] on 𝐻 , so that the minimax optimization
can be achieved using standard back-propagation.

• EquiTensor without the disentangling model (Core +
Fair w/o disent.): This method is equivalent to the Equi-
Tensor architecture without the disentangling module.

4.4 Implementation Details
We implement all deep learning based models with TensorFlow [1],
and perform training and inference with NVIDIA V100 Tensor Core

GPUs. We adopt Adam optimizers using an exponential learning
rate decay strategy.

EquiTensors. We train EquiTensormodel with training samples
covering 2014-02-01 to 2019-05-01 for 80 epochs using a batch
size of 32. We then pass non-overlapping samples to the trained
model and concatenate the output representation from each sample
along temporal dimension to form the final EquiTensor. In our
experiments we compress the 23 datasets into 5 channels, so the
shape of EquiTensor is 32(𝐻 ) × 20(𝑊 ) × 45960(𝑇 ) × 5. The same
shape is used for the baselines.

Downstream tasks. For bikeshare demand prediction, we fore-
cast hourly demand. We restricted the EquiTensor along the tem-
poral dimension to match the domain of the bikeshare dataset. We
predict criminal reports in the next 3-hour window. We average
over 3-hour windows to match the temporal resolution of crime
prediction. The model configuration for fire prediction is the same
as that of crime prediction. For bike count prediction, we predict
hourly bike count for the next 6 hours for a specific location. We
query the EquiTensor to extract the time series (45960(𝑇 ) × 5) of
the corresponding grid cell as features for prediction.

Fairness metrics. To calculate the three fairness metrics PRD,
NRD, and RD (Section 3.5), we need to define the advantaged group
𝐺+ and the disadvantaged group 𝐺− with respect to a sensitive
attribute. We use the mean city statistics as thresholds to label a
square region as either 𝐺+ or 𝐺−. For example, since 65.74% of the
overall population of Seattle is white, we label the regions with
≥65.74% white as 𝐺+ and the others as 𝐺−. We discretized income
level using the same method.

Evaluation.We evaluate our core integrative model by accuracy
of downstream prediction tasks, adaptive weighting by total recon-
struction error, and fairness by both the accuracy of the adversary
and the three fairness metrics (i.e., RD, PRD or NRD).

5 RESULTS AND DISCUSSION
In this section, we show that the proposed core integrative model
benefits downstream predictions significantly and outperform the
representations generated by the integrative model baselines in
terms of downstream prediction accuracy. The proposed adaptive
weighting effectively improves the reconstruction accuracy of the
core integrative model. We also show that EquiTensors are fairer
than baseline representations and can help the downstream tasks
to achieve accuracy that is competitive with the oracle networks.

5.1 Utility of EquiTensors
The results for our core integrative model (Core model) extended
with adaptive weighting (Core model + AW) on four downstream
prediction tasks are shown in Table 3.

Integrated representations improve performance. The or-
acle networks with hand-selected datasets outperform the models
without exogenous data in four cases, indicating that adding ex-
ogenous datasets is worthwhile. All representations learned by
unsupervised methods including PCA, early fusion CDAE, and our
method benefit the downstream tasks. Although some of the 23
datasets may not be relevant to the downstream tasks, predictions
using the integrated representations still noticeably outperform
the No exogenous data baselines. It suggests that the integration



Figure 4: Total reconstruction error vs. 𝛼 .
Our adaptive weighting versus Dynamic
Weight Average [27].

Figure 5: Reconstruction loss curves and adaptive weight curves on three
datasets (𝛼 = 3). Under adaptive weighting scheme (Core model + AW), weights
for individual datasets change with their reconstruction accuracy.

Table 3: Prediction accuracy (MAE) of downstream tasks.
Parenthetical numbers are the factor improvement over
PCA and early fusion.

Model Bikeshare Crime Fire Bike count

No exo. data [58] 0.408 0.137 0.133 12.057
Oracle [58] 0.382 0.111 0.110 10.983
PCA [54] 0.402 0.121 0.124 11.099
Early fusion 0.390 0.119 0.123 11.266

Core model 0.385 (4.0×, 1.3×) 0.113 (1.5×, 1.4×) 0.112 (2.4×, 2.1×) 11.050 (1.1×, 1.3×)
Core model+AW 0.387 (3.6×, 1.1×) 0.106 (2.0×, 1.7×) 0.114 (2.1×, 1.8×) 11.049 (1.1×, 1.3×)

of multiple urban datasets can capture generic information that is
useful to an array of tasks.

Core model outperforms baselines. Table 3 shows that the
proposed models (Core model and Core model + AW (𝛼 = 3))
outperform PCA and early fusion CDAE on all four tasks, and are
competitive with the "best possible" oracle networks. Specifically,
the proposed models show factor improvement (parentheses in
Table 3) over PCA and early fusion in terms of performance gain
of downstream tasks. For example, the core model for bikeshare
prediction outperforms the No exogenous data baseline by 5.51%,
which is 4.0× better than the improvement of PCA (1.39%) and 1.3×
better than early fusion (4.36%). Similarly, the core model + AW
shows a 2.0× and 1.6× improvement over PCA and early fusion,
respectively, for crime prediction.

PCA is simple and fast compared to deep-learning basedmethods,
but it lacks the ability to model complex non-linear relationships.
Early fusion CDAE takes the advantages of 3D CNN and shows
superior performance to PCA. However, early fusion may not be
effective in modeling intra-dataset dynamics, since all datasets
are concatenated before being passed to the network [63]. Our
method encodes each dataset separately at the input, allowing better
modeling of individual datasets. Then the intermediate outputs
are concatenated and fed to additional encoding layers, where the
interactions among datasets are captured.

Adaptiveweighting reduces total reconstruction error.The
strength factor 𝛼 (Equation 2) controls the influence of learning
progress on the weight for the reconstruction loss of each dataset.
Figure 4 shows how the total reconstruction error varies with 𝛼 .
Compared to the core model (dashed grey line), our adaptive weight-
ing (blue line) helps reduce the total reconstruction error. Larger 𝛼
values result in more equal weights, approximating the core model
performance. The peak at 𝛼 = 5.0 is not persistent across small
changes in 𝛼 values. Compared to Liu et al. [27] (orange line), our

method consistently achieves higher total reconstruction accuracy
for a range of 𝛼 values. We use 𝛼 = 3 for the rest of our experiments.

Figure 5 illustrates how adaptive weighting influences the re-
construction accuracy for three datasets. During the training of the
core model, the reconstruction loss for Collisions and Building per-
mits quickly plateaued (blue lines). The adaptive weighting scheme
increased their weights (grey lines) in the first few epochs to en-
courage them to learn faster. Once their errors dropped, the weights
went down to about 1.0. For Slope, both models were making steady
progress, so the weights remained at about 1.0. We observe that
the datasets that benefit the most from adaptive weighting are
3D datasets, as they embody more complex spatial or temporal
correlations than 1D and 2D datasets. As such, the learned repre-
sentation with adaptive weighting is likely to improve accuracy for
downstream tasks that depend on these datasets.

5.2 Fairness of EquiTensors
We evaluate the fairness of EquiTensors using two case studies. For
reported crimes we remove the effects of race and for bikeshare we
remove the effects of income.

EquiTensors counteract bias in input data. Table 4 shows
the accuracy of predicting sensitive information 𝑆 (i.e., race and
income) from representations generated by different models: Our
core model with fairness (Core + Fair and Core + Fair + AW), the
integrative models without fairness (PCA, Early fusion, Core model,
and Core + AW), and two competing fairness approaches: Fair
CDAE and EquiTensors without the disentangling module (Core
model + Fair w/o disent.).

The sensitive information 𝑆 was detectable with much lower
error in the non-fairness-treated representations (i.e., PCA, Core
model, etc.) than with EquiTensors (Core model + Fair and its
variants). This result suggests that EquiTensors have weaker corre-
lations with 𝑆 than fairness-oblivious baselines. The low detection
error of Fair CDAEs suggests that Fair CDAEs are not effective in
removing the influence of 𝑆 . The reason is that Fair CDAE uses
a prediction head 𝐻 embedded within the network, such that a
single set of parameters must be found that simultaneously max-
imizes the accuracy of 𝐻 and minimizes the reconstruction error
[6]. Therefore, an external adversary is often still able to recover
𝑆 . We show that our model can better remove 𝑆 from the learned
representation than those without disentanglement (Core model +
Fair w/o disent.).



Table 4: Accuracy of predicting a sensitive attribute (i.e.,
race or income) from various integrated representations.
Higher MAE suggests weaker association with the sensitive
attribute.

_ Race MAE Income MAE

PCA [54] / 0.005 0.005
Early fusion / 0.001 0.001
Core / 0.001 0.001
Core + AW / 0.001 0.001

Fair CDAE [17, 50] 1.0 0.002 0.002
Fair CDAE [17, 50] 10.0 0.001 0.001
Core + Fair w/o disent. 0.6 0.002 0.001
Core + Fair w/o disent. 1.0 0.029 0.053
Core + Fair w/o disent. 2.0 0.076 0.112

Core + Fair 0.6 0.052 0.021
Core + Fair 1.0 0.067 0.073
Core + Fair 2.0 0.129 0.112
Core + Fair + AW 0.6 0.038 0.052
Core + Fair + AW 1.0 0.037 0.079
Core + Fair + AW 2.0 0.094 0.113

Figure 6 (A) and (B) show the MAEs of adversary with changing
_s for race prediction and income prediction, respectively. The pa-
rameter _ in the loss function for EquiTensor (Equation 5) controls
the weight of the bias mitigation. We use a tensor filled with Gauss-
ian noise as a baseline (dashed grey lines); the model should exhibit
high error when attempting to discern 𝑆 from noise. We observe
in both cases that when _ is around 2.0, adversary MAEs approach
the MAEs of Gaussian noise, suggesting that the influence of the
sensitive attribute can be largely removed. As _ increases, fairness
levels off. Larger values of lambda would cause the adversary loss
to dominate reconstruction error in Equation 5, leading to noisy
EquiTensors with lower utility.

Figure 6: AdversaryMAE vs. _. At _ ≈ 2, EquiTensors prevent
discerning the sensitive attribute nearly as well as Gaussian
noise.

Table 5 shows the results of crime predictions and bikeshare
predictions using representations generated by different models.
We reported mean and standard deviation (parentheses in Table 5)
of five repeated runs for each model. In a perfectly fair scenario,
the three metrics NRD, PRD, and RD should be zero. In the crime
report prediction case, the PRD for No exogenous data is -27.7, indi-
cating that the model overestimates the reported crime incidents
for each cell in non-white neighborhoods by 28 cases more than
the overestimation for white neighborhoods over the test period.
The RD for No exogenous data is -23.1, indicating that the residual
(prediction minus ground truth) is 23 more for the non-white re-
gions than white regions over the test period. In other words, the
reported crime data itself may contain correlations with race that
are amplified by the No exogenous datamodel. In the bikeshare case,

Table 5: Accuracy and fairness of crime predictions and bike-
share predictions with different integrated representations
in the form of mean (std). For RD, PRD, and NRD, lower ab-
solute value suggests fairer predictions.

_

Crime prediction Bikeshare prediction
Accuracy Fairness Accuracy Fairness
MAE RD PRD MAE RD NRD

No exo. data [58] / 0.135 (0.002) -23.1 (3.6) -27.7 (1.9) 0.408 (0.002) 8.7(20.5) -152.0 (10.2)
Oracle [58] / 0.110 (0.007) -12.0 (5.9) -20.3 (4.3) 0.382(0.002) 73.3 (29.7) -180.1 (17.8)
PCA [54] / 0.117 (0.004) -13.0 (3.6) -20.2 (3.5) 0.400 (0.003) 55.3 (36.6) -181.6 (21.5)
Early fusion / 0.115 (0.004) -12.5 (3.2) -20.3 (2.4) 0.390 (0.006) 75.1 (35.8) -183.2 (21.7)
Core / 0.111 (0.002) -8.9 (5.9) -17.9 (4.3) 0.385 (0.001) 58.4 (19.1) -172.1 (9.3)
Core+AW / 0.106 (0.004) -5.6 (7.2) -15.2 (5.1) 0.388 (0.002) 32.2 (13.6) -160.3 (7.9)
Core+Fair 0.6 0.114 (0.004) -4.2 (4.8) -14.3 (3.0) 0.392 (0.002) 23.1 (25.6) -158.5 (11.3)
Core+Fair 1.0 0.112 (0.006) 6.9 (9.9) -7.8 (7.0) 0.395 (0.006) 15.2 (32.5) -154.7 (16.4)
Core+Fair 2.0 0.112 (0.004) 4.7 (7.5) -9.3 (4.4) 0.394 (0.005) 6.3 (28.0) -151.3 (12.0)
Core+Fair+AW 0.6 0.111 (0.002) -3.9 (3.1) -14.6 (2.1) 0.390 (0.003) -5.3 (18.3) -142.1 (7.9)
Core+Fair+AW 1.0 0.110 (0.005) 5.1 (6.2) -9.2 (4.7) 0.394 (0.005) 11.2 (43.6) -153.3 (20.5)
Core+Fair+AW 2.0 0.109 (0.004) -3.9 (5.8) -14.9 (3.5) 0.398 (0.003) 28.4 (32.9) -161.6 (16.4)

we focus on RD and NRD, because underestimating bike demand
in underrepresented communities is considered more harmful than
overestimating that of the advantaged group. All bikeshare models
with fairness-agnostic features show larger disparity (i.e., positive
RD) than No exogenous data, implying that external features may
introduce additional biases into the predictions. Overall, predic-
tions with EquiTensors show improved RD and PRD (or NRD) over
the fairness-oblivious baselines in both cases. This suggests that
EquiTensors could help prevent introducing new sources of system-
atic bias into downstream predictions, although the downstream
predictions will still be affected by biases in their own training data.

Fairness interventions preserve accuracy. Table 5 shows
that in the crime prediction case, models with EquiTensors (Core
+ Fair and Core + Fair + AW) achieve prediction accuracy that is
comparable to the oracle network. Nevertheless, we did observe
that predictions tend to overfit as _ increases. The reason could be
that the EquiTensor becomes increasingly noisy to crime prediction
as more sensitive information is removed. We overcame this issue
by early stopping. Table 5 also shows that EquiTensors help the
bikeshare predictions achieve higher accuracy than the No Exoge-
nous data baseline. In summary, compared to fairness-oblivious
features, EquiTensors could help the downstream tasks achieve
overall fairer predictions without sacrificing much accuracy.

6 CONCLUSIONS AND FUTUREWORK
We introduced an unsupervised approach to learn integrated and
equitable data representations, the EquiTensors, for heterogeneous
and multi-dimensional urban datasets. We demonstrated with real-
world datasets and applications that EquiTensors could help reduce
propagating discrimination from biased data, while still delivering
prediction accuracy comparable to oracle networks trained with
hand-selected datasets. EquiTensors present a different approach to
making open data available, useful, and safe for urban applications:
they improve accuracy, avoid the need for data discovery and pre-
processing, and can help limit the discriminatory effects of using
uncurated data. Future work involves studying the transferability of
fair and integrated features to other applications or cities, handling
sparse datasets using graph convolutional networks, and studying
transparency issues that arise when using learned features.
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