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Abstract—Deep learning methods have been very successful
at radio frequency fingerprinting tasks, predicting the identity
of transmitting devices with high accuracy. We study radio fre-
quency fingerprinting deployments at resource-constrained edge
devices. We use structured pruning to jointly train and sparsify
neural networks tailored to edge hardware implementations. We
compress convolutional layers by a 27.2× factor while incurring
a negligible prediction accuracy decrease (less than 1%). We
demonstrate the efficacy of our approach over multiple edge
hardware platforms, including a Samsung Gallaxy S10 phone and
a Xilinx-ZCU104 FPGA. Our method yields significant inference
speedups, 11.5× on the FPGA and 3× on the smartphone, as
well as high efficiency: the FPGA processing time is 17× smaller
than in a V100 GPU. To the best of our knowledge, we are the
first to explore the possibility of compressing networks for radio
frequency fingerprinting; as such, our experiments can be seen as
a means of characterizing the informational capacity associated
with this specific learning task.

I. INTRODUCTION

With billions of pervasively deployed and connected de-
vices, the oncoming IoT revolution will create a new paradigm
of sensing and actuation at the network edge. While certain
types of environmental, industrial and human-activity centric
sensing require relaying massive amounts of data from the
field sensor to the remote cloud, there are many scenarios that
can benefit from preliminary analysis and inference at the edge
itself [1]. An important but often overlooked aspect of sensing
is authenticating the identity of the sensors that generate the
field data by other peer devices. If this step can occur at
the edge, it may prevent power-constrained IoT devices from
incurring significant processing cycles and communication
overheads by restricting information flow towards the cloud,
where more complex and upper-layer security mechanisms are
available.

We focus on a specific example of radio frequency (RF)
fingerprinting to authenticate a transmitter by an edge ag-
gregation gateway or a trusted IoT device responsible for
further relaying of the sensed information. The concept of RF
fingerprinting, like its traditional human counterpart, rests on
the assumption that there are unique discriminative features
for an individual device, which can be used to identify it
from a pool of similar devices. Process variations in the
manufacturing supply chains impose subtle changes in the
tolerances and properties of the electrical components that
compose the front-end of a wireless transmitter [2]. These
variations, often occurring at multiple processing blocks of the
transmitter chain, shift the operating point of the transmitted
signal in the in-phase/quadrature (IQ) representation space [3].
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Fig. 1. An overview of our edge RF fingerprinting framework. We first
preprocess an RF fingerprinting dataset and train a CNN architecture. We then
use a progressive weight pruning algorithm to jointly re-train and sparsify the
CNN. Finally, we execute the pruned model on different hardware platforms
to assess the computation and energy efficiency improvement at inference
time.

Some examples of such variations are IQ imbalance, DC
offset, non linear power amplifier gain, among others. Since
the specific discriminative function is unknown for a specific
transmitter, it is difficult to create analytical models tuned for
a particular device. Deep learning for RF fingerprinting, in
which a large dataset of signals collected from the transmitter
is used to train a convolutional neural network (CNN), has
been very successful [4]–[7] at extracting discriminative fin-
gerprints, indeed enabling authentication at the physical layer.

RF fingerprinting using neural networks typically performed
offline [8], [9]: data is collected and moved to a server where
the inference is performed using a powerful GPU. However,
moving the data to a remote server is not efficient for online
RF fingerprinting applications. In recent years, edge comput-
ing has developed solutions for bringing computations from
remote servers and the cloud closer to the sensors, cameras,
radio receivers, etc., in order to eliminate data transfer bottle-
necks, reduce latency, and accelerate inference. Our objective
is to train a deep CNN in the central cloud, and subsequently
deploy it on a low power edge device. Given that large
datasets, capable GPU clusters and massive power availability
are required for training, we leverage the cloud for this training
task. However, the trained model is to be disseminated to
the edge devices, to enable inference on site. Performing
fingerprinting at the physical layer on the edge device avoids
the delivery of GBs of IQ samples as packet payload over
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a multi hop wireless link to the cloud, which is infeasible.
In addition to eliminating the data transfer bottleneck, edge
deployment of the models also opens up the opportunity for
low-latency inference directly on the edge device. In turn, RF
fingerprinting on the edge gives rise to challenges, precisely
due to the practical reality of limited processing power and
memory available in edge devices (compared to the GPU-
enabled cloud).

As a result, low-latency, efficient fingerprinting on the edge
requires a careful design of the neural network so that it (i)
attains the high prediction accuracy afforded by CNN archi-
tectures, while (ii) satisfying inherent hardware limitations.
This necessitates generating compressed, parsimonious net-
work representations, that fit (and can be executed efficiently
on) dedicated hardware, without a loss of accuracy due to par-
simony. In addition, efficiency necessitates a careful software-
hardware co-design: neural networks should be compressed, if
possible, in ways that exploit and are tailored to the hardware
characteristics of edge devices.

We make the following contributions:
• We use structured pruning [10], to produce highly com-

pressed versions of our RF fingerprinting neural networks
that are tailored to fast inference at the edge. In particular,
focusing on the (computatially intensive) convolutional
layers, we reduce weights by a 27.2× scaling factor while
incurring a negligible prediction accuracy drop (0.54% on
WiFi and 0.44% on ADS-B transmissions).

• We leverage an Alternating Direction Method of Multi-
pliers (ADMM) method for pruning the network during
training [11], as well as a progressive pruning tech-
nique [12], that increases model parsimony gradually.
Compared to training a parsimonious model directly
(i.e. without pruning), these combined methods lead to
a 9.20% accuracy improvement. We make our code
publicly available1 to accelerate community contributions
in this exciting topic.

• Our structured pruning approach is designed in a way that
leverages edge hardware characteristics, in particular by
enabling parallelizability despite its parsimony. We pro-
vide implementations on multiple edge device hardware,
including a Samsung GalaxyS10 cell phone and a Xilinx-
ZCU104 FPGA. Our FPGA implementation in particular
is custom-designed for our parsimonious fingerprinting
architecture.

• We extensively evaluate the performance of our approach.
Pruning yields significant speedups (∼11.5× on the
FPGA, and ∼3× on the smartphone). Moreover, FPGA
hardware achieves the best efficiency, which is 17×, 18×,
and 14× better than the V100, TX2, and smartphone-
GPU, respectively.

Our approach is summarized in Fig. 1. To the best of our
knowledge, our work is the first comprehensive investigation
of compressing an RF fingerprinting CNN architecture through
pruning; as such, our experiments can be seen as a means
of characterizing the neural network “informational capacity”
required to perform this learning task. Our work is also the

1https://github.com/neu-spiral/RFonEdge

first to provide a systems-level analysis of the implementation
of such a pruning architecture on edge devices.

The remainder of this paper is structured as follows. We
review related work in Section II. In Section III, we describe
our dataset and RF fingerprinting CNN architecture in detail.
In Section IV, we describe the progressive weight pruning al-
gorithm we use to jointly re-train and sparsify the CNN. Next,
we present three edge hardware implementations in Section V
and our experimental evaluation in Section VI. Finally, we
conclude in Section VII.

II. RELATED WORK

Limitations of RF Fingerprinting Techniques. RF finger-
printing enables device identification by learning unchanging,
hardware-based characteristics of the transmitter. A transmit-
ter’s processing chain introduces unchangeable and non-linear
artifacts in the transmitted signals, which are presented in
the in-phase (I) and quadrature components (Q) sequences.
These imperfections include information about IQ imbal-
ance, phase noise, and carrier frequency offset, all of which
serve as a unique identity, i.e. fingerprint, to the transmit-
ter [13]–[16]. Many existing works extract such fingerprints
through complex and protocol-specific feature extraction tech-
niques [17], [18]. These techniques require domain knowledge,
such as packet frame structures, channel bandwidths, modula-
tion choices, and coding schemes. This reduces robustness and
cross-protocol compatibility: these fingerprinting algorithms
require a manual redesign when exposed to new datasets or
protocols. To avoid these drawbacks, recent works explore
machine learning techniques that are robust to communication
protocol changes, and aim to automatically learn hardware-
specific features without hand-engineering via neural net-
works [19]–[22].

The success of CNNs in a variety of domains [23]–[25]
has led to considerable recent activity in their application
to RF fingerprinting. More broadly, there has been extensive
prior research [8], [20], [21], [26]–[31] has explored the
efficacy and performance of different classifiers applied to
RF fingerprinting. In particular, Riyaz et al. [20] and Ali et
al. [29] explored several popular architectures on RF finger-
printing and compared them with traditional ML techniques
(e.g., SVM and logistic regression). Deep CNNs consistently
outperformed these classifiers over several datasets [20]. Jian
et al. show that CNNs are resilient to MAC spoofing [22].
Jian et al. [8] compared several CNN architectures such as
AlexNet-1D [23], GoogleNet-1D [24], VGG16-1D [32] and
ResNet50-1D [25] over multiple datasets capturing different
environmental scenarios, including the impact of number of
classes, the channel variation, signal-to-noise ratio (SNR), and
training dataset size. We adopt the ResNet50-1D architecture
from Jian et al. [8] for our exploration on pruning as it was
shown to be the best-in-class in this earlier work.

Unfortunately, CNN-based RF fingerprinting comes at sig-
nificant computational costs induced by the depth of these
architectures. Close to our work, Soltani et al. [33] use Android
smartphones with TensorFlow Lite for RF fingerprinting, but
do not exploit hardware-software co-design. To the best of our
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knowledge, we are the first in the field of RF fingerprinting
to explore the possibility of (i) using pruned, parameter-
constrained models (ii) on low-cost and resource-limited de-
vices.
Model Compression. The growth of the number of parameters
in modern CNNs [32], [34], [35] impedes the deployment
of models on devices that have limited on-chip resources.
Weight pruning is one of the major compression techniques to
reduce model size. Early works of unstructured weight pruning
achieve a considerable reduction in the number of weights of
representative CNNs with minor accuracy loss [10], [11], [36]–
[38]. However, as discussed in Sec. IV, the resulting irregular,
sparse matrices are not friendly to hardware acceleration
during inference.

To overcome these limitations, later works [39]–[46] pro-
pose structured pruning, by incorporating regularity into
weight pruning. Structured pruning can be further categorized
into filter pruning [39], [47] and column pruning [48], [49].
Filter pruning removes whole filters, and column pruning
(filter shape pruning) prunes weights for all filters at the same
locations in a layer. Channel pruning [39], which prunes chan-
nels completely from the feature map, is essentially equivalent
to filter pruning, as pruning filters in a layer removes the corre-
sponding channels of the next layer. As convolutions in CNNs
is commonly transformed in hardware into GEneral Matrix
Multiplications (GEMMs) by converting weight tensors and
feature map tensors to matrices, structured pruning methods
can directly reduce the dimensions of weight matrices while
maintaining a full matrix format, thus facilitating hardware
implementations; we elaborate on this further in Sec. IV.
Nevertheless, the success of pruning, structured or otherwise,
depends directly on the capacity of the resulting network,
and the complexity of the inference task at hand. To the best
of our knowledge, we are the first to explore the possibility
of compressing networks for RF fingerprinting; as such, our
experiments can be seen as a means of characterizing the
informational capacity associated with this specific learning
task.

Besides weight pruning, there also exist other model com-
pression approaches including low-rank factorization [50],
[51], transferred/compact convolutional filters [52], [53], and
knowledge distillation [54]–[56]. Low-rank factorization meth-
ods leverage matrix/tensor decomposition to decompose an
original large model to a compact model with more lightweight
layers. However, these methods involve computationally-
expensive decomposition operations and can only be applied
layer by layer. Methods based on transferred/compact con-
volutional filters design special structural convolutional filters
to reduce storage and computation cost. As for knowledge
distillation, they compress deep and wide networks into
shallower ones that can mimic the function learned by the
complex model. The main idea is to transfer knowledge
from a large teacher model into a smaller student model
through learning the class distributions output. Compared
with other approaches, weight pruning (i) has a widely used
application scenarios, (ii) can be applied to different settings
with high performance, and (iii) can be easily combined with
other compression approaches for further improvements and

speedup. Thus we mainly focus on weight pruning as model
compression approach in this paper.
Inference Acceleration via Parallel Hardware. Even under
compression, CNN inference still incurs a tremendous compu-
tational workload, and therefore a long latency and high energy
cost, that impedes the real-time implementation over edge
devices. Parallel hardware, including signal instruction mul-
tiple data (SIMD) processors, graphic processing unit (GPUs)
and field-programmable gate arrays (FPGAs), are accessible in
modern devices, which can be leveraged to speed up inference.
Previous works on such hardware implementations study the
parallel acceleration of 2D convolutional layers [57], [58]; the
1D convolutions we employ in our architecture (see Sec. III)
have not received any attention. Our systematic design for RF
fingerprinting acceleration on FPGAs (Sec. V) addresses this.
Departing from the existing CNN accelerators [57], [58], we
design the architecture with dataflow optimization for 1D con-
volution and compressed weight streaming for our structured
pruning approach, illustrating that a tailored design can attain
high efficiency.

Accelerating CNN inference on edge devices has received
considerable attention in recent years, and has lead to frame-
works such as MCDNN [59], DeepMon [60], TFLite [61],
TVM [62], and Alibaba Mobile Neural Network [63]. How-
ever, most of these prior works do not explore optimization
opportunities such as computation and memory foot print
reductions offered by model compression techniques. Efforts
on accelerating CNN inference by model compression include
Liu et al. [64], DeftNN [65], SCNN [66], AdaDeep [67]. These
prior works either (i) attain a worse trade off pruning rate
and accuracy than the one we report here [67], (ii) do not
target edge devices [64], or (iii) require new hardware [65],
[66]. Finally, TensorRT [68] has been used to perform fast
and low-power inference on the edge GPU NVIDIA Jetson
TX2 in a variety of contexts [69]–[71]. A quintessential
example includes mounting the light-weighted TX2 board on
drones for fast object detection [70], [71]. To the best of our
knowledge, we are the first to profile TX2 implementations of
RF fingerprinting via Pytorch and TensorRT.

III. RF FINGERPRINTING ARCHITECTURE

We begin by describing the architecture we use for RF
fingerprinting. This is to be trained over a dataset of wireless
transmissions, and then deployed on edge devices. In this
section, we give an overview of the dataset, pre-processing
steps, and the CNN architecture (i.e., ResNet50-1D) that we
use for training and model pruning.

A. RF Fingerprinting Dataset

We consider a dataset that comprises wireless transmissions
collected from two different wireless standards: (i) commercial
off-the-shelf (COTS) 802.11b/g/n WiFi and (ii) the Automatic
Dependent Surveillance-Broadcast (ADS-B) standard used in
airplane status updates. Our WiFi dataset contains 500 devices
in total and 273 transmissions for each device collected in a
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single day. A spectrum analyzer is used to record each trans-
mission, operating at a 2.4 GHz center frequency with sam-
pling rate 200 MS/s. Each recording consists of 15979 IQ sam-
ples, on average. The ADS-B dataset contains 50 devices and
273 transmissions for each device collected under high SNR
(ranging from 15.3 to 5.1dB). Each transmission is recorded
at a 1.09 GHz center frequency with sampling rate 100 MS/s.
Each recording file, besides IQ samples, contains metadata
such as the device ID, the transmission frequency, and the pro-
tocol used. We refer to the recordings of both WiFi and ADS-
B protocols as transmissions, for convenience. Hence, each
transmission is a variable-length vector of (two-dimensional)
IQ samples. Additional details regarding the dataset statistics
are provided in Section VI-A (see Table I).

B. Data Pre-Processing
Following Jian et al. [8], we perform three pre-processing

steps: band filtering, partial equalization, and slicing. The
former two are only applied to WiFi transmissions, while the
latter is applied to both WiFi and ADS-B transmissions.
Band Filtering. WiFi transmissions are collected in a multi-
device environment, i.e., multiple devices transmit signals on
multiple bands simultaneously. To remove signals generated
out of band and extract clear transmissions made by a specific
device, we apply band filtering using the central frequency in
the metadata. We perform band filtering on all WiFi trans-
missions in our datasets and refer the output, the “filtered”
transmissions, as raw WiFi data. For the ADS-B dataset, we do
not perform band filtering, because each transmission happens
in isolation without interference.
Partial Equalization. Partial equalization [8], [21] removes
channel effects from raw IQ samples while maintaining device-
specific imperfections. Specifically, we first estimate and com-
pensate the carrier frequency offsets, then estimate channel
using transmission pilot, and reapply the offsets to obtain
the final sequence of equalized transmission. Formally, let
y ∈ CL denote the sequence of I and Q components. We use
its preamble to estimate and compensate the carrier frequency
offsets as follows,

γ = fc(ypreamble)

ŷ[t] = y[t] · e−jtγ , t = 0, 1, 2, . . .
(1)

where fc is the estimation function of carrier frequency off-
sets [72]. Let Ŷ be the signal after Fast Fourier Transform
(FFT) from ŷ[t]. We estimate the channel using its transmis-
sion pilot and do equalization via:

Hk = fe(Ŷpilot), k = 0, 1, . . . , 63

Xk =
Ŷk
Hk

, k = 0, 1, . . . , 63
(2)

where fe is the channel estimation function [73] and Xk is
the equalized data. Finally, we reapply the offsets via:

x[t] = IFFT(Xk)

x[t] = x[t] · ejtγ , t = 0, 1, 2, . . .
(3)

where IFFT(·) denotes the inverse FFT. We perform partial
equalization on WiFi transmissions and refer to them as equal-
ized, as opposed to raw WiFi transmissions. We do not perform
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Fig. 2. Our ResNet50-1D architecture contains 49 CLs and 1 fully-connected
layer. Compared to the original 2D version, we build ResNet50-1D by only
changing the filter width to 1×1 or 1×3 accordingly to match the dimension
of IQ slices.

partial equalization on the ADS-B dataset. This is because, in
our ADS-B dataset, channel conditions do not have prominent
effects.

C. CNN Architectures
Among popular deep and large size CNN models [23], [24],

[74], ResNet [25], as the Winner of ILSVRC 2015 in image
classification, has proved to be remarkably successful across
domains. In particular, its extended 1D version, i.e., ResNet50-
1D, has shown state-of-art performance in RF fingerprinting
domain [8], [9]. In this work, we use ResNet50-1D as the
basic architecture for general training and pruning.

As shown in Fig. 2, ResNet50-1D contains 49 convolutional
layers (CLs) and 1 fully-connected layer. Every 3 CLs are
grouped into a block by an identity mapping shortcut or a
projection shortcut, both of which carry forward the input
of the block to its output. Shortcuts mitigate the vanishing
gradient effect, which is the main cause of accuracy loss in
deep architectures. We adapt the original 2D version of con-
volutional filters to our RF inputs as follows: the filter width
of ResNet50-1D is set to 1 × 1 or 1 × 3 accordingly, to
match the dimension of IQ slices described in the next section.
Thus, each kernel learns a variation in time over the I and Q
dimension jointly.

D. CNNs for Variable-length Sequences
Slicing. Recall that each WiFi or ADS-B transmission is a
variable-length sequence of I and Q components. In order
to train and evaluate the (fixed input size) CNNs with these
transmissions, we follow the work of Sankhe et al. [21] and
Jian et al. [22]. These works use a sliding window approach
to cut transmissions into fixed length slices, which the CNN
can ingest. More specifically, a desired slice size l is defined
first. Given an entire transmission k of length Lk, we generate
Lk − l + 1 slices as shown in Fig. 3. We only use a random
fraction of slices to train a classifier. A parameter κ ∈ [1, l]
governs the number of slices that each IQ sample of trans-
mission k participates in during a training epoch. Slicing and
randomization (i) extend our CNN to variable length trans-
missions, (ii) enhance shift-invariance [22], and (iii) reduce
computation costs during training.
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Fig. 3. An illustration slice generation from an arbitrary-length transmission.
Given a transmission of length Lk , we create Lk − l+ 1 slices by sliding a
window of size l over the IQ sequence with stride 1. This leads to inputs of
a fixed length, and enhances shift invariance.

Transmission Prediction. We describe now how to use the
CNN trained over slices to detect the device of the entire trans-
mission. Given a transmission, we slide a window across the
entire transmission with a designed stride (as shown in Fig. 3)
and evaluate our model on each slice. To predict the device that
generated the entire transmission, we sum the probability pre-
dictions of slices generated from this specific transmission and
declare the target device for which the entry is maximized [8].
Formally, let nk indicate the number of slices generated from
transmission k, and pij be the model prediction probability
that slice j was transmitted by device i. The prediction of
transmission k is calculated via î = arg maxi

∑nk

j=1 pij . In
practice, during testing, we use strides different than 1, treating
this as a hyperparameter.

E. Discussion

In our exploration of pruning, we assume the standard clas-
sification setting, whereby class (device) labels are identical in
the training and test set. Moreover, our focus is on accelarating
inference, not training: a trained network is to be compressed
so that detection of devices in the training set can be done
efficiently at dedicated hardware. In real-life scenarios, the set
of devices/classes may vary, and previously unseen devices
may need to be detected as such [75]–[77]; alternatively, the
classifier may also need to be re-trained to handle new classes
[78]–[81]. Addressing such questions while pruning requires
a departure from the setting we study here; we discuss exten-
sions in Section VII.

IV. MODEL PRUNING

In this section, we describe the model pruning algorithm
we use to achieve our goal of computation reduction and en-
ergy efficiency improvement at inference. We prune the model
only on convolutional layers (CLs); this is a common practice
(see, e.g., [11]). This is because CLs are repeatedly applied
during inference; as a result, they contribute the majority of
the computational load in state-of-the-art CNNs.

A. Problem Formulation

We use the following notation throughout the paper. For an
N -layer CNN, we use the subscript i ∈ {1, . . . , N} to indicate
layers. The 1D convolutional layer in our setting is represented
by a three-dimensional weight tensor, with each dimension

pi, qi, ri ∈ N representing the number of filters, channels,
and filter widths, respectively, in each layer i. GEneral Matrix
Multiplication operations (GEMMs) on accelerators operate
over a reshaped tensor of two dimensions Pi = pi and Qi =
qi×ri. We thus represent each layer via the (reshaped) matrix
Wi ∈ RPi×Qi and the bias vector bi ∈ RPi . We also define
W := {Wi}Ni=1 and b := {bi}Ni=1 as the set of all weights
and biases in the CNN. We denote the loss of the CNN under
dataset D by f(W , b;D).

Our objective is to prune non-important weights while pre-
serving the accuracy of the pruned model. Therefore, we mini-
mize the loss function subject to constraints specifying sparsity
requirements. More specifically, the weight pruning problem
can be formulated as:

Minimize:
W ,b

f(W , b;D),

subject to Wi ∈ Si, i = 1, · · · , N,
(4)

where Si ⊆ RPi×Qi is a weight sparsity constraint set applied
to layer i. A broad variety of constraints can be expressed
through sets Si. For example, in unstructured pruning, Si =
{Wi | ‖Wi‖0 ≤ αi},where ‖ · ‖0 is the size of Wi’s support
(i.e., the number of non-zero elements), and αi ∈ N is a
constant. This constraint indicates that the number of non-zero
elements of Wi should not exceed αi. However, the resulting
model is hard to implement efficiently on an edge device, as
it requires keeping track of arbitrarily located indices [10],
[11], [36]–[38]. This leads to performance degradation when
implemented over accelerators [42], [82].

To address this, we follow a structured pruning approach,
whereby sets Si are limited dimension-wise. Formally, given
matrix Wi, let [Wi]p,: ∈ RQi , [Wi]:,q ∈ RPi be the p-th
row and q-th column of Wi, respectively. Moreover, for φ a
boolean predicate, let 1φ to be 1 if φ is true, and 0 otherwise.
In structured filter pruning, for sparsity parameter αi ∈ N, the
set Si is defined as:

Si =
{
Wi |

(∑Pi

p=1 1([Wi]p,: 6=0)

)
≤ αi

}
. (5)

In other words, this constraint enforces that the number of
non-zero rows (filters) on the i-th layer does not exceed αi.
A similar constraint can be placed on columns; that is, for
sparsity parameter αi ∈ N, the corresponding column sparsity
constraint is:

Si =
{
Wi |

(∑Qi

q=1 1([Wi]:,q 6=0)

)
≤ αi

}
. (6)

Intuitively, this enforces that the number of non-zero columns
in Wi does not exceed αi. Both filter and column spar-
sity constraints are more “hardware friendly” compared to
unstrucured pruning [39], [42]: they reduce computations,
while still allowing for the benefit of parallelization over the
non-zero dimension. We discuss our custom edge hardware
implementations that exploit this in Section V.

B. Model Pruning Using ADMM

Problem (4) is non-convex with combinatorial constraints,
thus cannot be solved using stochastic gradient descent meth-
ods as in standard CNN training. To deal with this, we leverage
the Alternating Direction Method of Multipliers (ADMM) to
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Fig. 4. An illustration of progressive pruning. We prune the network over multiple rounds. In each round, we execute the ADMM pruning algorithm and
a masked retraining process to the pre-trained model. The input to each round r is a pre-trained neural network as well as a constraint set {Sr

i }Ni=1. As
the number of round increases, stronger constraints are provided and added to the model. The output of the round r will be a pruned model, consisting of
the weight matrix Wr satisfies the constraint such that Wr

i ∈ Sr
i . Besides the pruned model, each round could output a mask {Mr}Ni=1 that contains

binary-valued elements with value 0 corresponding to the pruned weights and value 1 corresponding to the remaining weights. We could then prune the model
additionally conditioning on this passed mask.

decompose the original problem into two subproblems that can
be solved efficiently and separately [10], [11], [83]. We begin
by rewriting problem (4) in the ADMM form by introducing
auxiliary variables Zi:

Minimize:
W ,b

f(W , b;D) +
∑N
i=1 gi(Zi),

subject to Wi = Zi, i = 1, · · · , N,
(7)

where gi(·) is the indicator of set Si, defined as:

g(Zi) =

{
0 if Zi ∈ Si,
+∞ otherwise. (8)

The augmented Lagrangian of problem (7) is defined as [83]:

L(W , b,Z,U) = f
(
W , b;D

)
+
∑N
i=1 gi(Zi)+

+
∑N
i=1 ρi trace(U>i (Wi −Zi)) +

∑N
i=1

ρi
2 ‖Wi −Zi‖2F ,

(9)

where ρi is a penalty value and Ui ∈ RPi×Qi is a dual
variable, rescaled by ρi.

The ADMM algorithm proceeds by repeating the following
iterative optimization process until convergence. At the k-th
iteration, the steps are given by

W (k), b(k) := arg min
W ,b

L(W , b,Z(k−1),U (k−1)) (10a)

Z(k) := arg min
Z

L(W (k), b(k),Z,U (k−1)) (10b)

U (k) := U (k−1) + W (k) −Z(k). (10c)

The problem (10a) is equivalent to:

min
W ,b

f(W , b;D)+
∑N
i=1

ρi
2 ‖Wi−Z

(k−1)
i +U

(k−1)
i ‖2F . (11)

The first term in (11) is a standard CNN loss while the second
term is quadratic and differentiable. Thus, this subproblem can
be solved by classic stochastic gradient descent.

After solving problem (10a) at iteration k, we proceed to
solving problem (10b), which is equivalent to:

min
Z

∑N
i=1 g(Zi) +

∑N
i=1

ρi
2 ‖W

(k)
i −Zi + U

(k−1)
i ‖2F . (12)

As g(·) is the indicator function of the constraint set Si,
problem (12) is equivalent to:

Z
(k)
i = ΠSi

(
W

(k)
i + U

(k−1)
i

)
, (13)

where ΠSi
is the Euclidean projection of W (k)

i +U
(k−1)
i onto

the set Si. The special structure of Si allows us to find the

optimal analytical solutions. For filter pruning (Eq. (5)), the
solution can be obtained by first calculating

Op = ‖[W (k)
i + U

(k−1)
i ]p,:‖22, for p = 1, · · · , Pi,

then keeping αi rows in W
(k)
i +U

(k−1)
i , corresponding to the

αi largest values in {Op}Pi
p=1, and setting the rest to zero. For

column pruning (Eq. (6)), a similar solution can be obtained
by first calculating

Oq = ‖[W (k)
i + U

(k−1)
i ]:,q‖22, for q = 1, · · · , Qi,

then keeping αi columns in W
(k)
i +U

(k−1)
i with the αi largest

values in {Oq}Qi

q=1, and setting the rest to zero.

C. Final Masked Retraining

The parameters (W , b) produced by ADMM satisfy the
constraints {Si}Ni=1 only asymptotically. As a result, retraining
process is typically required to improve the accuracy of the
pruned model with the training dataset and attain feasibil-
ity [40], [42], [45]. To that end, we first construct a binary
mask Mi ∈ Si ∩{0, 1}Pi×Qi for each layer i to constrain the
retraining process. The mask Mi is constructed as follows
for filter pruning: first, we compute Z̄i = ΠSi

(Wi) , i ∈
{1, ..., N}; then, we set [Mi]p,: = 1, for all p s.t. [Z̄i]p,: 6=0.
A similar construction applies for column pruning. We then
retrain W using gradient descent but constrained by masks
{Mi}Ni=1. That is, during back propagation, we first calcu-
late the gradient ∇Wif(W , b;D), which is the same as the
standard CNN training process, then apply the mask Mi to
the gradient using element-wise multiplication. Therefore, the
weight update in every step during the retraining process is

Wi := Wi − ηMi ◦ ∇Wi
f(W , b;D), (14)

where η is the learning rate and ◦ denotes element-wise mul-
tiplication.

D. Progressive Pruning

When pursuing extremely high pruning rates (> 90×), the
weight pruning approach described in Sections IV-B and IV-C
has certain drawbacks. First, as feasibility is only asymptotic,
many weights are approximately (but not exactly) equal to zero
at the conclusion of ADMM. Second, rounding these to zero
after the termination of the algorithm often leads to accuracy
loss [12], even if one retrains using only the resulting sparse
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weights (as described in Section IV-C). To attain high pruning
rates with negligible accuracy loss, we follow a progressive
weight pruning approach [12] that reaches a high pruning rate
gradually.

This progressive pruning is illustrated in Fig. 4. We prune
the network over multiple rounds. In each round, we exe-
cute the ADMM weight pruning algorithm (Eq. (10)) and a
masked retraining process (Eq. (14)) to the pre-trained model.
The input to each round r is a pre-trained neural network
{W r−1

i , br−1i }Ni=1, obtained as the output from the previous
round, as well as a set of constraints {Sri }Ni=1. As the num-
ber of rounds increases, stronger constraints are provided and
added to the model. Taking filter pruning as an example, recall
from Section IV-A that Sri is defined by Eq. (5), a stronger
constraint Sr+1

i should satisfy that αr ≤ αr+1
i , for all i =

{1, · · · , N}. The pre-trained model is thus pruned progres-
sively and reaches the high pruning rate gradually. The output
of the round r is a pruned model, consisting of the weight
matrix Wr that satisfies Wr

i ∈ Sri , i = 1, ..., N . We set the
input to the first round to be a model pre-trained without any
constraints.

An alternative execution of progressive pruning is as fol-
lows. Besides the pruned model, each round could output
a mask {M r

i }Ni=1, as described in Section IV-C, that con-
tain binary-valued elements with value 0 corresponding to the
pruned weights and value 1 corresponding to the remaining
weights. The framework can pass this mask along with the
pruned model to next round. We could then prune the model
additionally conditioning on this mask passed. If we do this,
the non-zero entries of the pruned weights Wr

i will be a subset
of those of Wr−1

i in the next round. In practice, it is not
necessary to pass masks this way. Instead, we may allow the
algorithm reversing decisions made in previous rounds and
provide it with more freedom on which weights to prune.
In our implementation, we perform three rounds of column
pruning, without masks passed forward, and one round of
filter pruning, with a mask. The latter incorporates filter-wise
constraints while optimizing over column-wise constraints. We
describe these in detail in Section VI-A.

V. HARDWARE IMPLEMENTATIONS

To explore the facilitation of hardware implementation
on inference efficiency, we execute the pruned model on
three hardware-processing element, Smartphone GPU&CPU,
NVIDIA TX2, and FPGA. In this section, we provide a
detailed description of these three platforms and our modi-
fications to match the RF fingerprinting task.

A. Smartphone Acceleration Framework

We rely on and extend a compiler-assisted acceleration frame-
work on general, off-the-shelf mobile devices. The compiler-
assisted framework is written in C++ and uses the compiler-
level concept of automatic code generation. It takes the Open
Neural Network Exchange (ONNX) model as input, and au-
tomatically generates C++ based and OpenCL based executa-
bles for mobile CPU and mobile GPU, respectively. Similar
to [62], [63], [84], the ONNX model is first translated into

Offset
…2,0,2,1

…1,1,0,0

DataflowCtrl

Logic On-chip Mem
WMask MaskDec ActData

…1,0,1,1,1,0
Bit mask Base address

WData

WData

To

…

… 𝚺

𝚺

PSum

PSum

Ti

Off-chip DRAM

PE PEPE PE

… PE PEPE PE

Fig. 5. A dedicated hardware architecture designed for the proposed 1D conv.
with the structured pruned model.

computational graphs and weights at compiler level. Then
layerwise representation for CNN inference is extracted from
the computation graph, supporting layerwise code generation
and optimization for the final program executables.

We extend the compiler-assisted framework by supporting
different types of structured pruning, e.g., filter pruning and
column pruning. After such structured pruning, the layer-wise
computation is still in the form of GEMM [85], [86]. The
computation graph based code generation framework is ap-
plied, and parallelism in CNN inference can be maintained
without heavy control-flow dependencies. Besides, we adopt
two compiler-level optimization techniques that work for both
mobile CPU and GPU code generation: Vectorization and Pa-
rameter Auto-Tuning.

Vectorization achieves high parallelism on multi-core mo-
bile CPU/GPU. We use ARM NEON and OpenCL to auto-
vectorize CPU and GPU codes, respectively. The mobile CPU
and GPU have different numbers of vector registers. In or-
der to take full advantage of registers while avoiding regis-
ter spilling, we have designed a specific loop unrolling level
to pack computations and perform mapping accordingly. Pa-
rameter auto-tuning specifically tests candidate configurations
of the key performance parameters including: strategies of
placing data on CPU/GPU memories, different tile sizes, and
loop permutations for each CNN layer on CPU/GPU. Again
this is layerwise optimization with the flexibility of different
configurations for different layers of the target CNN, and the
best layerwise configuration is chosen accordingly.

B. FPGA Framework

Organization of Parallel Processing Elements (PEs). To
further improve the computational efficiency when perform-
ing inference on an FPGA, we propose a dedicated accel-
erator for our structured pruned model, leveraging the 1D
convolutional structure of our layers. As shown in Fig. 5,
the processing elements (PEs) are organized in a 2D array,
where each PE executes one multiply-accumulate (MACC)
operation. To propose a general architecture design that can
be implemented on FPGA devices with different hardware
resource, we parameterize the PE array with a size of To×Ti;
the horizontal Ti PEs compute the same filter, and thus the
MACC results are accumulated (

∑
in Fig. 5). In contrast,

the PE-rows compute To filters concurrently. Multiple on-chip
memories are connected to the PE array for dataflow.
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Dataflow with Dedicated Memory Hierarchy. Due to the
limited size of on-chip memory, the DataflowCtrl module
exchanges the weights and input/output activations between
the on-chip memory and off-chip DRAM. The memory struc-
tures and the corresponding workflow are organized as follows.
In one iteration, the weight values of To filters are loaded from
DRAM and written to WData memory corresponding to each
PE-row. The zero values by column pruning are emitted in the
compressed weight stream. The weight mask stored in WMask

memory indicates the index of the skipped column. We use
a bit mask (1-bit for each column) to represent whether the
column is pruned or not. The stream of bit masks is sent to a
mask decoder module (MaskDec) that translates the codes to
offset and base address in reading the proper activation data in
ActData memory. In the 1D convolution with a filter size of 3,
for instance, the bit mask (binary) stream “0,1,1,1,0,1,...”(as in
Fig. 5) can be grouped to 3-bits tuples and each tuple indicates
the pruning pattern of an input channel. In this example, tuple
“{0,1,1}” for the first channel indicates the first sub-column is
pruned and the rest two sub-columns are remained. This stream
is then translated to an offset stream of “1,2,0,2,...”, where
“1,2” are the index of non-zero sub-columns corresponding to
the first channel and “0,2” are for the second one. Therefore,
the based address stream “0,0,1,1,...” is output simultaneously
and aligned to each element in offset stream to indicate the
index of input channel. With the base address and offset, the
proper activation values are read from ActData and broadcast
to To PE-rows. Note that Ti bit non-zero bit masks are de-
coded in each cycle that fetch multiple activation values for
Ti PEs concurrently. The PSum memory stores the partial sum
in computation with multiple input channels. This workflow
iterates to get all output filters in one layer and then stores the
results back to DRAM for the subsequent layers.

C. TX2 Framework (TensorRT)

We also implement our neural network on an edge GPU
NVIDIA Jetson TX2 (see Section VI-A for more details on
the platform). We run our methods using two frameworks: Py-
torch, which is the standard implementation we also use during
training, and TensorRT. TensorRT is briefly described below.
We note that both of these frameworks implement pruned
networks via masks of zeros and ones; as such, they do not a
priori exploit the sparse structure of our pruned network. We
thus only use Pytorch and TensorRT at the TX2 for comparison
purposes.

TensorRT is a compression and optimization framework de-
veloped by NVIDIA for running fast inference on NVIDIA
GPUs [68]. After the developer trains and saves the neural
network as a Pytorch model, the model can be optimized and
run for inference through TensorRT. We use ONNX [68] parser
to import the model from its saved format into TensorRT. Ten-
sorRT’s optimization tool makes several platform-specific op-
timizations. It merges concatenation layers by directing layer
outputs to the correct eventual destination and eliminates the
layers whose outputs are not used. It also fuses convolution,
bias and ReLU operations together. TensorRT also aggregates
operations with sufficiently similar parameters and the same

source tensor (for example, the 1x1 convolutions in GoogleNet
v5’s inception module) and removes the operations which are
equivalent to no-ops.

VI. PERFORMANCE EVALUATION

In this section, we discuss results on five benchmark datasets
of device transmissions and report the effectiveness of model
pruning and the inference speedup on different platforms.

A. Experimental Setup

Datasets. We use five benchmark datasets, summarized in
Table I, including three WiFi datasets (WiFi-50, WiFi-Eq-
50, WiFi-Eq-500), one ADS-B dataset (ADS-B-50), and one
mixture dataset (Mixture-50) containing both WiFi and ADS-
B transmissions. WiFi-50 and ADS-B-50 both contain trans-
missions of raw IQ samples, while WiFi-Eq-50 and WiFi-Eq-
500 are partially equalized, as described in Section III-B. We
pick 25 devices uniformly at random (u.a.r.) from WiFi-50
and ADS-B-50, respectively, and form Mixture-50. To ana-
lyze the effect of model pruning on equalized transmissions,
we also perform partial equalization on WiFi transmissions
and construct WiFi-Eq-50 based on WiFi-50. To measure the
pruning ability with respect to scaling the number of devices
the model classifies, we also perform partial equalization on
the whole WiFi dataset (500 devices) and form WiFi-Eq-500.
Recall from Section III-B that equalization involves down-
sampling; as a result, equalized transmissions are shorter than
raw transmissions.

Each benchmark dataset has a training set and a test set,
containing 218 and 55 transmissions per device, respectively.
We further separate 10% of the training set as a validation
set to tune hyper-parameters, such as slice and batch sizes.
During training and pruning, we evaluate the model on the
validation set and keep the best mong all epochs, which is
finally evaluated on the test set.
Evaluation Metrics. We evaluate the model performance on
five benchmark datasets via Top-1 Accuracy, considering that
classes are balanced. We report per-slice and per-transmission
accuracy, where transmission predictions happen as described
in Section III-D.

We evaluate the model pruning performance via pruning
rate, which is the ratio of unpruned size versus pruned size.
Formally, for n and n0 the total number and zero param-
eters, respectively, the pruning rate is n

n−n0
. We calculate

FLOPS (floating point operations per second) for pre-trained
and pruned models as well via the THOP Python module. We
also evaluate inference acceleration for the pruned models on
different platforms (described below in “Software and Hard-
ware”). Though both per-slice and per-transmission inference
acceleration are interesting, since the length of transmissions
is arbitrary, to make a fair and more general comparison, we
report the inference time per slice.
Parameters. We use the following hyper-parameters, which
we have determined using the validation set. We use a batch
size of 256 and 128 in ResNet50-1D model for WiFi-Eq-
50 and other datasets respectively. We use a slice size of
512 for raw datasets (WiFi-50, ADS-B-50, Mixture-50), and
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TABLE I
RF FINGERPRINTING DATASET STATISTICS

Datasets L N M W̄
Per-trans. Accuracy

Random Guess RFNet VGG16-1D ResNet50-1D

WiFi-50 50 218 55 13071 2% 57.53% 58.13% 64.80%
ADS-B-50 50 218 55 9526 2% 91.85% 87.08% 88.53%
Mixture-50 50 218 55 11427 2% 74.72% 73.92% 79.51%
WiFi-Eq-50 50 218 55 514 2% 63.94% 64.31% 70.78%
WiFi-Eq-500 500 218 55 662 0.2% 47.82% 53.77% 61.40%

Here, L is the number of devices/labels, N is the number of training transmissions per device, M is the number of test transmissions per device, W̄ is
the average number of samples per transmission. We report the per-transmission accuracy of non-pruned ResNet50-1D models as well as the random guess,
RFNet, VGG16-1D for reference purpose. RFNet [8] is a custom-designed model inspired by AlexNet [23], which contains ten convolution layers and five
max pooling layers, organized in five stacks, followed by four fully connected layers. VGG16-1D is a modified version of the VGG16 [32] by setting each
filter width to 1× 3.

TABLE II
THREE SPARSITY SETTINGS FOR RESNET50-1D

Depth Sparsity Ratio Depth Sparsity Ratio
I II III I II III

1 0% 0% 0% 27 65% 85% 95%
2-3 30% 50% 60% 28-39 60% 80% 90%
4-5 50% 70% 80% 40-41 62% 82% 92%
6-13 55% 75% 85% 42-43 65% 85% 95%

14-16 60% 80% 90% 44-48 60% 80% 90%
17-20 65% 85% 95% 49 50% 70% 80%
21-26 68% 88% 98% Prun. Rate 2.6× 5.4× 11.8×

Each column of the table describes the sparsity ratio for different layers i,
defined as 1−αi/Pi and 1−αi/Qi for filter and column pruning respectively.
The resulting pruning rate n/(n− n0) for CLs is shown in the last row.

TABLE III
AN ILLUSTRATION OF PROGRESSIVE WEIGHT PRUNING PROCEDURE.

Models Rounds Description Pruning Rate
(CLs only)

V1 1 C (I) 2.6×
V2 2 C (I) → C (II) 5.4×
V3 3 C (I) → C (II) → C (III) 11.8×
V4 4 C (I) → C (II) → C (II) + F (II) 27.2×

We present 4 different versions of the execution (V1-V4). In the first three
(V1-V3), Column (C) pruning, is sequentially applied with more stringent
constraints (I–III) in each round, without masks. In V4, a final Filter (F)
pruning round is applied, further constrained via masks.

a smaller slice size 198 for WiFi equalized datasets, due to
the shorter equalized transmission length caused by down-
sampling. We use Adam [87] as an optimizer with default
values and initialize the learning rate to 0.0001. To reduce the
evaluation cost, we set the κ = 16 and a stride of 16 for slicing
at training and testing stage, respectively.
ADMM In each model pruning round, we run 50 iterations of
ADMM (Eq. (10)). In each iteration, step (10a) is implemented
by one epoch of SGD over the dataset, solving Eq. (11) ap-
proximately. We set all ρi = 10−4 initially; every 10 iterations
of ADMM, we multiply them by a factor of 10, until they reach
1. Finally, we retrain the network under a pruned mask for 10
epochs with a batch size of 64 as described in Section IV-D.

Progressive Model Pruning. Recall from Section IV-A that
the sparsity constraint sets {Si}Ni=1 are defined by Eq. (5) for
filter pruning and by Eq. (6) for column pruning, with sparsity
parameters αi ∈ N determining the non-zero rows or columns,
respectively per layer. We define three different sparsity set-
tings (I–III) for ResNet50-1D, summarized in Table II. In each
setting we indicate the sparsity ratio for different layers i,
defined as 1 − αi/Pi and 1 − αi/Qi for filter and column
pruning respectively.

To set the sparsity ratio for each layer, we built upon the
intuition/lessons learned from pruning ResNet50 over image
classification on the CIFAR10 dataset, reported in [10], [40],
[49]. In particular, these works empirically observed that spar-
sity ratios should should be higher on middle layers, that are
less sensitive to pruning, while earlier and later layers should
lower pruning rates, as they have greater impact on pruning. To
that end, we started from the sparsity ratios reported in [49];
for each group in Table II, we fine-tuned these selections to
our RF-fingerprinting dataset. In particular, we explored 5%
perturbations of the values reported in [49], and selected the
best performing values w.r.t. validation set accuracy. We stress
again that the sparsity constaint sets are applied to all CLs,
including the CLs in projection and identity blocks, as well as
the shortcuts in projection blocks, as shown in Fig 2.

These constraints are used in different rounds of progressive
pruning, as illustrated in Fig. 4. We have 4 different versions
of this execution (V1-V4) summarized in Table III. In the first
three (V1-V3), Column (C) pruning, is sequentially applied
with more stringent constraints (I–III) in each round, without
masks (see Section IV-D). In V4, a Filter (F) pruning round
is applied, further constrained via masks {M2

i }Ni=1 from the
column layer. In all cases, the first round operates on a pre-
trained ResNet50-1D model without constraints. Note that, in
V4, the combined application of Column and Filter pruning
results in a model with final overall pruning rate 27.2× for
CLs.
Software and Hardware. We use GNU Radio Toolkit [88]
for data equalization. Training, pruning and prediction are
implemented in Python using Pytorch and NVIDIA CUDA
support. All training and pruning experiments are carried out
on an NVIDIA DGX workstation with 1 Tesla V100 GPU with
32 GB memory and 5120 cores, operating at a frequency of
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TABLE IV
PROGRESSIVE MODEL PRUNING ON WIFI-EQ-50 AND WIFI-EQ-500 DATASETS

Datasets Benchmark Accuracy Pruning Rate # Parameters FLOPS
Per-slice Per-trans. CLs only All CLs only All

WiFi-Eq-50

ResNet50-1D 85.71% 70.78% 1× 1× 15.90M 16.06M 0.63G
progressive pruning (V1) 87.47% 71.80% 2.6× 2.5× 6.15M 6.30M 0.24G

ResNet50-1D-Lite 82.62% 64.73% - - 6.22M 6.36M 0.25G
progressive pruning (V2) 87.44% 71.23% 5.4× 5.1× 2.97M 3.13M 0.12G

ResNet50-1D-Lite 79.63% 61.37% - - 3.05M 3.23M 0.13G
progressive pruning (V3) 84.77% 68.95% 11.8× 10.5× 1.38M 1.54M 0.06G

ResNet50-1D-Lite 76.29% 57.50% - - 1.39M 1.55M 0.06G
progressive pruning (V4) 85.59% 70.24% 27.2× 15.8× 0.59M 0.74M 0.02G

ResNet50-1D-Lite 80.05% 55.83% - - 0.59M 0.74M 0.02G

WiFi-Eq-500

ResNet50-1D 45.38% 61.40% 1× 1× 15.90M 16.98M 0.64G
progressive pruning (V1) 44.83% 61.26% 2.6× 2.1× 6.15M 7.18M 0.25G

ResNet50-1D-Lite 42.32% 53.69% - - 6.21M 7.26M 0.26G
progressive pruning (V2) 44.51% 60.44% 5.4× 4.3× 2.97M 3.99M 0.13G

ResNet50-1D-Lite 37.86% 51.04% - - 3.33M 4.35M 0.15G
progressive pruning (V3) 38.77% 51.38% 11.8× 9.2× 1.38M 2.41M 0.06G

ResNet50-1D-Lite 30.11% 42.64% - - 1.30M 2.33M 0.06G

We also evaluate a group of ResNet50-1D-Lite models, which contain fewer filters in each CLs while maintain the ResNet50-1D structure. These ResNet50-Lite
models are deliberately designed to have similar number of parameters as pruned models.

1230 MHz and 250W peak power. Besides NIVIDIA V100,
we also evaluate the dedicated architectures on a TX2 plat-
form, a smartphone, and an FPGA. NVIDIA Jetson TX2 is
an industrial-graded GPU aided computer designed for GPU
computations. It features an integrated NVIDIA Pascal GPU
with 256 CUDA cores, a hex-core ARMv8 64-bit CPU com-
plex, and 8GB of LPDDR4 memory with a 128-bit interface,
at 7.5W peak power and Max-Q frequency of 854 MHz. Our
smartphone experiments are conducted on a Samsung Galaxy
S10 cell phone with the latest Qualcomm Snapdragon 855
mobile platform that contains a 2.8 GHz Qualcomm Kryo
485 Octacore CPU with 8 cores and a Qualcomm Adreno 640
GPU, operating at a frequency of 585 MHz. The peak power
consumption of Qualcomm Snapdragon 855 mobile platform
is 5W. We use the FPGA platform Xilinx-ZCU104 [89], with
an operating frequency of 200MHz and 14W peak power con-
sumptions, under a 256-PE design (Ti = 4, To = 64, as
described in Section V-B). To explore performance gains in
detail, we build a cycle-level emulator for the proposed design
and connect it to a DRAM simulation model [90].

B. Performance Evaluation

Effectiveness of Model Pruning. We first apply our progres-
sive structured pruning method on the WiFi-Eq-50 and WiFi-
Eq-500 datasets. Predictions (per-slice and per-transmission
accuracy) and pruning performance (pruning rate, number of
model parameters, and FLOPS) are summarized in Table IV.
We report the pruning rate and number of model parameters
in terms of convolutional layers (CLs only) as well as the
entire model (All). We stress again that CLs are of greater
impact on inference time than remaining parameters, as they
are used repeatedly during inference. Overall, our approach
prunes a large fraction of weights with only minimal test accu-

V1
V2

V3
V4 Pre-trained

ResNet50-1D

ResNet34-1DResNet18-1D

VGG16-1D
RFNet

(a) WiFi-Eq-50

Pre-trained
ResNet50-1D

V1V2

ResNet34-1D

ResNet18-1D

V3

VGG16-1D

RFNet

(b) WiFi-Eq-500

Fig. 6. Performance comparison between the pruned ResNet50-1D, full
ResNet(50/34/18)-1D, RFNet [8], VGG16-1D, and ResNet50-1D-Lite on (a)
WiFi-Eq-50 and (b) WiFi-Eq-500 datasets. Each point on the plot represents
the change of per-transmission accuracy of the corresponding model, when
compared to a (non-pruned) pre-trained ResNet50-1D, vs. the pruned model’s
number of FLOPS. The pruned model outperforms full ResNet(34/18)-1D and
its corresponding ‘Lite’ version in all cases, attaining a considerably higher
accuracy at even lower FLOPS.

racy degradation. In particular, progressive structured pruning
yields a 27.2× pruning rate on CLs, with only 0.54% per-
transmission accuracy drop on WiFi-Eq-50 (under V4), and a
5.4× pruning rate on CLs with only 0.96% per-transmission
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TABLE V
PROGRESSIVE MODEL PRUNING ON PROTOCOL-MIXTURED DATASETS

Datasets Benchmark Accuracy Pruning Rate # Parameters FLOPS
Per-slice Per-trans. CLs only All CLs only All

WiFi-50

ResNet50-1D 44.52% 64.80% 1× 1× 15.90M 16.36M 1.61G
progressive pruning (V1) 44.83% 64.82% 2.6× 2.5× 6.15M 6.61M 0.63G
progressive pruning (V2) 44.74% 64.44% 5.4× 4.8× 2.97M 3.43M 0.31G
progressive pruning (V3) 44.43% 64.00% 11.8× 8.9× 1.38M 1.85M 0.15G
progressive pruning (V4) 44.23% 63.61% 27.2× 15.7× 0.59M 1.05M 0.07G

ADS-B-50

ResNet50-1D 73.83% 88.53% 1× 1× 15.90M 16.36M 1.61G
progressive pruning (V1) 73.55% 88.49% 2.6× 2.5× 6.15M 6.61M 0.63G
progressive pruning (V2) 73.40% 88.25% 5.4× 4.8× 2.97M 3.43M 0.31G
progressive pruning (V3) 73.14% 88.18% 11.8× 8.9× 1.38M 1.85M 0.15G
progressive pruning (V4) 72.86% 88.09% 27.2× 15.7× 0.59M 1.05M 0.07G

Mixture-50

ResNet50-1D 66.19% 79.51% 1× 1× 15.90M 16.36M 1.61G
progressive pruning (V1) 65.94% 79.55% 2.6× 2.5× 6.15M 6.61M 0.63G
progressive pruning (V2) 65.86% 79.13% 5.4× 4.8× 2.97M 3.43M 0.31G
progressive pruning (V3) 65.27% 78.60% 11.8× 8.9× 1.38M 1.85M 0.15G
progressive pruning (V4) 64.79% 78.01% 27.2× 15.7× 0.59M 1.05M 0.07G

For Mixture-50 dataset, the per-transmission accuracy (79.51%) is slightly above the average of it on WiFi-50 (64.80%) and ADS-B-50 (88.53%); and the per-
transmission accuracy after the progressive pruning (78.01%) is still higher than the average of 63.61% and 88.09% on WiFi-50 and ADS-B-50, respectively.
These two observations indicate that the informational capacity of the pruned network is not adversely affected by the exposure to protocol mixtures.

TABLE VI
EFFECTIVENESS OF PROGRESSIVE PRUNING

Benchmark Accuracy Pruning Rate
Per-slice Per-trans. CLs only All

ResNet50-1D 85.71% 70.78% 1× 1×
V4 85.59% 70.22% 27.2× 15.8×

direct pruning 79.32% 61.02% 27.2× 15.8×

Performance comparison between a progressive pruned model (V4) and
a single-round pruned model (directly to 27.2×) on WiFi-Eq-50 dataset.
Progressive pruning improves accuracy by 9.2%.

accuracy drop) on WiFi-Eq-500 (under V2).
We also demonstrate pruning while training, in a progressive

fashion, is imperative for maintaining high accuracy while
constructing a parsimonious model. To show this, we construct
a class of models that has fewer parameters than the original
ResNet50-1D, and explore the resulting accuracy-compression
trade-off. We term the first class of models as ‘ResNet50-Lite’:
these models have the same architecture ResNet50 but contain
fewer filters in each convolutional layer (resulting in fewer
parameters in total). These ResNet50-Lite models are deliber-
ately designed to have similar total number of parameters as
pruned models V1-V4. To make a fair comparison, we set the
number of filters in each layer corresponding to the sparsity
settings shown in Table 2. Specifically, the sparsity ratio for
each layer i reported in Table 2 is defined as 1−αi/Pi, where
αi is sparsity parameter defined in Eq. (3) and (4). For each
layer i, We set the number of filters in each ResNet50-1D-Lite
model equal to the corresponding αi. We train these ‘Lite’
models until no improvement was observed on the validation
set (typically, ∼20 epochs). The performance of ResNet50-
Lite models on WiFi-Eq-50 and WiFi-Eq-500 datasets is pre-

sented in Table IV. The pruned model outperforms its corre-
sponding ‘Lite’ version in all cases, attaining a considerably
higher accuracy at even lower FLOPS.

To further demonstrate this, we plot the change of accu-
racy (i.e., the accuracy achieved by the corresponding model
minus the accuracy of the pre-trained ResNet50-1D model)
vs. FLOPS of our pruned models and the ResNet-1D-Lite
models described above in Fig. 6. As an additional class of
parsimonious competitors, we also include the change of ac-
curacy and FLOPS of the ResNet34-1D and ResNet18-1D
architectures [25] (which are shallower than ResNet50, and
contain fewer parameters). Our pruned ResNet50-1D outper-
forms ResNet(34/18)-1D and ResNet50-1D-Lite in all cases,
clearly demonstrating the advantage of pruning compared to
directly training parsimonious models from scratch.
Saturation and Bias vs. Variance Tradeoff. As seen on
Table IV there is a slight accuracy increase during pruning in
V1, V2, for WiFi-Eq-50. This is because pruning reduces the
complexity of the model, and hence, to some extent, avoids
overfitting (reducing variance without affecting model bias).
However, increasing the pruning rate beyond a critical point
can lead to sharp drop in accuracy; this is expected, as reducing
the model capacity significantly hampers its expressiveness
and starts to introduce bias in predictions. As indicated in
Table IV, this critical point occurs on WiFi-Eq-500 at pruning
rate 11.8×/V3, observed as a sharp accuracy drop (51.38%
at 11.8×/V3 vs. 60.44% at 5.4×/V2). Not surprisingly, this
critical point occurs earlier for WiFi-Eq-500 when compared
to WiFi-Eq-50, for which no saturation happens for pruning
rates up-to 27.2×.
Inference on Protocol Mixtures. Table V summarizes perfor-
mance of progressive structured pruning for ResNet50-1D on
WiFi-50 and ADS-B-50 datasets, as well as on Mixture-50,



12

TABLE VII
INFERENCE ACCELERATION

Datasets Benchmark
Overall
Comp.
Rate

Acc.
Degra.

NVIDIA V100 NVIDIA TX2 Phone(GPU) Phone(CPU) FPGA
5120-cores 256-cores 384×2 ALUs 8-cores 256-PE
1230MHz 854MHz 585MHz 2.8GHz 200MHz

250W 7.5W Max. Power: 5W 14W
Pytorch (ms) Pytorch TensorRT (ms) (ms) (ms)

WiFi-50 ResNet50-1D 1× 0.00% 9.22±0.19 28.93±2.47 11.81±0.88 37.60 63.20 15.60
pruned (V4) 15.7× 1.19% 9.18±0.16 29.09±3.14 11.62±0.59 11.50 21.17 1.36

ADS-B-50 ResNet50-1D 1× 0.00% 9.24±0.20 29.10±2.66 11.87±0.82 37.26 63.49 15.60
pruned (V4) 15.7× 0.44% 9.13±0.21 28.79±2.76 11.66±0.89 11.59 21.83 1.36

Mixture-50 ResNet50-1D 1× 0.00% 9.19±0.24 29.16±2.79 12.00±0.95 37.32 63.44 15.60
pruned (V4) 15.7× 1.50% 9.16±0.22 29.04±3.09 11.46±0.47 11.15 21.30 1.36

WiFi-Eq-50 ResNet50-1D 1× 0.00% 9.15±0.17 29.40±1.26 9.67±0.99 24.07 40.18 6.04
pruned (V4) 15.7× 0.54% 9.07±0.12 29.34±1.18 9.37±0.78 7.24 16.21 0.53

WiFi-Eq-500 ResNet50-1D 1× 0.00% 9.20±0.18 29.34±1.13 9.45±0.87 24.13 40.32 6.06
pruned (V2) 4.3× 0.96% 9.18±0.14 29.15±1.07 9.47±0.77 13.05 24.15 2.13

Inference acceleration for the pruned models on four platforms: NVIDIA V100, NVIDIA TX2, a Samsung Galaxy S10, and a Xilinx-ZCU104 FPGA. Among
four platforms, V100 maintains the best performance (∼9ms) on non-pruned model. In contrast, FPGA achieves the best performance under a pruned model
and attains a speedup of as much as 11.5× over the non-pruned model, demonstrating the benefit of our design over this accelerator. The low power smartphone
has the worst inference performance among all platforms; nevertheless, pruning achieves a 3× speedup.

a dataset comprising both protocols. In general, we observe
that the accuracy for ADS-B data is higher than for WiFi
data, indicating they are easier to identify; this is consistent
with observations made, e.g., in [9]. For Mixture-50 dataset,
the per-transmission accuracy (79.51%) is slightly above the
average of it on WiFi-50 (64.80%) and ADS-B-50 (88.53%);
and the per-transmission accuracy after the progressive prun-
ing (78.01%) is still higher than the average of 63.61% and
88.09% on WiFi-50 and ADS-B-50, respectively. These two
observations indicate that the informational capacity of the
pruned network is not adversely affected by the exposure to
protocol mixtures.

Effectiveness of Progressive Pruning. To evaluate the effec-
tiveness of progressive pruning, we present results obtained
from a model pruned to 27.2× in a single round in Table VI,
as opposed to progressively pruning as in setting V4. Progres-
sive pruning improves 9.2% on per-transmission accuracy on
WiFi-50-Eq dataset, which demonstrates the effectiveness of
progressive vs. direct pruning.

Influence of Equalization. We observe an interesting phe-
nomenon comparing raw WiFi transmissions (Table V) and
their equalized versions (Table IV). Specifically, (non-pruned)
ResNet50-1D shows much higher per-transmission accuracy
for equalized data (70.78%), compared to the raw WiFi
transmissions (64.80%). Moreover, progressive pruning on
ResNet50-1D is more stable on equalized data, exhibiting a
lower per-transmission accuracy drop (0.54%) at large prun-
ing rate (27.2×), compared to the corresponding accuracy
drop (1.19%) observed when training over raw data at the
same pruning rate. This indicates that equalization helps both
inference and compression. Put differently, by removing the
effect of the channel from raw IQ samples, the equalized
transmissions carry more concentrated features, which require
less capacity and can be captured by pruned models (with
fewer parameters) effectively.

Hardware Speedup Comparisons. Table VII illustrates the
inference acceleration for the pruned models on our four
platforms. We list the first two for reference purposes, as
they do not support pruned models: evaluations on both V100
and TX2 involve multiplications via masks containing zeros,
and therefore do not yield any performance improvements via
pruning.

For all platforms, except the FPGA, we evaluate one slice
103 times with a batch size of 1 and report the inference
speed means and standard deviation. Our FPGA emulation
experiments measure clock cycles/clock frequency, so they
are deterministic. The CL pruning rate and per-transmission
accuracy degradation are also provided for reference.

As shown in Table VII, V100 maintains the best perfor-
mance (∼9ms) on non-pruned model; this is not surprising,
given the power consumption and specifications of DGX
machines. In contrast, the FPGA achieves the best performance
under a pruned model, outperforming even V100 in this case.
It also attains a speedup of as much as 11.5 times over the
non-pruned model over the FPGA, demonstrating the benefit
of our design over this accelerator. Not surprisingly, the low
power smartphone has the worst inference performance among
all platforms; nevertheless, our pruning achieves an almost
3× speedup in this platform as well. We note again that no
speedup is observed on V100 and TX2 hardware, as these
platforms do not support pruned models.

We also make a comparison over different platforms. Using
the numbers reported on Table VII, the dedicated FPGA
hardware achieves the best efficiency, as its processing time
of the V4-pruned model over WiFi-Eq-50 is 0.53s: this is
17×, 18×, and 14× better than the V100, TX2-TensorRT
and smartphone-GPU, respectively. This is due to both the
model compression as well as the fully customized hardware
for the pruned model outlined in Section V-B. In particular, the
compression storage with bit mask and its decoder logic not
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only reduces the bandwidth requirement on off-chip DRAM,
but also avoids the branching overhead (for zero-column
skipping) present in the GPU/CPU cases.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we study radio frequency fingerprinting
deployments at resource-constrained edge devices. We use
structured pruning to jointly train and sparsify neural networks
tailored to edge hardware implementations. Under only neg-
ligible accuracy loss (less than 1%), we can achieve at most
27.2× pruning rate on overall convolutional layers for 50-
device classification; this is reduced to 5.4× for 500 devices.
We demonstrate the efficacy of our approach over multiple
edge hardware platforms, including a Samsung Gallaxy S10
phone and a Xilinx-ZCU104 FPGA. Our method yields sig-
nificant inference speedups, 11.5× on the FPGA and 3× on
the smartphone, as well as high efficiency.

Variability in wireless channel conditions and SNR levels
have been observed as two major contributors to accuracy
degradation in CNN-based RF fingerprinting [8], [27]. Data
augmentation tailored to RF signals has been been shown to
ameliorate both (see, e.g. [91]). In short, one can expose the
CNN to many simulated channel and noise variations that are
not present in the original training set. By doing this, the CNN
will be more robust and less affected by the presence of unseen
channels/noise in the test set. This approach can be combined
with pruning to increase robustness against channel variations.

Incorporating additional compression techniques, such as
quantization [92], has the potential of improving network
efficiency even further; such approaches can be incorporated as
additional constraints in our ADMM framework. In addition,
they can also yield to hardware-friendly implementations.
Investigating such extensions, further driving inference effi-
ciency, is an interesting future direction for this work. Another
promising future direction is to explore other network archi-
tectures that may be appropriate for fingerprinting tasks on
the edge, providing stable and high accuracy with high speed;
sequence-based models (e.g., LSTMs) [93], [94] with pruning
applied to RF fingerprinting tasks are one such example.

Finally, departing from the standard ML setting, in which
the devices in training and test set are the same and a priori
known, is an additional interesting future direction. Techniques
such as new device detection [77], lifelong learning [81], and
open world discovery [95] go beyond the standard setting we
consider here; applying pruning to such settings in the context
of RF fingerprinting, is an important open question.
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