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Abstract—Convolutional neural networks(CNNs) have been
evolving with tremendous success in visual recognition, obtain-
ing human-level accuracy. The conventional hardware archi-
tecture, however, is facing difficulty in realizing real-time and
energy-efficient operations on CNN. To efficiently operate CNN
algorithms on the hardware, researchers are actively studying
processing-in-memory(PIM) withresistive random-access memory
(ReRAM). Digital PIM is particularly attractive because analog
designs struggle with undesirable device properties and require
additional circuits like analog-to-digital converter and digital-
to-analog converter. However, the massive area originated from
digital PIM is a hindrance to its applications. In this work,
we present athree-dimensional(3D) ReRAM convolution logic
processor design to tackle the limitation of digital PIM. At the
hardware level, we leverage 3D ReRAM to take advantage of
its area efficiency. The design simplicity without accuracy loss is
accomplished by exploitingbinarized weight networks(BWNs) at
the algorithm level. Specifically, our 3D ReRAM processor com-
putes the convolution of BWN based on a presumed full adder
and a split-half addition scheme, which are proposed in this
brief to maximize resource consumption efficiency. As a result,
theproposeddesignachieves3.7×to 5.7×and 5×to 42.5×area-
and time-saving according to the bit precision in comparison to
the original digital PIM.

Index Terms—Convolutional neural network, CNN, resistive
random-access memory, ReRAM, 3D ReRAM.

I. INTRODUCTION

CONVOLUTIONAL neural networks (CNNs) have been
quickly evolving, especially in image processing, due

to the high effectiveness of convolution at extracting spa-
tial features. ResNet, for example, reported 3.6% error rate
in theImageNet Large Scale Visual Recognition Challenge
(ILSVRC) contest, which even surpasses the human-level
performance (5%) [1]. The numbers of parameters and opera-
tions are also rapidly increasing when improving performance
or extending CNNs to other domains. However, increasing size
and complexity limits the execution of CNNs on hardware
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platforms because implementing large networks in the conven-
tional architecture—relying on its fundamental structure that
separates memory devices from processing units[2]—requires
frequent data movement and considerable resource consump-
tion. The conventional hardware is facing the limitation in
executing advanced networks.
To address the limitation, researchers have explored
processing-in-memory(PIM) hardware architecture that brings
computation and memory components closer together. Among
previously proposed designs, the architecture based onresis-
tive random-access memory(ReRAM) arrays is a particularly
compelling candidate [3], [4]. It is efficient in matrix-based
operations [5] thanks to its advantages of recording weight
values and performingin situcomputation. PIM designs with
an analog approach, however, demand complicated circuits for
communicating with other components, e.g.,analog-to-digital
converter(ADC) anddigital-to-analog converter(DAC) that
occupy a substantial area and power consumption. Logical
operation-based PIM is a different approach for eliminating the
necessity of additional circuits. By using ReRAM as a digital
device, it also removes the ambiguity coming from the device
variations, a representative non-ideal property of ReRAM [6].
FloatPIM [7] is a state-of-the-art work of the digital PIM,

which utilizes thememristor aided logic(MAGIC) [8] method
for its system. However, an evident limitation in FloatPIM is
its area cost. In that work, all the bits of required operands
should be placed in the same row and duplicated into multiple
rows because the parallel arrangement is essential to execute
the MAGIC method. The digital representation further con-
tributes to the area expansion. While the parallelism due to
the structural advantage was able to reduce the computation
cost, the area expansion remains a primary limitation.
Our work aims to address the limitation by integrating
three-dimensional(3D) ReRAM at the hardware level and
binarized weight network(BWN) at the algorithm level. 3D
ReRAM has been experimented to load all the parameters
and operations of large networks. The structure can dramati-
cally decrease the occupied area. BWN that utilizes binarized
weights has emerged to execute the learning algorithms on
portable devices [9]–[12]. Binarized weights eliminate the
need to multiply between multi-bit numbers and copy-and-
paste of all the bits of weights in a kernel. We will leverage
the complementary capabilities of the two approaches for
improving CNN execution efficiency.
In this brief, we propose a convolution processor design
integrating the two approaches. Two operation schemes are
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TABLE I
ERRORRAT E(%) ACCORDING TOBINARIZATIONSCHEMES AND

DATASETS:BINARYCONNECT(BC) [9], BINARIZEDNEURALNETWORKS
(BNN) [10], [11], XNOR-NET(XNOR) [12],AND

BINARY-WEIGHT-NETWORKS(BWN)

built to efficiently compute convolution layers of BWN. First,
we propose a presumed full adder scheme to simplify the addi-
tion in FloatPIM. The scheme can be easily implemented in
the crossbar architecture without additional cost for imple-
mentation. Second, a split-half addition method is proposed
by exploiting the structural advantage of 3D ReRAM. Also,
we suggest a bit representation converter to generalize our
method. Our experiment shows that the proposed design can
obtain 3.7×to 5.7×reductions of the execution area, in com-
parison with the original convolution of digital PIM in BWN.
According to the bit representation methods, 5×to 42.5×
time-saving effect can be obtained.

II. BACKGROUND

A. Binarized Weight Network

Neural networks could be highly redundant. Algorithm-level
techniques like sparsity regularization and quantization are
emerging to reduce the redundancies of networks [13], [14].
Specifically, binarization, which is an extreme form of quan-
tization, is attractive for alleviating large resource demands.
Since Courbariauxet al.proposed binarizing only the weights,
related works looked towards binarizing both activations and
weights [9]–[11]. By limiting bit numbers of weights and/or
activations to a single bit, the storage, data movement cost, and
computation complexity greatly improve. Moreover, binarized
networks exhibit competitive accuracy. As shown in Table I,
binarizing only weights induces only a small accuracy drop
from the baseline, which can be concealed by the improved
efficiency.Binarized weight network(BWN), hence, is adopted
in this brief.

B. ReRAM-Based Logic

Kvatinsky et al.proposed a design composed of only
ReRAM devices to implement the logic gates in a crossbar,
called MAGIC [8]. Fig. 1(a) describes the method of NOR.
Input data are stored in the devices, and the output device
initially is set as alow resistance state(LRS, logic ‘1’). The
bottom electrodes of all the devices are connected without
any voltage sources. Then an operating source is applied to
the top electrodes of input devices, whereas the top of the out-
put device is grounded. According to the voltage distribution
law, the input states determine the voltage given to the out-
put device. If at least one input device is at LRS, the output
device state will be changed tohigh resistance state(HRS,

Fig. 1. NOR operation on various structures: (a) the basic structure; (b) the
2D crossbar array architecture; (c) two options in a 3D array:1plane- and
2pillar-wise NOR.

TABLE II
SUMMARY OFTWOCONDITIONS ANDCORRESPONDING

RESULTSWHENCOMPUTINGSum

‘0’); otherwise, remain at LRS. This behavior corresponds to
the NOR gate operation.
The basic NOR gate structure can be extended to 2D and
3D arrays, as depicted in Figs. 1(b) and (c), respectively. In
the 2D array, the horizontal word lines are connecting the top
of input and output devices, and the bit lines are biased, as
elaborated in the basic structure. Two options are available in
the 3D architecture: theplane-wiseandpillar-wiseNOR oper-
ations. The plane-wise NOR is indeed applying the 2D array
NOR method to each plane. With the vertical pillars connect-
ing the engaged devices, the pillar-wise NOR can be achieved
by applying voltages to the plane. Since the fabrication tech-
nology limits the number of layers, the plane-wise method is
more practical and intuitive.

III. METHOD

In this section, we will elaborate on the proposed convolu-
tion processor based on digital 3D ReRAM architecture. First,
the design concept of thepresumed full adderis described
in Section III-A. Section III-B introduces 3D ReRAM with
thesplit-half additionfor the multi-bit addition. At the end,
Section III-C presents the overall processor design compre-
hensively.

A. Presumed Full Adder

This work uses NOR as the primary operation because the
NOR function can be completed in one cycle. An addition
operation can be expressed by a set of NOR functions such as:

Cout=((A+B)+(B+C)+(C+A)) and (1)

Sum=(((A+B+C)+((A+B+C)+Cout))).(2)

whereAandBare input bits, andCrepresents the carry-in bit,
which isCoutfrom the previous one-bit addition. As shown
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Fig. 2. Simplified one-bit full adder implemented in crossbar architecture.

in Eq. (1),Coutis computed in four NOR operations. Eq. (2)
producesSum, which can be split into two cases according to
the value of((A+B+C)+Cout). When the term results in
0,Sumcan be simplified as(A+B+C); otherwise,Sum
will be 1. Table II summarizes the two conditions and the
corresponding results.
We can simplify the operation of the one-bit addition based

on this observation. Fig. 2 illustrates the one-bitSumprocess in
a row of the crossbar array. Each cell denotes one bit, and the
position of each bit is represented conceptually. Black, green,
blue, and red characters indicate inputs, intermediate values for
Cout, intermediate values forSum, and outputs, respectively.
The key of this design is to detect the values ofCoutand
(A+B+C)as a conventional detection circuit may degrade the
latency and area. Rather than adding a circuit detectingCout
and(A+B+C), here, we devise a new strategy by utilizing
I5in the calculation ofI6,I7, andI8. More specifically, we
obtain the correct results by NORing the input bits andI5.If
I5=0, NORing with each input is equivalent to the negation
of each bit; Otherwise, whenI5=1,I6,I7, andI8will be 0
regardless of the other operand. AfterI5is obtained, we only
need to negate every input to compute(A+B+C).Inthis
way,(I6+I7+I8)will always draw the correctSumoutput.
The one-bit addition can be achieved in 10 cycles without

any extra overhead, which is about a 16.7% reduction when
compared to 12 cycles of the original full adder [7]. The effect
of cycle reduction can further improve when expanding to
32-bit and 64-bit additions.

B. 3D ReRAM With Split-Half Addition

2D designs demand all bits computed in order, and accord-
ingly, large resource consumption is still inevitable. We
exploit 3D ReRAM as our basic structure to offset the
resource consumption caused by the sequential bit-wise addi-
tion. Specifically, after inputs are split into halves, each half
is stored in different layers. The first half bits, including the
most significant bit(MSB), are duplicated and stored in both
Layer 1 and Layer 2, assuming carry-in is 0 and 1, respec-
tively. The rest bits are in Layer 3. All the layers are computed
simultaneously, and then final values are chosen according to
Coutfrom Layer 3.
In an example of adding 0010 and 0101, Layer 1 and Layer

2 are for 00 and 01 (the first half bits), and Layer 3 is for
10 and 01 (the rest of the inputs). Layer 1 computes as if
the carry-out from Layer 3, that is, the carry-in to Layer 1
is 0; whereas, Layer 2 outputs a result based on the carry-in

1. After completing the addition of the halves, either Layer 1
or Layer 2 will be chosen following the real carry-out from
Layer 1. Therefore, in this example, Layer 1 will be adopted
because the carry-out from Layer 3 is 0. As such, a 32-bit
addition shows an effect of 16-bit addition by processing the
layers simultaneously.

C. Overall Process

Fig. 3(a) illustrates the overall data processing flow with the
following three steps: (1) Multiply the activation and the bina-
rized weight; (2) Convert the multiplied number to our custom
bit representation; and (3) Execute thesplit-haft additionwith
thepresumed full adder3D ReRAM.
In BWN, a weight value could be+1or−1; thus, the multi-
plication with weights only affects the sign bit. The controller
of the processor determines the sign of the input after detecting
the weight value. The multiplied values are given to the con-
verter in order to support the proposed method, as illustrated
in Fig. 3(b).
Our bit representation adjusted the bit numbers from the
original fixed-point representation: our custom representation
has 1-, 7-, and 24-bit for the sign, integer, and fractional
parts, respectively. While the fixed-point can be used with-
out converting, the IEEE-754 representation is processed by
our conversion. At first, the sign bit is stored, and then, the
mantissa part is shifted leftward or rightward according to
the most significant bit of the exponent bits. The last three
insignificant bits of the exponential part determine how many
the mantissa bits will be shifted. Then ‘1’, which was omit-
ted in the floating-point representation, is appended in front of
the shifted mantissa bits. Except for the sign bit and shifted
bits, the rest of the bits are filled by 0s to be 32-bit numbers.
For negative signed numbers, we follow the 2’s complement
method in the end. According to the required range for the
networks, the bit allocation for the integer and fractional part
can be adjusted. Our shifter supports the conversion from the
floating-point representation to such a custom representation
method.
Our 3D ReRAM is composed of the three layers as a result
of the split-half addition method. While the conventional ver-
tical 3D ReRAM consists of stacked 2D layers with upright
standing devices, we utilize a modifiedvertical cross-point
ReRAM(VRRAM) [15] for our purpose. VRRAM is denser
and more cost-effective due to the smaller number of critical
fabrication steps, lithography and etch [16]. In the architec-
ture, two devices, which are colored gray in the lump, are
placed along the lines between two electrode lines (blue).
Each device is located between a pillar (black) and an elec-
trode row (blue). Every two ReRAM rows and two electrode
rows are separated from each other, as shown in the subfig-
ures of Fig. 3(c). Furthermore, we modified the structure by
splitting the electrode lines to avoid the undesired correlation
between the ReRAM lines that share the same electrode line.
The approach increases the area slightly, which can be made
up of the doubled density of the 3D structure compared to the
2D ReRAM array.
Afterward, the stored numbers are summed up according to

our presumed full adder scheme, and each half is computed
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Fig. 3. (a) The overall flow with the converter and the 3D ReRAM architecture and (b) a schematic of the suggested converter to support our method. (c)
Top- and side-view details of 3D ReRAM.

as explained previously in 3D ReRAM. The final values of
allmultiply-accumulate(MAC) operations will be read and
propagated to the other layer within two cycles. We adopt
the designs in [7] for other operations, such as pooling and
activation.

IV. EXPERIMENT ANDRESULT

We simulated the 3D ReRAM circuit by HSPICE to vali-
date the functionality of the presumed adder on the 3D stacked
layers. The ReRAM device was modeled by the generalized
modeling method [17], [18] in Verilog-A. We trained and
tested the MNIST dataset in BWN via PyTorch. After then,
we implemented the overall process by using MATLAB and
performed convolutions with extracted values from PyTorch.
The same results were obtained from both platforms.
We tested the NOR operation with several models by vary-

ing parameters. It turned out that the ReRAM device models
could be used as long as the applying voltage was consid-
ered withRONandROFFto match the NOR behavior. When
measuring one of the models used to examine the presumed
addition scheme,RON andROFF were 17.5 and 1.75k.
The set, reset, and applied voltages were 3V,−1 V, and a
value between 2V and 3V, respectively. We then checked the
state variable,x, which directly reflects the state of the device
among the modeling parameters. Whenxis almost 0, it cor-
responds to HRS, logically 0. If the state is close to 1, the
device is LRS. Based on [8], we evaluated the device state
after every cycle, and distinguished between LRS and HRS
by whether the state is under the half state or not. The final
results corresponded to the original full adder’s output.
Before estimating the effect of the overall process, we first

evaluated the BWN impact to discriminate it from the overall
effect. Then the effect of the presumed full adder and split-half
addition was estimated. By avoiding the use of ADC/DAC that
consumes significant power and area, the overhead of periph-
eral circuits was negligible; therefore, we compared only the
crossbar array component for our evaluation. The following
data are based on 1-MAC operation since the convolution

TABLE III
ENERGY ANDTIMECONSUMPTION PERMAC OPERATION TOESTIMATE

THEEFFECT OFBWN, COMPARING TOFLOATPIM [7]

kernel size is varied according to layers and network models.
We compared energy and time of before and after BWN, based
on the cost functions of multi-bit addition and multiplication
provided by [7] and [19], respectively. Table III summarizes
the estimated energy and latency per MAC operation, before
and after applying BWN.
It is noteworthy that, in energy, the fixed representation
shows a more considerable reduction, while the floating-
point numbers exhibit a small difference. The reason is that
whereas high energy consumption is required on multiplica-
tion in the case of fixed-point representation, floating-point
numbers need high resources for addition. In other words,
fixed-point numbers take more advantage of BWN because
applying binarization gets rid of the necessity of multiplica-
tion of full-precision bits. As a result, the eye-catching effect
in energy can be observed in the fixed-point only. In the time
comparison, although fixed-point still shows the significant
impact of binarization, a large time-saving effect is achieved in
both representation methods because the resource consumption
in floating numbers depends less on addition. The presumed
and split-half methods don’t reduce energy much due to the
increase of cells, but the time can be further saved with both
schemes: 1.2×and 2×, that is, 2.4×in total. Hence, as con-
sidering the number above as well as the results in Table III,
5×to 42.5×time-saving can be expected after the overall
convolution processing.
While energy and time largely depend on each device’s
property, the area based on the number of cells is constant.
Thus, we estimated the area in every stage and plotted in
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Fig. 4. The number of cells occupying area per MAC in accordance with
the schemes and different representation methods.

TABLE IV
THENUMBER OFTOTALMACS[20]INLENET-5 [21], ALEXNET[22],

VGG-16 [23], RESNET[1]

Fig. 4. The required cells for fixed precision multiplication
and floating-point addition are calculated based on the data
from [19] and [7], respectively. BWN leads to about or over
2×saving effect in all cases. The presumed adder with enough
bits and split-half addition schemes show 1.17× and 2×
decrease effect, respectively. Both schemes give the 2.34×
area-saving consequently. Hence, the predicted total effect of
converting an original convolution in CNN to our proposed
method in BWN further increases: we can save the area from
3.7×to 5.7×according to the bit representation method.
Despite various overwriting options, the overall saving will
be proportional to the total MACs. As Table IV presents,
advanced networks include a large number of MACs across
all the layers. Accordingly, the networks with more MAC
operations will benefit more from our methods.

V. CONCLUSION

This brief presents an efficient 3D ReRAM convolution
processor design for BWN. In ReRAM-based analog PIM
systems, the resource consumed by the additional components
has emerged as a limitation. Undesirable properties of devices
also hinder the practical use of ReRAM. In this work, we
design the convolution processor with two main approaches:
3D architecture with digital PIM and BWN for design sim-
plicity. To be specific, our processor computes the convolution
layers with two efficient schemes:presumed adderis a sim-
plified full adder design based on two operation cases; and
split-half additionexploits the structural advantage of 3D by
placing split operand bits in different layers and computing
them simultaneously. As a result, the original digital PIM
convolution exhibits from 3.7× to 5.7× area-saving effect
with our proposed processing. 5×to 42.5×time-saving effect
is also estimated. This work is applicable to PIM designs
entailing the NOR-based full adder.

ACKNOWLEDGMENT

The views, opinions, and/or findings contained in this article
are those of the authors and should not be interpreted as

representing the official views or policies, either expressed or
implied by the AFRL or NSF.

REFERENCES

[1] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” inProc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770–778.

[2] R. Islamet al., “Device and materials requirements for neuromor-
phic computing,”J. Phys. D, Appl. Phys., vol. 52, no. 11, 2019,
Art. no. 113001.

[3] L. Chua, “Memristor-the missing circuit element,”IEEE Trans. Circuit
Theory, vol. 18, no. 5, pp. 507–519, Sep. 1971.

[4] D. B. Strukov, G. S. Snider, D. R. Steward, and R. S. Williams, “The
missing memristor found,”Nature, vol. 453, no. 7191, pp. 80–83, 2008.

[5] M. Hu, H. Li, Q. Wu, and G. S. Rose, “Hardware realization of BSB
recall function using memristor crossbar arrays,” inProc. IEEE DAC
Design Autom., 2012, pp. 498–503.

[6] S. Yu, “Neuro-inspired computing with emerging nonvolatile memorys,”
Proc. IEEE, vol. 106, no. 2, pp. 260–285, Feb. 2018.

[7] M. Imani, S. Gupta, Y. Kim, and T. Rosing, “FloatPIM: In-memory
acceleration of deep neural network training with high precision,” in
proc. ACM/IEEE 46th Annu. Int. Symp. Comput. Archit. (ISCA), 2019,
pp. 802–815.

[8] S. Kvatinskyet al., “MAGIC—Memristor-aided logic,”IEEE Trans.
Circuits Syst. II, Exp. Briefs, vol. 61, no. 11, pp. 895–899, Nov. 2014.

[9] M. Courbariaux, Y. Bengio, and J.-P. David, “BinaryConnect: Training
deep neural networks with binary weights during propagations,” inProc.
Adv. Neural Inf. Process. Syst., 2015, pp. 3123–3131.

[10] I. Hubara, M. Courbariaux, D. Soudry, R. El-Yaniv, and Y. Bengio,
“Binarized neural networks,” inProc. Adv. Neural Inf. Process. Syst.,
2016, pp. 4107–4115.

[11] M. Courbariaux, I. Hubara, D. Soudry, R. El-Yaniv, and Y. Bengio,
“Binarized neural networks: Training deep neural networks with weights
and activations constrained to+1or−1,” 2016. [Online]. Available:
arXiv:1602.02830.

[12] M. Rastegari, V. Ordonez, J. Redmon, and A. Farhadi, “XNOR-Net:
ImageNet classification using binary convolutional neural networks,” in
Proc. Eur. Conf. Comput. Vis., 2016, pp. 525–542.

[13] W. Wen, C. Wu, Y. Wang, Y. Chen, and H. Li, “Learning structured
sparsity in deep neural networks,” inProc. Adv. Neural Inf. Process.
Syst., 2016, pp. 2074–2082.

[14] T. Gale, E. Elsen, and S. Hooker, “The state of sparsity in deep neural
networks,” 2019. [Online]. Available: arXiv:1902.09574.

[15] H. S. Yoonet al., “Vertical cross-point resistance change memory for
ultra-high density non-volatile memory applications,” inProc. Symp.
VLSI Technol., 2009, pp. 26–27.

[16] L. Zhang, S. Cosemans, D. J. Wouters, B. Govoreanu, G. Groeseneken,
and M. Jurczak, “Analysis of vertical cross-point resistive memory
(VRRAM) for 3D RRAM design,” inProc. 5th IEEE Int. Memory
Workshop, 2013, pp. 155–158.

[17] C. Yakopcic, T. M. Taha, G. Subramanyam, R. E. Pino, and S. Rogers,
“A memristor device model,”IEEE Electron Device Lett., vol. 32,
no. 10, pp. 1436–1438, Oct. 2011.

[18] C. Yakopcic, T. M. Taha, G. Subramanyam, and R. E. Pino, “Memristor
SPICE model and crossbar simulation based on devices with nanosecond
switching time,” inProc. Int. Joint Conf. Neural Netw. (IJCNN), 2013,
pp. 1–7.

[19] A. Haj-Ali, R. Ben-Hur, N. Wald, and S. Kvatinsky, “Efficient algorithms
for in-memory fixed point multiplication using magic,” inProc. IEEE
Int. Symp. Circuits Syst. (ISCAS), 2018, pp. 1–5.

[20] M. Z. Alomet al., “A state-of-the-art survey on deep learning theory
and architectures,”Electronics,vol. 8, no. 3, p. 292, 2019.

[21] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learn-
ing applied to document recognition,”Proc. IEEE, vol. 86, no. 11,
pp. 2278–2324, Nov. 1998.

[22] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classifica-
tion with deep convolutional neural networks,” inProc. Adv. Neural Inf.
Process. Syst., 2012, pp. 1097–1105.

[23] K. Simonyan and A. Zisserman, “Very deep convolutional networks
for large-scale image recognition,” 2014. [Online]. Available:
arXiv:1409.1556.

Authorized licensed use limited to: Qiangfei Xia. Downloaded on September 03,2021 at 08:01:57 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


