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Simple Method to Extract Lake Ice Condition
From Landsat Images
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Abstract—Ice plays key roles in regulating hydrological,
ecological, biogeochemical, and socioeconomic functions of lakes.
Long-term in situ lake ice phenological records indicate that lake
ice is trending toward later freeze-up, earlier breakup, and a
shorter ice duration. Parallel to study of lake ice using in situ
records and process-based models, satellite remote sensing can
expand our understanding of lake ice change over large spatial
scales. However, most remote sensing studies have focused on
large lakes or short periods of time, which may not robustly
represent changes over multidecadal time periods or in the
much more numerous small lakes. Here, we present a random
forest model, Sensitive Lake Ice Detection (SLIDE), to accurately
extract ice conditions from Landsat TM, ETM+, and OLI
images. We trained the model using a manually labeled lake ice
dataset (1089 labeled areas over 995 lakes globally). Our results
show that our model achieves accurate classification between
ice/snow and water (accuracy: 97.8%, kappa coefficient: 95.5%).
Comparing Landsat-derived ice cover with in sifu ice conditions,
we show that our model produces less bias, lower RMSE, and
higher kappa than does the Landsat snow/ice flag from the quality
assessment band. This is especially true during the transitional
period surrounding the ice on and off dates reported from in situ
(mean bias —7.3% from our model, —17.3% from the Landsat
quality band). Our results demonstrate the feasibility of mining
the rich Landsat archive to study lake ice dynamics and of better
flagging ice-affected lake observations.

Index Terms— Lake ice, Landsat, random forest.

I. INTRODUCTION

OST of the world’s lakes formed in post-glacial land-

scapes [1], so they tend to be in cold regions that
promote the development of seasonal ice cover. Because lakes
are located at local topographic lows, they collect the detritus
of their surrounding landscape and act as hot spots for many
biogeochemical, ecological, and nutrient processes [2]-[4]. For
lakes located in the cold regions, seasonal ice cover regulates
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many aspects of lake functions [5], [6]. For example, ice cover
can reduce annual evaporation from lakes, which is expected
to increase by 16% globally by the end of the 21st century,
partly due to shortening ice duration [7]. Lake ice also provides
niches for under-ice ecosystems to develop and endure through
winter [8], [9]. A recent study demonstrated various ways
in which loss of river and lake ice could reduce cultural
ecosystem services [10]. Lake ice has also been shown as
an important regulator to the flux of CO, and methane, with
field data showing their release at ice-melt period accounting
for 17% and 27% of the annual emission [2]. Due to the high
prevalence of lake ice and the tight integration of ice cover
with lakes’ functions, it is important for us to understand the
spatiotemporal distribution of seasonal ice cover in lakes and
how they respond to ongoing warming. Indeed, existing studies
based on in situ data have already found widespread shortening
of lake ice duration, resulting from later freeze-up or earlier
breakup of ice or both [11]-[13], and that such trends can be
detrimental to hydrological, ecological, biogeochemical, and
cultural functions.

Equally important is our ability to flag ice-affected
areas from remote sensing images. Landsat images have
been widely used to develop lake water quality retrieval
algorithms [14], [15]. Existing studies using Landsat for
lake water extent and quality monitoring either used the
snow/ice quality flag [16], [17], applied prior knowledge of
the ice-free months [18], [19], or visually inspected each
instance [20] to remove influence of ice cover. As remote
sensing of inland water quality moves from focusing on
method development to application [15], it is critical for
us to be able to flag the influence from ice accurately
and efficiently.

Long-term monitoring of lake ice generally relies on in situ
observation, with the longest records spanning centuries [11].
In situ records have been widely used to study lake ice
phenology trends and to predict future lake ice conditions [21].
However, lakes with in situ records are limited both in number
and in spatial coverage. For example, while the global lake
and river ice phenology dataset (GLRIP) [22], which aims to
aggregate globally lake ice phenology from historical records,
includes 631 lakes, this number is still far fewer than the
1.4 million lakes registered in the HydroLAKES dataset [23].
Moreover, lakes with in situ records tend to be located in
the Northern Hemisphere, concentrated in a few lake-rich and
relatively developed countries, and lacking spatial coverage
over the global south and other lake-rich regions like the
Tibetan Plateau or Siberia.
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In contrast to in situ measurements, optical remote sensing
has been used to estimate ice phenology for many lakes and
rivers worldwide [24], [25]. Because lake ice often (though not
always) appears bright with higher reflectance values at visible
and near-infrared wavelengths, while open water appears dark,
optical sensors are an appealing option for measuring lake
ice extent. Given its ability to provide daily global images,
the Moderate Resolution Imaging Spectroradiometer (MODIS)
has been perhaps the most commonly used to estimate lake
ice phenology [26], [27]. Using MODIS, a recent study by
Smejkalova [24] estimated trends in lake ice breakup timing
for key regions across the pan-Arctic.

Unfortunately, moderate resolution optical sensors like
MODIS have relatively coarse resolution compared with sizes
of lakes that are most abundant and also suffer from having
a relatively short period of observation, starting in 2000, that
prevents clear separation between long-term trends and inter-
annual variability. Due to both clouds and poor sunlit surface
during the period that freeze-up takes place, estimating lake ice
freeze-up from MODIS remains a challenge. Compared with
MODIS, Landsat TM, ETM+, and OLI imagers have a much
higher spatial resolution (30 m, instead of highest resolution
of 250 m for MODIS) that makes direct observations of
smaller lakes possible. This higher spatial resolution also
facilitates observations during the freeze-up period. While
its 16-day repeat does not allow phenology estimation on a
year-by-year base, aggregating records temporally can reveal
climatological ice duration and its long-term change [25].
Because Landsat TM data are available beginning in 1984,
a >36 year data record is now available for much of the globe.
This longer record can facilitate measurement of patterns and
trends in ice breakup date, freeze-up date, and duration.

Each Landsat TM, ETM+, or OLI image has a quality
flag indicating whether a pixel is affected by snow/ice. The
algorithm used to classify snow/ice was derived based on the
MODIS snow algorithm and detailed in [28]. However, per-
formance of this snow/ice classification has not been system-
atically evaluated, in particular for identifying lake ice. Only
one study has considered Landsat to map lake ice conditions.
By using Landsat OLI images, Barbieux et al. [29] developed
a tree-based classification method that can differentiate dark
ice, opaque ice, and water pixels over a lake surface. Although
focused on only a few lakes, it demonstrated the feasibility of
using Landsat to study lake ice. Meanwhile, Yang et al. [25]
assessed the per-pixel snow/ice quality flag stored in the
quality assessment band of Landsat images over rivers and
found that it can accurately distinguish water and snow/ice
except that it tends to misclassify water with high sediment
as snow/ice and to miss dark ice (where optically thin ice
allows signal from water and ice to mix). This dark ice is
notably more common over lakes than rivers due to lakes’
less dynamic environment compared with the latter.

The goal of this article is to describe and evaluate a
globally applicable method to accurately identify the presence
or absence of lake ice using Landsat imagery. Because we
are unaware of any current database of lake ice conditions,
we manually labeled lake surfaces in over 1000 Landsat
images into areas of “Water,” “Dark ice,” and “Opaque
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ice/Snow.” Then, we developed a random forest model [30]
named Sensitive Lake Ice Detection (SLIDE), leveraging both
spectral and texture properties extracted from random subsets
of pixels in the labeled lake areas. We evaluated our model
against manually labeled data and against the in situ lake ice
phenology dataset.

II. METHOD

A. Developing Training Dataset

1) Selecting Landsat Images for Manual Labeling: Humans
are good at identifying objects based on their patterns and
spatial and temporal context, thus, many machine learning
image analysis algorithms either directly incorporate expert
knowledge during development [31] or are trained on the data
labeled by humans. To select the optimal sets of lakes and
images to manually label different lake surface conditions,
we combined two different strategies: 1) selection based
on magnitude of surface air temperatures; and 2) selection
based on both surface air temperature and the ice fraction
estimated from the Landsat quality assessment band (which
was calculated based on Fmask [28]).

To apply these two strategies, we first built a preliminary
global lake ice dataset. We calculated lake ice fraction, cloud
cover fraction, and 30-day prior surface air temperature for
all lakes with size >1 km?2. The extents of lakes were based
on the HydroLAKES dataset [23], with both the lake ice
fraction and cloud cover fraction estimated based on the
Fmask-derived snow/ice and cloud/shadow flags, respectively.
The mean surface air temperature was estimated based on
daily 2-m air temperature from the ERAS climate reanalysis
data [Copernicus Climate Change Service (C3S) (2017)].
After building the dataset, records were removed from the
dataset if cloud cover exceeded 10%. This resulting global
Fmask-derived lake ice dataset was used to help select the
optimal lake-image pairs for our manual labeling process.

To select lake-image pairs that diversify air temperature,
we sampled the lake-image pairs stratified by 30-day prior
mean surface air temperature (SAT). Specifically, we binned
the mean SAT into ten equal intervals from —49 °C to
43 °C (determined by the actual SAT range experienced by
lakes); then, from each group, we randomly sampled up to
100 lake-image pairs (we included all samples for groups
having less than 100 records). Collecting training data from
across a wide SAT range allows the training data to provide
information on characteristics of ice cover and open water
on lakes, both of which are critical for accurate detection of
ice cover. Similarly, to select lake-image pairs based on both
temperature- and Fmask-derived ice fraction, we intentionally
selected images capturing the transitional period between open
water and ice to explore potentially challenging cases for
Fmask-based snow/ice classification [25]. We assumed that
lake ice coverage between 15% and 85% likely indicated par-
tial ice cover; thus, we repeated a similar stratified-sampling
approach using the mean SAT temperature binning but limited
to only sample the records with Fmask-derived ice fraction
within the 15%—-85% range. Combining lake-image pairs from
both subsets, we obtained 995 lake-image pairs (350 of which
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Fig. 1.
(c) and (d) dark ice, and (e) and (f) snow/opaque ice. Yellow polygons
are manually labeled regions and red lines are the lake boundary from
HydroLAKES database.

Examples of manually labeled lake surface types. (a) and (b) Water,

showed partial ice cover) in total to serve as the source of the
training dataset.

2) Manually Labeling Lake Areas Via Visual Inspection: We
established a workflow to visually identify lake ice conditions
in the Google Earth Engine platform [32]. For each lake-image
pair, we manually drew polygon region(s) within the lake
surface defined by HydroLAKES that belong to one of the
three classes (“Water,” “Dark ice,” and “Opaque ice/Snow”).
For the majority of the time, the difference among the three
classes was distinguishable and clear from the “Red-Green-
Blue” (or RGB) band combination, so we only had to look at
the RGB image. However, there were times that we refer to
a modified normalized difference water index (MNDWTI) [33]
layer to assist identification of the land—water boundary.

We used the following criteria to classify lake surface
conditions. If a region of the lake surface was dark and
uniform without any bright irregular linear structures, then we
classified it as “Water”; if a region of the lake was somewhat
brighter with irregular linear structure across its surface, then
we classified it as “Dark ice”; and if a region of the lake
appeared very bright, then we labeled it as “Opaque ice/Snow”
(see examples in Fig. 1). It is worth noting that we did
not include a class for cloud, as we used the cloud shadow
and cloud flag provided in the quality assessment band [28].
During the labeling process, we specifically tried to avoid
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Fig. 2. Characteristics of the labeled dataset. (a) Number of labeled
polygons for Landsat sensors colored by contribution from each type. Note
that the proportion of images from different satellites scale with the years
of observation used (Landsat TM: 1984-2013, Landsat ETM+: 1999-2003,
Landsat OLI: 2014-2018). (b) Map shows locations of labeled polygons used
to generate training data, with color to differentiate different types of lake
surface.

labeling regions that overlapped with any visually discernible
cloud cover. Afterward, when we prepared the data for model
development, we removed all data detected by Fmask as cloud
or cloud shadow.

In total, we manually labeled 1,089 regions in lakes that
distributed across the globe (Fig. 2). The distribution of regions
across different satellite images reflects proportionally the
availability of data. For Landsat ETM+-, we only used images
captured before the malfunction of its Scan Line Corrector in
May 2003.

3) Extracting and Cleaning the Labeled Dataset: For each
training area that we manually drew in the previous step,
we randomly sampled 50 distinct pixel (or all the pixels if
the region contains fewer than 50 pixels). For each pixel,
we extracted relevant spectral and texture information. Spectral
variables included the top of the atmosphere reflectance (TOA)
values for the following bands: “Red,” “Green,” “Blue,” and
Near-infrared (“Nir”). The texture variable was the average
gradient of the “Blue” band in a 5 pixel x 5 pixel kernel,
adapted from Barbieux et al. [29], who found the average
gradient of the “ultra Blue” band to be an important variable
in identifying lake ice. In addition, we extracted variables
required as input to the model of water sediment content and
several water color metrics (see Table I). Specifically, we used
the green/blue ratio, the red/green ratio, and the normalized
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TABLE 1
PREDICTORS USED FOR TRAINING SLIDE

Predictor Values | Notes

name range

Nir 0-1 [29]

WICI n/a WICIL: Water-Ice classification
index [29]

gBlue positive | Gradient of the Blue band,
adapted from Barbieux et al. [29]

Green 0-1 Fmask snow/ice algorithm [28]

hue 0-1 Color metric

saturation 0-1 Color metric

value 0-1 Color metric. Represent the
brightness of the color

NDSSI -1-1 Normalized Difference
Suspended Sediment Index from
Hossain et al. [34]

Green/Blue | positive | Band ratio

Red/Green | positive | Band ratio

Landsat [5,7,8] | Categorical variable indicating
Landsat mission

difference suspended sediment index (NDSSI) using the Blue
band and Nir band to provide relevant information about water
column constituents. We also used water color, converted from
red, green, and blue band reflectances and represented by hue,
saturation, and value (i.e. brightness), to inform the model
about ice cover conditions. Finally, we extracted the quality
flag for each pixel location to help remove cloud-affected
records and to compare the Fmask snow/ice flag with our new
model. Specifically, we extracted the flags for “Cloud,” “Cloud
shadow,” and “Snow/ice” from the quality assessment band.
In total, we obtained 51167 labeled records from 995 lakes
over 973 unique Landsat TOA images.

B. Developing a Random Forest Lake Ice Model

While many machine learning methods are available for
classification, we chose random forest because it generally
outperforms single-tree approaches while still sharing the
advantages of tree-based methods, which can be effective in
detecting lake ice [29]. We developed the model directly in
Google Earth Engine to allow rapid application for future stud-
ies. We recognize the potential to improve upon our random
forest method via other machine learning methods, especially
those used in computer vision (e.g., convolutional neural
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TABLE II

RANGES AND INTERVALS USED TO TUNE PARAMETERS
FOR THE RANDOM FOREST MODEL

Parameter Minimum Maximum Increment
name value value

ntree 150 350 100
nsplit 2 8 1
nmaxnode 15 48 3

networks, deep learning, etc.). To facilitate future development
of machine learning lake ice algorithms, we make public the
raw polygons and their corresponding Landsat image ID (see
Data and Code).

Three variables parameterize a random forest classification:
1) ntree: number of trees generated in the random forest;
2) nsplit: number of predictors randomly selected to train
each individual tree; and 3) maximum number of leaf nodes
allow for each tree construction. To identify the optimal model
parameterization, we tuned the parameters of the random forest
model using the following approach: We iteratively divided all
the lakes in the dataset into a training set (70%, Ny = 710)
and a testing set (30%, Nk = 285). We then developed a
random forest model with each possible combination of the
tunable parameter values given in Table II. Then, we repeated
the process ten times to reduce the randomness from splitting
lakes into training and testing sets. For each of the 2520 ran-
dom forest models constructed, we calculated and recorded
values of accuracy (q) and kappa coefficient (k) [35]. The
recorded classification helps us determine the optimum set of
parameters.

It is worth noting that we chose to use the lakes as
the base unit to split the labeled records into training and
testing/validation sets. This approach reduces the potential for
overfitting when different polygons from the same lake are
used to train and test the model [36].

C. Evaluating Model Performance

1) Evaluating Model Performance at the Pixel Level: After
identifying the optimal model parameterizations, we calculated
the accuracy and kappa coefficients for the final model predic-
tion based on data from the 30% of lakes that were kept for
validation (Necora = 14407, Niae = 285). We also estimated
the same metrics for the snow/ice flag from the Landsat quality
band.

2) Estimating Lake Ice Fraction and Compared With In Situ
Records: To evaluate our model at lake scale against in situ ice
phenology data, we compared Landsat-derived ice coverage
from both the SLIDE and the Fmask to in situ records from
Alaska [37], [38] and from the global lakes and rivers ice
phenology (GLRIP) dataset [22].

Lake ice phenology for Alaskan lakes was obtained from
literature [37], [38] and only those with both freeze-up and
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breakup dates were used. The phenology was determined
based on either in sifu observations or remote sensing images.
And the data contained lake location (in pairs of longitude and
latitude) and dates for ice breakup and freeze-ups. The GLRIP
dataset contains similar information on annual ice phenology,
lake name, and lake location (as longitude and latitude values).

Both GLRIP and Alaskan lakes need to be matched with
their spatial extent, before the Landsat-derived ice coverage
can be calculated and compared with the in situ ice con-
ditions. To do this, we spatially and temporally matched
Landsat-derived ice fraction to in situ records. Spatially,
we paired lakes (given as point locations) in GLRIP and from
Alaska to the polygons of lake boundaries from HydroLAKES.
Note that point locations given in the GLRIP phenology
dataset came from various data contributors and have different
accuracies and precisions. Instead of using locations from the
original phenology dataset, we used updated lake locations
developed by Sharma et al. [21]. We also manually checked
and updated when necessary all the lake locations based on
lake names registered in the GLRIP dataset. After updating
locations, we were able to confidently match 287 of the
327 lakes in the GLRIP dataset, and 50 of the 57 Alaskan lakes
that have valid records from 1984 and onward to lake polygons
in HydroLAKES. To increase the potential temporal matches
between the Landsat-derived and in situ data, we assumed that,
for a given lake in the in situ lake datasets, the lake surface was
fully ice covered (i.e. ice fraction = 100%) between the date
of freeze-up and the breakup date in the following calendar
year; similarly, we assumed the lake surface was fully ice
free (i.e. ice fraction = 0%) between the date of breakup
and the following freeze-up in the same calendar year. After
matching satellite and in sifu datasets for individual years,
we then excluded paired records that exceeded 10% cloud
cover. In the end, we obtained 17,339 (n = 17323 from
GLRIP and n = 16 from Alaskan dataset) paired annual
records over 226 lakes (220 from GLRIP and 6 from Alaska)
that we used to evaluate the SLIDE and the Fmask snow/ice
flag (Fig. 3). Note that distribution of the in sifu data was
largely limited to locations at lower latitudes where historical
records were relatively abundant. Publicly available lake ice
phenology data are unfortunately scarce in lake-rich regions
of Alaska, Siberia, and northern Canada.

We used two sets of metrics to compare Landsat-derived
lake ice fraction (0%-100%) to the in situ ice condition
(ice-cover or ice-free). To estimate error metrics suitable for
continuous data, such as RMSE (root mean square error),
MAE (mean absolute error), and MBS (mean bias), we con-
verted the in situ ice phenology dates into ice fraction
of 0% (when ice-free) and 100% (when ice-cover). Conversely,
to estimate classification accuracy that is based on categorical
data, we converted the continuous ice fraction from Landsat
(both Fmask and SLIDE) to binary ice conditions with a fixed
threshold (50%) so that the lake is ice covered when ice
fraction >50%, and ice-free otherwise. We estimated these
metrics both using the entire matchup dataset and using only
the data from the transition periods, which are defined as
the dates that are <15 days away from any given ice-on
or ice-off dates in the in situ dataset. The transition periods

100

Number of instances

Fig. 3. Distributions of paired, cloud-free, Landsat-derived and in situ
ice records. Orange point locations denote lake used and size of the cyan
circle denotes the number of matching instances between Landsat-derived ice
records and lake ice condition derived from the in situ records.

usually represent the most dynamic period of time for lake ice
formation and breakup. As a result, they are also a challenging
time to accurately estimate ice cover fraction, thus providing
a good worst case scenario to evaluate model performance.

3) Visually Comparing With Satellite Images: The afore-
mentioned evaluation methods are based on summary statistics
and do not necessarily accurately reflect how predicted lake
surface condition matches with true ice cover spatially within a
particular lake. In order to evaluate spatial patterns of ice cover
within lakes and their accuracy, we mapped lake ice conditions
as predicted by our algorithm and compared them visually
against Landsat RGB composite of the lake. While we would
ideally like to conduct this type of validation automatically,
we are not aware of any way to do so. Specifically, we selected
a total of 100 randomly chosen records from the 2760 transi-
tional matchup records with in situ data where the in situ lake
ice condition was substantially different from the ice fraction
estimated by SLIDE: ice fraction <50% when in situ suggests
ice cover, or ice fraction >50% when in situ suggests ice free.
These records were divided equally between ice free and ice
cover conditions (inferred from in situ phenological dates) and
limited only to the transitional periods.

III. RESULTS
A. Parameter Tuning and SLIDE

We selected the final set of values for model parameters
using the following criteria: 1) we maximized the accuracy
and kappa coefficients calculated from the testing data; 2) we
minimized the commission error for ice calculated from the
testing data; and 3) in the absence of substantial improvements
in accuracy, kappa, and commission error, we preferred a
simpler model (e.g., fewer trees, smaller nsplit, and nmaxnode)
over a complex one. Based on these criteria, we set the final
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Fig. 4. Variable importance from SLIDE.

model parameter values as follows: ntrees = 250, nsplit = 2,
nmaxnode = 24. This set of parameters values yielded
q =97.1£0.7%, k = 94.24+1.4%, and mean commission error
of ice = 1.7% when compared against testing data (values
presented in “mean =+ stand deviation” format).

We randomly selected 70% of the lakes (Niecora = 36760,
Nuke = 710) in the labeled dataset to train the final ran-
dom forest model; the remaining data (Nycora = 14407,
Niake = 285) were used to derive the final model error metrics.
Variable importance from SLIDE (Fig. 4) confirmed that pre-
dictors used in previously published algorithms (e.g., gBlue,
Green, Nir) for ice and snow detection are highly effective.
It also demonstrated the importance of variables not included
in previous models, as indexes for water color (hue, satura-
tion), brightness (value), and sediment can help substantially
in differentiating ice from water. In contrast, the indicator of
Landsat sensor is the least important variable tested, suggest-
ing only minor compensation is needed for the algorithm to
work across sensors.

B. Model Evaluation

1) Pixel-Level Evaluation: Validating against the labeled
data from the 30% holdout lakes (N = 285), SLIDE was able
to predict ¢ = 97.8% (k = 95.5%) of the 14 407 cases in the
validation data. We also compared the Landsat’s Fmask-based
snow/ice flag for these pixels to our manually labeled class
and found that its accuracy fell short compared with SLIDE,
with ¢ = 89.3% and k = 78.2%.

2) Evaluation Against In Situ Records: Comparing both the
Fmask- and SLIDE-derived ice fraction with in situ records,
we found that SLIDE had higher accuracy and kappa coeffi-
cient compared with that estimated from Fmask, though both
were quite accurate, having ¢ > 95%. RMSE, MAE, and
MBS for both methods are similar, though SLIDE consistently
showed smaller error terms and biases compared with Fmask
(Table III). This high accuracy is not unexpected, as, in many
cases, the presence or absence of ice is unambiguous. The
disparity in accuracy and error metrics is much greater during
the crucial transition period surrounding ice freeze-up and
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TABLE III

MODEL PERFORMANCE EVALUATED AGAINST In Situ
DERIVED LAKE SURFACE CONDITION

Entire dataset

Model RMSE MBS MAE Accuracy Kappa
SLIDE 153% -1.0% 3.5% 97.1% 93.5%
Fmask 19.0% -3.4% 4.7% 95.6% 89.9%
Transitional period
Model RMSE MBS MAE Accuracy Kappa
SLIDE 333% -73% 15.8% 86.2% 72.3%
Fmask = 42.2% -17.3% 22.1% 78.4% 56.7%
100% -
Ay,
/ 1:1 line S
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© Ice condition
§ from in situ
) e
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9 o/ = s
_g 0% Ice free b
[5) ; :
©
~
1))
£
T 25%
0% = 8 M ‘,‘kél.'* ﬂw - 5 7 ; h $
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SLIDE-derived ice fraction
Fig. 5. Comparison between in situ, SLIDE-derived, and Fmask-derived

lake ice cover for the matchup records that fall within the transition period
(N = 2760). Note that the ice conditions denoted by color were derived from
in situ lake ice phenology to facilitate comparison between remotely sensed
ice fraction and in sifu lake ice condition.

breakup. For example, MBS for SLIDE is less than half of that
for Fmask during transition period, and accuracy and kappa
coefficients are substantially higher for SLIDE (¢ = 86.2%,
k = 72.3%) than for Fmask (¢ = 78.4%, k = 56.7%).
Comparing lake ice fraction estimates from SLIDE with
those from Fmask for lakes having in situ lake ice data,
we found that SLIDE almost always predicted higher ice
cover fraction (Fig. 5), due to the improved ability of SLIDE
to detect dark ice. We also observed that SLIDE seemed to
occasionally misclassify water and ice, for example, estimating
low ice fraction for in sifu data suggested ice cover (Fig. 5).
However, as we demonstrate in the next section, it is likely
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Fig. 6.
manually evaluating SLIDE-derived ice cover. (a) Example of commission
error when SLIDE misclassified open water as ice due to thin cloud cover

RGB Landsat images showing example cases encountered when

(id = 9039). (b) Example of commission error when turbid water was
misclassified as ice (id = 1242). (c) Example of omission error where SLIDE
misclassified thin ice cover as water (id = 9069). (d) Example showing when
the texture of ice presents, SLIDE can accurately classify ice (id = 110973).
(e) Example showing challenges arise when comparing satellite-based mea-
surement with that from in situ due to difference in viewing aspect
(id = 9110). Note: lake locations identified by their id in HydroLAKES
database.

that many of these apparent errors represent a failure in the
assumption we used to convert in situ phenological dates into
ice fractions rather than in SLIDE itself.

3) Visual Evaluation: We examined 100 cases of Landsat
lake surface images collected during the transitional period
to visually estimate the extent of lake ice cover and assessed
how it compared with the spatial extent of SLIDE snow/ice
classification. In 22 cases, lake surface conditions cannot be
clearly determined (11 due to cloud cover, 10 were unclear
due to small lake surface area, 1 was due to the image not
fully covering the lake surface). Of the remaining 78 valid
cases, we observed 8 cases of commission error (10.3%)
and 30 cases of omission error (38.5%) of SLIDE-predicted
snow/ice cover compared with our visually determined ice
extent. In the remaining 40 cases (51.3%), SLIDE accurately
matched the visually determined lake ice extent. As described
in the Methods section, we selected these records based on the
criterion that the SLIDE-derived ice fraction was inconsistent
with the in situ ice condition. Our visual evaluation thus
suggests that approximately half of the cases identified as
errors based on a simple statistical comparison with in situ
data are, in fact, correctly classified by SLIDE.

Five of the eight cases of commission error were caused by
misclassifying clouds as snow/ice [Fig. 6(a)], and the rest were
caused by poor image quality (triggered the texture variable
to identify snow/ice, two cases) and turbid water [one case,
see Fig. 6(b)]. Of the 30 cases of omission error, five featured
opaque ice misclassified as water by SLIDE, probably due
to the smooth texture of the ice surface [see Fig. 6(c)]. The
remaining 25 cases were all caused by SLIDE not being able
to detect varying degrees of dark ice. However, across all
cases where dark ice was present, SLIDE detected ice more
successfully than Fmask [e.g., Fig. 6(d)]. We also noticed,

not infrequently, that images seem to suggest ice conditions
contrary to those derived from in situ [see, e.g., Fig. 6(e)].
This contradiction is mainly caused by the fact that during the
transitional period, using an observed freeze-up or breakup
date to identify a binary lake condition (ice-covered/ice-free)
does not allow for the complexity of partially ice covered
lakes.

For each of the 78 valid cases, we visually estimated ice
fraction into five intensity categories with a 20% increment.
For example, category 1 means ice fraction lies between
0 and 20% and category 5 means ice fraction lies between 80%
and 100%. Based on these ice fraction estimates, we found
that only 45% of cases were in category 5 when in situ
suggested ice cover; and when in situ suggested ice free,
only 15% of cases were placed in category 1, a proportion
even smaller than the cases in category 5, which had 42% of
the cases. Other potential reasons for differences between the
visually determined ice fraction and the ice condition based on
in situ records are: 1) some lakes undergo multiple freeze-thaw
events, so a single phenological date will not accurately set
the boundary for ice cover and ice free conditions; 2) an
in situ observer sees only a portion of larger lakes from a
point on the ground, while remote sensing methods observe
the entirety of the lake described by HydroLAKES; and
3) boundaries of the lakes observed in siru and defined by
HydroLAKES may be different, especially for lakes with
highly complex geometrical shape or those bearing multiple
names (e.g., many connected water bodies in Finland share
one identity in the HydroLAKES database but each has its
own name that is used in the in situ dataset). As such, in some
cases, we believe that apparent errors of both commission and
omission relative to in situ data may, in fact, simply reflect
the different observing capabilities of remote sensing and
in situ methods.

IV. DISCUSSION

In this study, we developed a lake ice classification model
based on random forest that can be applied to satellite images
from Landsat TM, ETM+, and OLI. By strategically selecting
images reflecting variable conditions for lakes across the globe
to develop our training data, and by using a data-driven
approach to optimize the lake ice classification algorithm,
the lake ice model presented in this study shows substantial
improvement in accuracy compared with the existing snow/ice
flag based on Fmask. It is also more broadly applicable
and more accurate than the model developed previously for
Landsat OLI sensor [29], which was applied to and evaluated
for only five lakes and was designed to be applicable to images
from Landsat OLI. By visually comparing lake ice classifica-
tion between that using methods from Barbieux et al. [29] and
SLIDE, we found that while the former can capture dark ice
well, it tended to fail when the ice or the snow on the top are
optically smooth (Fig. 7). This failure is likely caused by its
limited training data.

As suggested by Barbieux et al. [29], we confirmed the
importance of texture (expressed as the mean gradient of
the “Blue” band in our model) on improving classification.
Many applications of machine learning to satellite image

Authorized licensed use limited to: Brown University. Downloaded on September 05,2021 at 17:25:51 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

Fig. 7.
(e) using the SLIDE model presented in this article (b) and (f), the algorithm
by Barbieux et al. [29] (c) and (g), and the Fmask (d) and (h). Cyan: snow/ice,
blue: water.

Comparing snow/ice classification for two example lakes (a) and

classification problems suggest that including texture infor-
mation can improve accuracy [39]. However, the benefit of
this inclusion might be scale dependent. For example, due
to changes in resolution of remote sensing images, certain
signature textures might be dampened, or entirely lost, with the
smoothing effect of coarse resolution. As such, contribution of
texture terms might vary when using images with different spa-
tial resolutions, or when applying the algorithm across lakes of
various sizes. However, the relative variable importance from
our final model (shown in Fig. 4) suggests that images from
the Landsat TM, ETM+, and OLI are largely consistent. As a
result, the algorithm only requires minor adjustments to be
applied across missions.

In situ lake ice phenology provides valuable ground truthing
data for developing/evaluating remote sensing algorithms, but
challenges still exist for an accurate comparison of these
two very different data streams. In our study, to increase the
available matchup data between in sifu and remote sensing for
evaluation, we had to assume ice cover fraction based on in situ
phenological dates. This assumption might not always hold,
especially for large lakes whose entire surface can be hard to
observe on the ground and for lakes at lower latitudes whose
ice cover period can be characterized by multiple freeze-
thaw events. While we did not find patterns of latitudinal
dependence for model evaluation (Fig. S1), we did notice that
remotely sensed ice fraction (from both Fmask and SLIDE)
better matches with in situ ice cover with decreasing lake
size (Fig. S2). Lake ice studies using either in situ lake ice
data or remote sensing will benefit greatly from having a
more explicit documentation of the extent of ice cover, rather
than having the dynamic development and melt of lake ice
condensed into a few discrete dates (e.g., “ice-on start,” “ice-
on,” and “ice-off”). In addition, with the exciting trend of
various citizen science organizations and local government
agencies documenting changes in ice cover in lakes [40], [41],
it has become even more important to establish a consistent
and well-documented protocol to ensure data consistency and
quality. For example, including observation viewpoint and
exact GPS location would help better spatially match in situ
and remote sensing datasets. Coordinating the in situ data
collection with satellite overpasses would also help increase
temporally matched data pairs, allowing refining of remote
sensing algorithms, which, in return, will help extend obser-
vation capacity. Currently, publicly available in situ data were
clustered in low latitude locations, while the lake-rich high
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latitude regions lacked sufficient on the ground observations.
While this imbalance in in situ data availability might bias
the model evaluation with in situ data toward lakes at lower
latitudes, the SLIDE model itself should be less affected, as the
training data for the model were collected over both high and
low latitude regions (see Fig. 2), regardless of the in situ lake
ice data availability.

Accurate classification of lake ice using Landsat images
allows reconstruction of historical lake ice conditions across
the world. Being able to accurately identify lake ice, especially
during the transition period, will improve our ability to study
ice dynamics and its drivers. Improved ability to detect dark
ice will also help more accurately mark the dates of the start
of the ice-on and the end of the ice-off. It will improve ice
detection for lakes in cold and arid areas (e.g., lakes on the
Tibetan Plateau and Central Asia) where dark ice can persist
for an extended period of time.

In addition, accurate identification of the presence of ice
will help flag the influence of ice in studies that focus on
remote sensing of lakes during the open water period. Landsat
has been widely tested for its ability to retrieve water quality
parameters like clarity [42], [43], chl-a [17], and DOC [20]
from lakes. As the applicability of remote sensing-based
retrieval algorithms trends toward larger spatial extent [15],
it has become more critical to be able to flag those estimated
records that are affected by ice cover. As novel datasets
(e.g., AquaSat [44]), water quality retrieval algorithms, and
lake-focused satellites (e.g., the forthcoming Surface Water
and Ocean Topography mission [45]) become available, our
proposed method allows more accurate flagging of ice-affected
observations.

A comprehensive monitoring of lake ice should use various
types of remote sensing sensors by combining their strengths:
passive microwave remote sensing for large lakes, optical
remote sensing (civilian satellites like Landsat and Sentinel-2
and commercial satellites like those operated by Planet [46])
for lakes with medium and small size, and active microwave
remote sensing (e.g., Sentinel-1 and RADARSAT-1/2) for
monitoring lakes that are in regions known for inclement
weather conditions or in high latitudes. Optical remote sens-
ing is critical in all three approaches as it provides easy-
to-interpret visual representation of lake surfaces, extends
in situ lake ice observation in space and time, provides
data for calibration and validation of process-based lake ice
models [47], and complements the microwave remote sensing
approaches that are mostly limited to larger lakes [48], [49].
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CODE AND DATA

Training data are available on Zenodo (10.5281/zenodo.
4034785). Code used to construct SLIDE, validate, and
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evaluate model performance will be accessible via GitHub
(https://github.com/seanyx/lake-ice-classification). For demon-
stration of concept, we provided a Google Earth Engine app
that can be used to extract multi-temporal lake ice cover-
age for lakes listed in the HydroLAKES dataset (https://
eeproject.users.earthengine.app/view/lake-ice-doy).
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