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Abstract

We study the geometry of domains in complete metric measure spaces equipped
with a doubling measure supporting a 1-Poincaré inequality. We propose a notion of
domain with boundary of positive mean curvature and prove that, for such domains,
there is always a solution to the Dirichlet problem for least gradients with continuous
boundary data. Here least gradient is defined as minimizing total variation (in the sense
of BV functions) and boundary conditions are satisfied in the sense that the boundary
trace of the solution exists and agrees with the given boundary data. This extends
the result of Sternberg, Williams and Ziemer [27] to the non-smooth setting. Via
counterexamples we also show that uniqueness of solutions and existence of continuous
solutions can fail, even in the weighted Euclidean setting with Lipschitz weights.

MSC classification (2010): 31E05, 30199, 51F99, 26A45.

1 Introduction

The work of Giusti [12] showed a close connection between the curvature of the boundary
of a Fuclidean domain 2 C R™ and the existence of a solution to the Dirichlet problem
related to the Plateau problem

div(Vu(l + [Vu|?)V?) = H(z,u(z)) for L™ae x e,
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with the graph of w a minimal surface (under the constraint that it has prescribed mean
curvature) in R"*!. The work of Barozzi and Massari [5] studied a related obstacle prob-
lem for BV energy minimizers, where the obstacle is required to have a certain curvature
condition analogous to that of [27]. While the conditions in [27] only considered domains
whose boundary is of non-negative (or positive) mean curvature, the paper [5] imposed a
more general mean curvature condition on the obstacle M, namely, that if g € Llloc(Q) and
M C Q, then M is of mean curvature at most g if

P(M,Q) < P(F, Q) + / g
M\F

whenever Q' € Q and F A M € . The notion of non-negative mean curvature of 9 (for
2 whose boundary need not be smooth), as given in [27] is not quite this condition, but is
similar. Following this, the work of [27] showed that the Dirichlet problem related to the

least gradient problem
Vu

|Vu

has a solution if and only if 9 has non-negative mean curvature (with respect to the
domain Q) and 0f2 is nowhere locally area-minimizing. Here T'u is the trace of u to 0f2
(see the next section for its definition and discussion regarding its existence). More general
notions of Dirichlet problem such as minimizing the energy integral

div

=0in Q, Tu= f on 01,

I(u) = | Dull(®)

and the energy functional
J(u) = || Dul|(2) + /ag |Tu — f|dH (1.1)

over all BV functions u on R" (with v = f on R™\ Q for the energy I') were studied for more
general Euclidean domains, for example, in [8], see also the discussions in [13, 4, 27, 22].
Should we obtain a BV energy minimizer on € with the correct trace f on 0f2, then this
solution also minimizes I and J. Until the work of Sternberg, Williams, and Ziemer |27], not
much consideration was given to how the trace of the minimizers fit in with the boundary
data.

The recent development of first order analysis in the metric setting (see [17]) led to
the extension of the theory of BV functions and functions of least gradient in the metric
setting, see |23, 1, 2, 3, 18, 15] for a sample. The papers [15, 19] studied minimizers of the
energy functionals I and J in the metric setting. The goal of the present paper is to study
existence of the strongest possible solutions to the Dirichlet problem in the metric setting,
namely that the solution obtains the correct prescribed trace value on the boundary of the
domain of interest.



In addition to Euclidean domains as mentioned above, curvature conditions for the
boundary of the domain also show up in the Heisenberg setting. Extending some of the
results regarding the Plateau problem from the Euclidean space (see for example [11, 13])
to the Heisenberg setting, the recent paper [24] studied a related minimization problem in
the Heisenberg setting, and there too it seems curvature of the boundary plays a role. More
specifically, in [24] it is shown that if © C R?" is a bounded Lipschitz domain and ¢ is
a Lipschitz function on OS2 that is affine on the parts of the boundary where the domain
is not positively curved, then there is a function u on 2 such that the subgraph of u in
R?" x R, equipped with the Heisenberg metric, is of minimal boundary surface with the
trace of u on 0f) equal to ¢, and furthermore, u is Lipschitz continuous on 2. The work
of |24] therefore is also concerned with the minimal graph problem rather than the least
gradient problem. Any discussion of the Dirichlet problem for least gradient functions on
domains in the Heisenberg group itself should be governed by curvature of the boundary
of the domain as well.

We propose an analog (Definition 4.1) of the notion of positive mean curvature from the
weak formulation of [27] to the metric setting where the measure is doubling and supports a
1-Poincaré inequality. The main theorem of this paper, Theorem 4.11, will demonstrate the
existence of such a strong solution to the least gradient problem for (globally) continuous
BV boundary data provided the boundary of the domain is of positive mean curvature in
the sense considered here. We will also show in the last section of this paper that outside of
the Euclidean setting, continuity (inside the domain) of the solution and uniqueness of the
solution can fail; indeed, the examples we provide can easily be modified to be a domain
in a Riemannian manifold. We point out that our definition of positive mean curvature of
the boundary is somewhat different from that of [27], see Remark 4.2 below.

The focus of 27| was Lipschitz boundary data; for such data, the authors prove that
the solutions obtained are also Lipschitz (up to the boundary). The examples we provide
here show that even with Lipschitz boundary data, Lipschitz continuity of the solution is
not guaranteed in the general setting (not even in the Riemannian setting). Therefore, we
broaden our scope to the wider class of all globally continuous BV functions as boundary
data. We also show that if €} satisfies some additional conditions, then it suffices to know
that the boundary datum f is merely a continuous function on the boundary 0f), see
Section 5.

The primary tool developed in the present paper, “stacking pancakes with minimal
boundary surface”, uses the idea that superlevel sets of functions of least gradient are of
minimal boundary surface (in the sense of [18]). In the Euclidean setting, this was first
proven by Bombieri, De Giorgi, and Giusti in |7], and was used in that spirit in the work [27],
which inspired our work presented here. In the metric setting this minimality of the layers,
or superlevel sets, was proven in [15]. While this method of “stacking pancakes” is similar
to the one in |27], the tools available to us in our setting are very limited. In particular, we
do not have the smoothness properties and tangent cones for boundaries of sets of minimal
boundary surfaces, and hence the construction of “pancakes” (superlevel sets) given in |27]



is not permitted to us. Furthermore, in the Euclidean setting, it is shown in [27] that if two
sets F1, Fo of minimal boundary surface such that E; C Es have intersecting boundaries,
then the two boundaries coincide in a relatively open set, and hence it holds that E1 = FEs.
This property is used to show that the function constructed from the “stack of pancakes”
is necessarily continuous, and thus issues of measurability of the constructed function does
not arise in the Euclidean setting of [27]. In the metric setting this property fails (see the
examples constructed in the final section of this paper). Consequently we had to modify
our construction of the solution function from the “stack of pancakes” by considering a
countable sub-stack of pancakes.

2 Notations and definitions in metric setting

We will assume throughout the paper that (X,d, u) is a complete metric space endowed
with a doubling measure p that satisfies a 1-Poincaré inequality defined below. We say that
the measure p is doubling on X if there is a constant Cp > 1 such that

0 < w(B(z,2r)) < Cpu(B(z,r)) < oo

whenever € X and r > 0. Here B(z,r) denotes the open ball with center x and radius r.
Given measurable sets E, F' C X, the symbol E C F will denote that u(E \ F) =0 or, in
other words, xg < xr p-a.e.

A complete metric space with a doubling measure is proper, that is, closed and bounded
sets are compact. Since X is proper, given an open set {2 C X we define L%OC(Q) to be the
space of functions that are in L' (£') for every Q' € €, that is, when the closure of €' is a
compact subset of €). Other local spaces of functions are defined analogously.

Given a function u : X — R, we say that a non-negative Borel-measurable function g
is an upper gradient of u if

uly) ~u(e)| < [ gds (2.1)
v
whenever v is a non-constant compact rectifiable curve in X. The endpoints of ~ are
denoted by = and y in the above inequality. The inequality should be interpreted to mean
that fvgds = oo if at least one of u(x), u(y) is not finite.
We say that X supports a 1-Poincaré inequality if there are positive constants Cp, A

such that
][ ]u—uB\dungr][ gdu
B AB

whenever B = B(x,r) is a ball in X and ¢ is an upper gradient of u. Here, up :=
w(B)~t [pudp =: fgudpy is the average of u on the ball B, and AB := B(z, Ar).

Throughout this paper C' will denote a constant whose precise value is not of interest
here and depends solely on Cp, Cp, A, and perhaps on the domain 2. As C stands for
such a generic constant, its value could differ at each occurrence.



Let NL1(X) be the class of all L' functions on X for which there exists an upper
gradient in L'(X). For u € NV (X) we define

lull §1 00y = llull 2oy + i llgllz )

where the infimum is taken over all upper gradients g of u. Now, we define an equivalence
relation in N'!(X) by u ~ v if and only if ||u — U||N171(X) = 0.

The Newtonian space N'1(X) is defined as the quotient N'1(X)/ ~ and it is equipped
with the norm ||u||n11(x) = [lull 71, 1(x)" One can define analogously N11(Q) for an open
set  C X. For more on upper gradients and Newtonian spaces of functions on metric
measure spaces, see [17].

For u € L] _(X) the total variation of u is defined by

Du||(X) = inf < liminf [ g, du: NEYX) 2w — win LL (X ,
i loc loc
X

i—00

where g, are upper gradients of ;.
One can define analogously ||Du||(€2) for an open set Q C X. If A C X is an arbitrary

set we define
|| Du||(A) = inf{||Du||(Q) : @ D A,Q C X open}.

A function u € LY(X) is in BV(X) (of bounded variation) if || Du|/(X) < oco. For such u,
||Dul| is a Radon measure on X, see [23, Theorem 3.4]. A p-measurable set £ C X is of
finite perimeter if || Dxg||(X) < co. The perimeter of E in Q is

P(E, Q) = [|Dxel/(2).

BV energy on open sets is lower semicontinuous with respect to L'-convergence, i.e., if
up — u in Ll () as k — oo, where  C X is open, then

| Dull(€) < liminf || Dug] (%) (2.2)
— 00

The coarea formula in the metric setting [23, Proposition 4.2] says that if u € L (2) for
an open set €2, then

1Dul|(©) = /OO P({u> t},0) dt. (2.3)

If || Dul[(€2) < oo, the above holds with € replaced by any Borel set A C Q.
Given a set E C X, its Hausdorff measure of codimension 1 is defined by

# LUZ,’I“l a
_ AN TIPS .
H(E) }LI\% mf{ E B C | lB(xZ,rl),n < T‘}

=1



It is known from [1, Theorem 5.3] and [3, Theorem 4.6] that if E C X is of finite perimeter,
then for Borel sets A C X,

é%(A NOnE) < P(E, A) < CH(AN d,E),

where 0, F is the measure-theoretic boundary of F, that is, the collection of all points
x € X for which simultaneously

lim sup —M(B(x’ r)NE) >0 and limsup —,u(B(x, M\E)

e (B 1)) S Br)

Given a bounded domain 2 C X and a function v € BV(2), we say that v has a trace
at a point z € 99 if there is a number Tu(z) € R such that

lim |u(z) — Tu(z)| dp(z) = 0. (2.4)

r—=0% JB(z,r)nQ

We know from [20, Theorem 3.4, Theorem 5.5] and [21] that if €2 satisfies all of the following
geometric conditions, then every function in BV(Q2) has a trace H-a.e. on 0:

1. there is a constant C' > 1 such that
w(B
w(B(z,r)NQ) > #B(z 1)) g,r))

whenever z € Q and 0 < 7 < 2diam(€Q);

2. there is a constant C' > 1 such that
(B(z,1))

éw < H(B(e,r)n00) < O =

whenever z € 9Q and 0 < r < 2diam(Q);
3. Q supports a 1-Poincaré inequality.

Furthermore, if  satisfies all the above conditions, then the trace class of BV(Q) is

LY0Q,H).

Definition 2.5. Let Q@ C X be an open set, and let u € BV),.(©2). We say that u is of
least gradient in Q) if

[Dul|(V) < [ Dof|(V)

whenever v € BV(Q) with {z € Q : u(z) Zv(x)} CV € Q. A set E C Q is of minimal
boundary surface in ), if xg is of least gradient in Q.




Definition 2.6. Let 2 be a nonempty bounded domain in X with p(X \ Q) > 0, and let
f € BVioe(X). We say that u € BVio.(X) is a weak solution to the Dirichlet problem for
least gradients in Q) with boundary data f, or simply, weak solution to the Dirichlet problem
with boundary data f,if u= f on X \ Q and

[ Dul|(2) < [ Dv]|(©)
whenever v € BV(X) with v = f on X \ Q.

Definition 2.7. Let Q be a nonempty domain in X and f : 92 — R. We say that a function
u € BV(R) is a solution to the Dirichlet problem for least gradients in Q with boundary data

f, or simply, solution to the Dirichlet problem with boundary data f, if Tu = f H-a.e. on
090 and whenever v € BV(Q) with Tv = f H-a.e. on 92 we must have

[Dul[(2) < [[Do]|(£2).

Note that solutions and weak solutions to Dirichlet problems on a domain ) are neces-
sarily of least gradient in €.
Given a function v on X and z € X, we define

V(x) = ap-limsup u(y) := in . lim p(Bw,r) N {u > t}) =
u’(z) = ap-l y%xp (y) : f{tER. rL0+ (B.1) 0},

and

\ N B r)nfu<t))
u(z) = ap—hgggfu(y) = sup{t eR: rl_l)%l_‘_ (B.1) = 0}.
Then, u"(z) = u(x) for p-a.e. x € X by the Lebesgue differentiation theorem provided
that u € L (X).

Points « for which u"(z) = u”(z) are said to be points of approzimate continuity of .
Let S, be the set of points x at which u is not approximately continuous. For u € BV (X),
the set S, is of o-finite codimension 1 Hausdorff measure, see |3, Proposition 5.2|. If in
addition v = xpg for some F C X, then S, = 0, E. By [3, Theorem 5.3], the Radon

measure || Du|| associated with a function u € BV(X) permits the following decomposition:
d||Du|| = g dp + d|| D7ul| + d|| Dul|, (2.8)

where gdu with ¢ € L'(X) gives the part of ||[Dul|| that is absolutely continuous with
respect to the underlying measure p on X, and || D’u|| is the so-called jump-part of u. This
latter measure lives inside Sy, and is absolutely continuous with respect to #|g,. The third
measure, ||D¢ul|, is called the Cantor part of ||Dul|, and does not charge sets of o-finite
codimension 1 Hausdorff measure. In the literature, the set .S, is called the jump set of u,
see [1, 2, 3|.

It was shown in [15] that functions of least gradient, after a modification on a set of
measure zero, are continuous everywhere outside their jump sets.



3 Preliminary results related to weak solutions

Throughout the rest of this paper, we will assume that X is a complete metric space
equipped with a doubling measure u supporting a 1-Poincaré inequality, and 2 C X is a
nonempty bounded domain such that p(X \ €2) > 0.

We will need the next lemma for functions of the form f = xp for sets F' C X of finite
perimeter.

Lemma 3.1. For every f € BVi,o(X) such that | Df]|(X) < oo there is a function uy €
BVioe(X) that is a weak solution to the Dirichlet problem in Q with boundary data f.

Proof. Let
I :=inf{||Dul|() : u € BViee(X) and u = f on X \ Q}.

Observe that 0 < I < ||Df||(€2) < co. Let {u}32, be a sequence of functions in BV, (X)
with ug, = f on X \ Q such that || Duy|/(Q) — I as k — oo. Let B C X be an open ball that
contains Q. In particular, we can choose B so that u(B\ Q) > 0. Hence, the 1-Poincaré
inequality yields that

/B g — fldp < Cr.ol Dk — £)@) < Cpa(|Dull (@) + [ DFE)
< 3CpalDf@)

for sufficiently large k. Note that the above holds true without subtracting (ur — f)B
on the left-hand side because up — f = 0 on B\ , while u(B \ ) is positive, see for
example [18, Lemma 2.2|. Thus, the sequence {u;, — f}7°, is bounded in BV(B), and hence
so is {ux}32,. By the 1-Poincaré inequality and the doubling property of p, the space
BV(B) is compactly embedded in L9(B) for some g > 1, see for example |14, 17] and |23,
Theorem 3.7|. Therefore, there is a subsequence, also denoted ug, that converges in L(B)
and pointwise p-a.e. in B to a function ug € BV(B). By the fact that each uy = f on
X \ Q, we have that ug = f on B\ , and that the extension of ug by f to X \ B yields a
function in BVie.(X). We denote this extended function by wy.

Finally, note by the lower semicontinuity of BV energy that

1Dugl[(2) + IDFI(B\ Q) = || Dugl|(B) < liminf | Dug[|(B) = I+ [[Df[[(B\ Q),

that is, ||Dus|(Q) < I. Since uy = f on X \ Q and uy € BV)o(X), it follows that
| Dus||(€2) = I. This completes the proof of the lemma. O

In the following lemma, we will see that the Dirichlet problem in € with boundary data
xr for some set F' C X of finite perimeter has a weak solution given as a function xg for
some set £ C QU F. Such a set F will be called a weak solution set.



Lemma 3.2. Let FF C X with P(F,X) < co. Then, there is a set E C X with P(E,X) <
oo such that xg is a weak solution to the Dirichlet problem in Q with boundary data xp.

Moreover, if uy, is a weak solution to the Dirichlet problem with boundary data xr,
then we can pick any ty € (0,1] and choose E to be the set

o = {2 € Xt uyn(x) > to}.

Proof. By Lemma 3.1, there is a weak solution u,,. Note that 0 < u,, <1 on X by the
maximum principle proven in [15, Theorem 5.1].
For t € (0,1], let
Ey={x e X : uy,(v) >t}
We will first show that x g, is a weak solution to the Dirichlet problem in €2 with boundary

data xp for all t € (0,1] \ N for some negligible set N. We will prove that N = () later.
The coarea formula (2.3), together with the fact that P(F, X) < oo, gives that

1 00
/ P(E,, X)dt :/ P(E;, X)dt = | Duy, | (X) < P(F, X) < o0
0 —00

whence P(FE;, X) < oo for #-ae. t € (0,1]. Moreover, xg, = xr on X \ Q for every
€ (0,1]. Since uy, is a weak solution corresponding to the boundary data xr, we have

| Duy,||(Q2) < P(E, Q) for every ¢ € (0,1].
Let N = {t € (0,1]: || Duy,[|(Q) < P(E;,Q)}. Then by the coarea formula,

1
| Duy, | () = /O P(E, Q) dt = /(0 o P I+ /N P(E, Q) dt
= (1 — L") Duy, | (D) + / P(E,Q) dt.
N

Hence, Z(N)||Duy, |(2) = [y P(E:, Q) dt, which can hold true only if £*(N) = 0.

We have shown that XEt = XF on X \ Q and P(E;, Q) = ||Duy,||(Q) for every t €
(0,1]\ N, where Z1(N) = 0. Therefore, for every t € (0,1]\ N, the function yp, is a weak
solution with boundary data yr, and we may choose F to be the set Fj.

Let us now show that N is in fact empty. Indeed, taking an arbitrary ¢ € (0, 1] and
a sequence ty € (0,1] \ N such that t,  t, we obtain that F; = (), £y, and hence
IXE, — XB| — 0 in LY(X) as k — co. The lower semicontinuity of the BV energy with
respect to the L'-convergence yields that

P(E;, Q)+ P(F, X\ Q) = P(E, X)
<liminf P(E;,, X) = liminf P(Ey,, Q) + P(F, X \ Q).

k—o0 k—o0

Hence, P(E:, Q) < || Duy,.||(Q). In other words, t ¢ N. O



Lemma 3.3. Let F1 C Fo C X be sets of finite perimeter in X. Suppose that Fq, Fo C X
are chosen such that xg, and xg, are weak solutions to the Dirichlet problem in € with
boundary data xr, and Xr,, respectively. Then, Xg,nE, %5 a weak solution corresponding to
XF,, while Xg,uE, 15 a weak solution corresponding to XF,.

Proof. From |23, Proposition 4.7(3)|, together with the fact that the perimeter measure is
a Borel regular outer measure, we know that

P(El N EQ,Q) + P(E1 U EQ,Q) < P(El,Q) + P(EQ,Q) (34)

If P(E1NE, Q) > P(E1,), then we would have P(E; U Ey, Q) < P(E,, ). However, this

would violate the minimality of P(Es,€2) among all BV functions that equal xp, outside

Q) since (E1 U EQ) \ Q = (F1 U FQ) \ QO =F \ Q. Hence, P(E1 N EQ,Q) < P(El,Q).
Furthermore, (Eq N Es) \ Q = (F1 N F) \ Q= F1 \ Q and hence xg,nEg, is a weak solution
to the Dirichlet problem with boundary data x .

By a similar argument, we can rule out the inequality P(E; U Eo, Q) > P(E3,Q) as it
would violate the fact that xg, is a weak solution for the boundary data xp,. Therefore,

P(E1UE, Q) < P(FE2,Q) and we conclude that xg,ug, is a weak solution to the Dirichlet
problem with boundary data xr,. O

Remark 3.5. If F; C F5 are as in Lemma 3.3 and if Uy, and Uy, are weak solutions
to the Dirichlet problem with boundary data xr, and xp,, respectively, then one can use
the coarea formula to prove that min{uy . ,uy ., } and max{uy,. ,uy,, } are weak solutions
corresponding to boundary data xr and xp,, respectively.

Definition 3.6. A (weak) solution xg to the Dirichlet problem with boundary data xr
is called a minimal (weak) solution to the said problem if every (weak) solution Xz corre-
sponding to the data yp satisfies £ C E, that is, w(E\ E) = 0, or alternatively, xg < x5
p-a.e. in X.

Remark 3.7. It follows from Lemma 3.2 that if u,, is a weak solution and xg is the
minimal weak solution to the Dirichlet problem with boundary data x g, then u,,. > 1 a.e.
on F.

Proposition 3.8. Let ' C X be a set of finite perimeter in X. Then, there exists a unique
minimal weak solution x g to the Dirichlet problem in Q with boundary data xr.

Here, by uniqueness we mean that two minimal weak solutions agree p-almost every-
where in X.

Proof. Let a = infg u(ENQ), where the infimum is taken over all sets E such that yg is a
weak solution to the Dirichlet problem. Note that there is at least one such weak solution
by Lemma 3.2. Moreover, a < oo since u(£2) < oo.

10
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Figure 1: Two weak solutions xg to the Dirichlet problem in € with boundary data xp,
where F' is the (closed) region filled with light red color. The figure on the right
shows the minimal weak solution. Each of the arcs of 0Q2NJF and 092\ OF covers
the angle of 7/2. Note also that the restriction x E‘Q is a solution / the minimal
solution.

Let {E;}32, be a sequence of sets such that XE, solves the Dirichlet problem and
wErN Q) - aas k — oo. Let Ey = F; and Ek+1 = EkHﬂEk, k=1,2,.... By
Lemma 3.3, each of the sets Ek gives a weak solution with the same boundary data yp.
Moreover, Ek+1 C Ei for all k=1,2,... and u(Ek nQY) — a.
Let £ =, Ej. Then, E\Q = ﬂk(Ek\Q) F\Q. As X\Qisopen and xyg = xr =
in X \ Q, we have

P(E,X\Q)=P(F,X\Q)=P(E;,X\Q) forevery k=1,2,....

XE,

Since |xz — x| = 0in L'(X), the lower semicontinuity of the BV energy (2.2) yields that
P(E, X) < oo and then also

P(E,Q)=P(E,X)— P(F,X\Q) < 1ikrgian(Ek, X) - P(F,X\Q)

= liminf P(E},, Q) = inf{||Dul|(Q): u = xr in X \ Q}.
k—o0
Thus, xg is a weak solution to the Dirichlet problem. If E’ is another weak solution, then,
by Lemma 3.3, so is EN E’, and hence o < p(ENE' N Q) < u(ENQ) = a. Therefore,
u(E\ E') =0, that is, E is a minimal weak solution. The uniqueness now follows from the
above argument, which yields that u(E A E’) = 0 whenever E’ is another minimal weak
solution. O

Lemma 3.9. Let Fy T Fy, C X be sets of finite perimeter in X. Then, the minimal
weak solutions xg, and X, to the Dirichlet problem in ) with boundary data xr, and XF,,
respectively, satisfy F1 C Fo.

11



Proof. By replacing F» with Fy U F} if necessary (and in doing so, we only modify Fj
on a set of measure zero), we may assume that F; C F». Let E; and F; be as in the
statement of the lemma. By Lemma 3.3, E1 N Ey gives a weak solution to the Dirichlet
problem with boundary data xr,. Uniqueness of the minimal weak solutions implies that

u(Er\ E2) = p(Ey \ (B1N Ep)) = 0. O

We will see in Proposition 4.9 that for domains with boundary of positive mean cur-
vature, there is no need to distinguish between solutions and weak solutions for boundary
data xp. Hence, in such domains, there exists a unique minimal solution, and furthermore,
the minimal solutions exhibit the same nesting property for nested boundary data as in
Lemma 3.9.

It is, in fact, also possible to define a mazimal (weak) solution xg to the Dirichlet
problem in 2 with boundary data y g by requiring that ,u(E \ E) = 0 for every other (weak)
solution xz of the said problem. For instance, the set E on the left in Figure 1 gives the
maximal (weak) solution.

4 Domains in metric spaces with boundary of positive mean
curvature

In this section we propose a notion of positive mean curvature of the boundary of a domain
2 in the metric measure space X, and study the Dirichlet problem for such domains. As
explained in the introduction, solutions to Dirichlet problem in the sense of Definition 2.7
might not always exist. Given an open set F' C X that intersects 0f2, let u,, denote a
generic weak solution to the Dirichlet problem with boundary data x . It is not necessarily
true that Tu,, = xr H-a.e. on 0X2. The classic example is that of a square. If 2 =
[0,1] x [0,1] C R?, and if F is the disk centered at (1/2,0) with radius 1/10, then there is
no function u of least gradient in €2 with trace xr on 9€2. Notice that the boundary of the
square does not have positive mean curvature.

In the definition of positive mean curvature below (Definition 4.1), we tacitly require
that for each z € 9 and almost all 0 < r < rg, the function Uyp,, €Xists. This is not
an onerous assumption, as seen from Lemma 3.1 and the fact that given x € X, the ball
B(z,r) has finite perimeter in X for almost every r > 0. This latter fact follows from the
coarea formula (2.3).

The main question addressed in this paper is the following.

Question. If Q has a boundary 02 with positive mean curvature (in the sense of Defini-
tion 4.1 below), is it true that for every Lipschitz function f : 0Q — R, there exists an
extension of least gradient u :  — R such that f is the trace of u, that is,

lim lu— f(2)|du =0
=0/ B(z,r)nQ
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for H-almost every z € 007 In other words, does there exist a solution to the Dirichlet
problem in the sense of Definition 2.7 with boundary data f? If such solutions exist, can
we guarantee that they will be continuous and unique?

We will show that indeed solutions do exist, and by counterexamples we give a negative
answer to the continuity and uniqueness questions.

The hypothesis of positive mean curvature of the boundary seems appropriate in view
of the results of [27] in the Euclidean setting, where existence, continuity and uniqueness
of solutions was proven for bounded Lipschitz domains €2 C R"™ provided that:

(1) 09 has non-negative mean curvature (in a weak sense),
(2) 09 is not locally area-minimizing.

Moreover, if 9€2 is smooth, then these two conditions together are equivalent to the fact
that the mean curvature of 02 is positive on a dense subset of 0€2.

To talk about traces of solutions as referred to above, we need to know that such traces
exist. It is not difficult to construct Euclidean domains and BV functions on the Euclidean
domains that fail to have a trace on the boundary of the domain. In the metric setting
(which also includes the Euclidean setting), it was shown in [20] that there exist traces
of BV functions, as defined in (2.4), on the boundary of bounded domains satisfying the
conditions listed on page 6 of the present paper. In this paper, we do not need to know
that every BV function on the domain of interest has a trace on the boundary. We are only
interested in knowing whether the weak solutions we construct have the correct trace.

Definition 4.1. Given a domain 2 C X, we say that the boundary 9f) has positive mean
curvature if there exists a non-decreasing function ¢ : (0,00) — (0,00) and a constant
ro > 0 such that for all z € 9 and all 0 < r < 9 with P(B(z,7),X) < oo we have that
u;(/B(“) > 1 everywhere on B(z, ¢(r)). Since the weak solution uy, . , need not be unique,
the above condition is required to hold for all such solutions.

Note that the requirement on all weak solutions u, Blzr)) in the definition above can be
equivalently expressed as the condition that B(z,¢(r)) C Ep(.,), where Ep(, ) C X gives
the minimal weak solution to the Dirichlet problem with boundary data x ., as given by

Proposition 3.8.

Remark 4.2. Our definition of 92 being of positive mean curvature is different from that
of [27]. In [27], it is required that

o for each z € 0N there is some gy > 0 such that whenever A € B(x,eg) with
P(A,R"™) < oo, we must have P(Q2,R") < P(QU A, R"), and

e for each z € 99 there is some €1 > 0 such that whenever 0 < € < g1, there is some
A. € B(z,¢) such that P(A.,R") is finite and P(Q2\ A.,R™) < P(Q,R").

In the case of 9 being a smooth manifold, the two definitions coincide.
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Figure 2: The (Euclidean) domain on the left has boundary of positive mean curvature,
unlike the domain on the right. The regions shaded light red in color are weak
solution sets of the respective Dirichlet problems.

Euclidean balls of radii R > 0 satisfy the above condition, with ¢(r) = %, as can be seen
via a simple computation. On the other hand, the square region = (0,1) x (0,1) C R?
does not satisfy the criterion of positive mean curvature of the boundary. Indeed, for
z=(1/2,0) and 0 < r < 1/2, the weak solution is uy ;. = XB(z,r\0- For the same reason
the domain obtained by removing a slice from the disk also does not satisfy the criterion
for positive mean curvature of the boundary, see Figure 2.

Example 4.3. Consider Q = B(0,1) C R? with the weighted measure du = w d.£2. Define
the following distance

d(z,y) —inf/w1/2 ds,
Ty

where the infimum is taken over all the curves v connecting x and y.

If © is the disk with the Euclidean metric and weighted measure, then the boundary
will have positive mean curvature in the sense of Riemannian geometry but might not be
of positive mean curvature in our sense.

If we consider (€2, CZ), then 02 might not have positive mean curvature in the Riemannian
geometric sense either. Indeed, it will fail to be of positive mean curvature if the weight
function decreases rapidly towards the boundary of the disk.

If © is the “flattened disk” as in Figure 2 and the weight function increases rapidly
towards the flattened part of the boundary of that domain, then even though this boundary
is not of positive mean curvature in the Riemannian sense, it would be of positive mean
curvature in our sense. Thus the notion of curvature is intimately connected with the
interaction between the metric and the measure.
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Example 4.4. Assume that X is the unit sphere S?, equipped with the spherical metric
and the 2-dimensional Hausdorff measure. Let zp € X, and consider Qr = B(xo, R) for
0 < R < m. We show that Qg has boundary of positive mean curvature (in our sense)
precisely when 0 < R < 7/2.

Let z € 09 and 0 < r < diamQpg. Then weak solutions Uy of the Dirichlet
problem in Q0 with boundary data xp(,) have superlevel sets £y = {z : Uxp oy (x) >t}

of minimal boundary surface. For any 0 < t < 1, F; consists of the shortest path in Qg
which connects the two points in dB(z,r) N 0Qg.

Suppose that R < 7/2. Then the shortest path v in Qg connecting the two components
(points) of OB(z,r) NI is part of a great circle. It is clear from the geometry that there
exists a positive function ¢(r), independent of z, such that B(z, p(r)) NQr N~y = 0. Hence
E; D B(z,¢(r)) for any 0 < t < 1, which implies u,, > 1 on B(z,¢(r)). This shows
that the boundary of 2z has positive mean curvature.

If instead R > /2, then the shortest path in Qg connecting the two components of
OB(z,1) N 00R lies entirely in 9Qg. Hence Er N Qg = () for any 0 < ¢t < 1. This implies
that the weak solution Uyp(. ) 18 exactly Xp(.r)\qg- Hence there is no positive function
©(r) as in Definition 4.1, so Qp is not of positive mean curvature.

Observe that, for R > 7/2, the weak solution u = XB(z,r)\Qp 18 DOt a solution. Indeed,
Tu =0 # Xp(z,y) on 0Qg. In fact, there is no solution for such a boundary data since
inf{||Dul|(2r): Tu = Xp(,r) on IQr} = H(B(z,7) NONR) is not attained by any function
u e BV(Q R).

(z,r)

To prove the main result of this paper, Theorem 4.11, we need the following tools.

Lemma 4.5. Assume that 0S) has positive mean curvature. Let ' C X be a set of finite
perimeter in X. Suppose that x € 9Q and 0 < r < rg such that B(z,r) \ Q C F with
P(B(z,r),X) < co. Assume that u,, is a weak solution to the Dirichlet problem in Q
with boundary data xr. Then, B(x,¢(r)) C {uy, > 1}, where ¢ : (0,00) — (0,00) is the
function of the condition of positive mean curvature from Definition 4.1.

Proof. By Lemma 3.2, there is a set G C X of finite perimeter such that yg is a weak
solution to the Dirichlet problem with boundary data xp(;,). Furthermore, Lemma 3.2
yields that Ey := {z € X: uy, > 1} is a weak solution set corresponding to boundary data
XF-

By Lemma 3.3, xg;nc is a weak solution corresponding to boundary data Xxp(s ).
Then, B(z,¢(r)) C E1 NG by the definition of positive mean curvature. In particular,

B(x,¢(r)) C E1. Therefore, uy, > 1 everywhere on B(z, ¢(r)). O

Combining Lemma 3.2 with the lemma above tells us that there is at least one weak
solution set to the Dirichlet problem with boundary data yr and that every weak solution
set to this boundary data contains the ball B(x,¢(r)) whenever x € 92 and 0 < r < ry
such that B(z,r)\ Q C F.
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Corollary 4.6. Suppose that OS2 is of positive mean curvature, and let F C X be open with
P(F,X) < oo and H(O2NOF) = 0. Suppose that u,,. is a weak solution to the Dirichlet
problem with boundary data xr. Then, Tu,, = xr H-a.e. on OS).

Proof. By the maximum principle [15, Theorem 5.1|, we know that 0 < u,, < 1. For
every € QN F, there is r, > 0 such that B(x,r,) \ © C F\ Q. Thus, we can apply
Lemma 4.5 to find a ball B(z, ¢(r;)) such that u), > 1 everywhere on B(z, (r,)). Hence,
Tuy, () =1.

Note that 1 — u,, is a weak solution to the Dirichlet problem with boundary data
Xx\r- Hence, for every z € 90\ F, Lemma 4.5 provides us with a ball B(z, ¢(r;)) such
that 1 —wuf, > 1, ie., uf, <0 everywhere on B(z,¢(r:)). Hence, Tuy, (x) = 0.

X
Finally, even though we lack any control of T'u,, on 092 N OF, the proof is complete
since we assumed that H(0Q2NOF) = 0. O

Lemma 4.7. Suppose that H(0Q) < co. Let F C X be an open set such that H(OQNOF) =
0 and P(F,X) < co. If v € BV(Q) with 0 < v <1 and Tv = xr H-a.e. in I, then the
extension of v to X \ Q obtained by defining v = xp in X \ Q lies in BVipe(X) and
|Dv||(092) = 0.

Proof. Let v be extended to X \ Q by setting it to be equal to x there. A priori, we know
only that v € BV(2), and so we need to show that the extended function, also denoted v,
belongs to BV(X). To this end, we employ the coarea formula. Recall that 0 < v < 1. For
0<t<l,let Bt ={xe X:v(x)>t} Then

By = (E,NQ)U(F\ Q).

Observe that xp\o = XFXx\Q, and hence P(F \ , X) < oo by the assumptions that
H(09Q) < oo (which implies that P(€, X) < oco) and P(F, X) < co. Thus, in order to gain
control over P(E;, X), we only need to control P(E:NS2, X). For every € > 0, we can cover
the compact set 9€2 by finitely many balls B;, i = 1,--- | k, with radii r; < € such that

(1) P(B;, X) < 20p"22 for each i,
(2) ¥, 42 < Cp(1 +2)H(0).
We now show how to find such a cover.

An application of the coarea formula applied to the function u(z) = d(z,z) for some
fixed z € X gives that if » > 0, then

2r
w(B(z,2r)) > ||Dul|(B(z,2r)) = ; P({u>t},B(z,2r))dt

> [0 P(B(z,t), X)dt > r P(B(z,70), X) (4.8)
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for some 19 € [r,2r]. In order to find balls B; of the desired properties, we cover 92 by
finitely many balls B(z;, R;) with radius R; < £/2 so that

Z“ o f0)) 14 epmon).

By (4.8), there is r; € [R;, 2R;] such that

M(B(Zi, QRZ)) < 2CDM(B(Zi7 TZ))
R; o i .

P(B(ZZ, Ti),X) S

Setting B; = B(z;, ;) yields that 3, “Pi < 37, #BE2R) < 0 (1 4 )1 (09).
We now set Uz y = (E: N Q) \ Ule B,. Note that as r; < ¢,

“<U3i)52“( Z“ <eCp(l+e)H(ON) =0 ase— 0T,

Therefore xy. , — xg, in L*(X) as e — 07. Since U, is compactly contained in €, we can
estimate

k
P(Uey, X) = P(Uey, Q) < P(E;, Q) + > P(B;, X)

1=

1
k
< P(E,Q)+C Y B - p(g,0)+ OO+ oH(09).
=1

T
The lower semicontinuity of the BV energy with respect to L'-convergence gives that

PE:NQ,X) < hmmfP(Ugt,X) < P(E;,Q) + CH(09).

e—0t

Thus by the coarea formula,
1
|Dvl|(X / P(E, )dt</ [P(E:NQ,X)+ P(F\Q,X)|dt
0

< /1[P(Et, Q) + CH(0Q) + P(F\ Q, X)) dt
0
< |Dv)|(Q) + CH(IQ) + P(F\ Q, X) < 0.

Hence v € BV(X).
Finally, since Tv = xp H-a.e. on 012, the jump set S, of v satisfies H(0Q2N S, \ OF) =
0 and hence H(S, N 9N) < H(OF N 0Q) = 0. Therefore, ||Dv|(9€2) = 0, recall the

decomposition (2.8) and the discussion after it. O
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Now we compare weak solutions and solutions for bounded domains whose boundary
has positive mean curvature.

Proposition 4.9. Suppose that O is of positive mean curvature and that H(OS) is finite.
Let F C X be open with P(F,X) < oo and H(OF NOY) = 0. Then, all weak solutions .,
are also solutions, so that if v € BV(Q) with Tv = xr H-a.e. on 092, then

[ Duxp[I(2) < [[Do][(€2).

Note that if f is a continuous BV function on X, then for almost every ¢t € R, the set
F ={z € X : f(z) > t} satisfies the hypotheses of the above proposition. This follows
from the coarea formula and the fact that H(9Q) < oco.

Proof. For the sake of ease of notation, set u = wu,,. Note that as 02 is of positive
mean curvature, T'u,, = xr H-a.e. in 02 by Corollary 4.6. Moreover, by the maximum
principle [15, Theorem 5.1|, we know that 0 < u < 1. Hence by Lemma 4.7 we have
u € BViee(X) (which comes for free as u is a weak solution) with ||Dul|(9€2) = 0.

If v e BV(Q) with Tv = xr H-a.e. in 0f, then we can assume that 0 < v < 1, since
truncations do not increase BV energy and the truncation min{1l, max{0,v}} also has the
correct trace xp on Jf2. By Lemma 4.7 again we know that the extension of v to X \ by
XF gives a function in BVi.(X) with || Dvl[[(9€2) = 0. Now,

|1 Dul|(©2) < [ Dv||(©)

by the fact that u is a weak solution to the Dirichlet problem on € with boundary data
xr. Then,

[1Dul|(Q) = | Dul|(Q) — [[Dul|(09) < [|Dv]|(©) — [ Dul|(09)
= [1Dv][(2) — [| Dv[|(0€2) = || Dvl|(€). O
The previous proposition tells us that in using weak solutions we do obtain (strong)
solutions. The next proposition completes the picture regarding the relationship between
the notions of solutions and weak solutions to the Dirichlet problem, by showing that the
only way to obtain (strong) solutions is through weak solutions.

Proposition 4.10. Suppose that H(OQ) < oo. Let FF C X be an open set such that
HONNOF) =0 and P(F,X) < oco. If v € BV(Q) is a solution to the Dirichlet problem
with boundary data xr, then the extension of v by xr outside 2 is a weak solution to the
satd Dirichlet problem.

Proof. Let v € BV(Q) be a solution to the Dirichlet problem with boundary data xp.
Then Tv = xr H-a.e. in 0L, and so by Lemma 4.7, the extension of v by xr to X \ €, also
denoted v, lies in BV oe(X) with |[[Dv||(99) = 0. In particular, || Dvl||(2) = || Dvl|(£2).
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Let E C X be a weak solution set for the boundary data yr. The existence of such a
set is guaranteed by Lemma 3.2. Then, T'xg = xr H-a.e. in 02 by Corollary 4.6. Since v
is a solution to the Dirichlet problem on  with boundary data xp, it follows that

IDv[[(Q) = [ Dv][(©) < [IDx&ll(©) < [[DXElI(S).

The fact that xg is a weak solution to the Dirichlet problem on £ with boundary data x
tells us that v is also a weak solution, since ||[Dv[|(Q2) < ||Dxgl|/(©2) < ||Dw]|(€2) whenever
w € BV)pe(X) with w = xp on X \ Q. O

If @ C X is a bounded domain such that H(92) < oo and with 9 of positive mean
curvature, then Propositions 4.9 and 4.10 together tell us that weak solutions to the Dirichlet
problem with boundary data y g are solutions to the said Dirichlet problem and vice versa,
provided that F' C X is an open set of finite perimeter in X such that H (922 N OF) = 0.
Hence, there is no need to distinguish between weak solutions and solutions for such type
of Dirichlet boundary data.

Now we are ready to prove the main theorem of this paper, the existence of solutions
for continuous boundary data. While [27] focuses on Lipschitz boundary data, we consider
the larger class, BVio.(X) N C(X), of boundary data. The reason why [27] focused on
Lipschitz data was because for such data, in the Euclidean setting, it was also possible to
show that there is a globally Lipschitz solution as well. We will show in the final section
of this paper that even in the most innocuous setting of weighted Euclidean spaces, such
Lipschitz continuity fails; therefore, there is no reason for us to restrict ourselves to the
study of Lipschitz boundary data.

Theorem 4.11. Suppose that H(0Q) < oo and that O has positive mean curvature. Let
f € BVioe(X)NC(X). Then, there is a solution u € BVio.(X) to the Dirichlet problem in
Q. Furthermore,

ol u(y) = f(a)

whenever x € 082. Moreover, u is a weak solution to the given Dirichlet problem.

Proof. Recall from our standing assumptions, listed at the beginning of Section 3, that €2
is bounded. Hence, we can find a ball B C X such that Q C B, and we can find a Lipschitz
function ¢ : X — [0,1] such that ¢ =1 on B and ¢ = 0 on X \ 2B. Replacing f with
fe in the above theorem will not change the class of solutions inside 2. Therefore, we will
assume without loss of generality that f is compactly supported and hence bounded, and
feBV(X)nC(X).

For t € R, define F; = {x € X: f(x) > t}. Then, F}; is open by continuity of f.
Moreover, F; = () for sufficiently large ¢, while F; = X for sufficiently small ¢.

As f € BV(X), the coarea formula (2.3) yields that P(F;, X) < oo for a.e. t € R. Since
O0F; N 0F; = () whenever s # t, the finiteness of H(02) implies that H (022 N IF;) = 0 for
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all but (at most) countably many t € R. Let
J={teR: P(F;, X) < oo and H(0Q2 N OF;) = 0}.

For every t € J, we can apply Proposition 3.8 to find a set E, C X that is the minimal
weak solution set to the Dirichlet problem on 2 with boundary data xg,. We set £y = {z €
X : Xét (x) > 0}. Then, xg, is also a minimal solution.

By Lemma 3.9, the family of sets {E;: t € J} is nested in the sense that Fy C E;
whenever s,t € J with s > ¢, since Fy C F;. As ZY(R\ J) = 0, we can pick a countable
set I C J so that [ is dense in R. Now, we can define u : X — R by

w(z) =sup{sel:x € Es}, z€X,

and show that it satisfies the conclusion of the theorem. Observe that u is measurable
because
{reX:u(x)>t}= ﬂ E,, teR,
Iso<t
i.e., all superlevel sets can be expressed as countable intersections of measurable sets.
For t € J, i.e., for a.e. t € R, we have

Ki:={reX:u(z)>t}= U EsCE Cc{xeX:uz)>t}= ﬂ E,. (4.12)
I>s>t Iso<t

Since 1 is o-finite on X, we have p({z € X: u(z) =t}) = 0 for all but (at most) countably
many ¢ € R. In particular, u(K; A E;) = 0 for a.e. t € J, whence for such ¢, the set K;
is a weak solution set for the Dirichlet problem with boundary data xr,. Considering the
fact that xr, is one of the competitors in the definition of a solution to a Dirichlet problem
with boundary data xr,, the coarea formula yields that

||DuH(X):/RP({U>t},X)dt:/RP(Kt,X)dt
< /R P(F,, X)dt = | Df|[(X) < .

Since u = f in X \ Q, it follows that w € BV(X). Note that up to this point, we did not
need the positive mean curvature property of 0S.

Next, we show that limosy—,,u(y) = f(z) for z € 9Q and that Tu = f on 0Q. To
this end, note that if z € 0Q and t € I with ¢ > f(z), then there is some r,; > 0 such
that B(z,7.4) C X \ ;. Then, B(z,¢(r.+)) N Q C Q\ E; similarly as in the proof of
Corollary 4.6. Thus, v <t on B(z,¢(r.:)) NQ for each I >t > f(z). Hence,

limsupu(y) < f(2).
Qoy—z
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Also, for every t € I, t < f(z), there is p,; > 0 such that B(z,p,;) C F;. Hence,
B(z,¢(pzt)) N C E; for such t. Consequently, u >t on B(z, ¢(p.+)) N Q. Thus,

liminfu(y) > f(2).

Qoy—z
Considering that limgs, . u(y) = f(2), we can conclude that Tu(z) = f(z) directly from
the definition of the trace, see (2.4).

Next, we show that u is a solution to the Dirichlet problem in 2 with boundary data f.
We have already proven that Tu = f on 9. Let v € BV(Q2) such that Tv = f H-a.e. on
9Q. Then, Tx(y>¢y = Xr, H-a.e. on 0N for almost every ¢ € R. Since K} is a solution to
the Dirichlet problem with boundary data xr, for a.e. t € J, for such ¢t we can estimate
P(K,Q) < P({v > t},Q). By the coarea formula, we obtain that

|| Dul|(©2) = /RP(Kt,Q) dt < /RP({U > t}, Q) dt = || Dvl]|(Q).

Thus, u is a solution to the Dirichlet problem in 2 with boundary data f.

Finally, we show that w is a weak solution. This part also does not need the positive
mean curvature assumption of 9€2. Note that by construction of u and by the continuity
of f, we have u = f on X \ Q. Assume that w € BV),.(X) satisfies w = f in X \ Q. In
order to prove that u is a weak solution to the Dirichlet problem, we need to verify that
| Dul|(2) < | Dw]|(R2). Recall that for almost every ¢ € R, the set K; gives a weak solution
set for the Dirichlet problem with boundary data xp,, see the discussion following (4.12).
In particular, P(Ky, Q) < P({w > t},Q). The coarea formula then yields that

IIDUII(Q)Z/RP(Kt,Q)dtS/RP({w>t},Q)dt=IIDwI(Q),

which concludes the proof that u is a weak solution to the Dirichlet problem with boundary
data f. O

It might seem at a first casual glance at the proof above that it suffices to assume that
the boundary data f is semicontinuous. The reader should note that this is not the case; our
proof does not work for non-continuous but semicontinuous f, for we need openness of both
{f >t}and {f <t} forallt € R. This will fail for non-continuous semicontinuous functions.
It might be that the theorem holds also for semicontinuous functions, but our method of
proof will not work for them. The paper of [26] also shows that even in the simple setting
of the Euclidean plane, there are functions f € BV(R?) for which the (strong) solution to
the Dirichlet problem for least gradient in the Euclidean disk with boundary data f does
not exist. Thus, it is reasonable to restrict our attention to continuous boundary data.

Remark 4.13. A study of the proof of Theorem 4.11 gives the following generalization of
this theorem to a wider class of domains. Given a bounded domain Q C X with (X \Q) > 0
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and a point z € 9, we say that dQ has positive mean curvature at z if there is a non-
decreasing function ¢, : (0,00) — (0,00) and r, > 0 such that uy , = 1on B(z,p.(r))
for every r € (0,r,) with P(B(z,7),X) < co.

Now, suppose that H(0) < oo, I C 09, and that 92 has positive mean curvature
at each z € I, and suppose that f € BVi,.(X) N C(X). Then, there is a weak solution
u € BVjee(X) to the Dirichlet problem in © with boundary data f such that for all z € I,

(2

Jlim_u(y) = /(2)

Note that the planar domain
Q={(z,y) €R? : 2> +y* < 1, and |y| > 2* when z > 0}

has the property that 02 has positive mean curvature at every z € 99 \ {(0,0)}. Hence,
even though 02 does not have positive mean curvature, the conclusion of Theorem 4.11
applies to each point in 92 \ {(0,0)}. On the other hand, if 9 is not of positive mean
curvature at some z € €, then it is possible to find a Lipschitz function f on X and a weak
solution u to the Dirichlet problem on Q with boundary data f such that limgs,_,. u”(y)
either does not exist or is different from f(z). Thus, positive mean curvature of 9 at a
point z € 9 determines whether that point is a regular point or not.

Remark 4.14. Given a Lipschitz function f defined on 9€), we can apply the McShane
extension theorem and then use Theorem 4.11 to obtain a solution to the Dirichlet problem
in ) with boundary data f.

It is in fact possible to further relax the assumptions on the boundary data provided
that ) satisfies some further geometric conditions. For such domains, we will show in the
next section that given f € C'(9€2), one can apply the results of [21] to construct a bounded
continuous BV extension of f to X so that Theorem 4.11 may be used.

Proposition 4.15. Under the assumptions of Theorem /.11, every weak solution to the
Dirichlet problem in Q with boundary data f is a solution to the said problem, and con-
versely, every solution, when extended by f outside 2, is a weak solution.

Proof. Let Fy, K, and u be as in the proof of Theorem 4.11.

Let w be a weak solution to the Dirichlet problem in 2 with boundary data f. Then,
| Dw||(Q) = ||Dul|(Q). Define G; = {x € X : w(z) > t} for t € R. Then, xg, = XA,
in X \ Q for every t € R. In particular, P(K;,Q) < P(G,Q) for ae. t € R since K; is
a minimal weak solution set for the boundary data yp, for a.e. t € R, as seen from the
discussion following (4.12). By the coarea formula, we have

[ PGy it = Dl @ = 1Dul|@) = [ P,
R
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Consequently, P(Gy, Q) = P(Ky, Q) for a.e. t € R. Hence, Gy is a weak solution set for the
boundary data x, for all such t € R. Observe also that

P(Gy,Q) = P(Gy,Q) = P(K,, Q) = P(K;, Q)

for a.e. t € R by Proposition 4.9 together with Lemma 4.7. In particular, invoking the
coarea formula yields that ||[Dw||(Q2) = ||Du||(22).

Next, for = € 09, if t € R such that f(z) > t, then there is some r > 0 such that
B(z,r) C F;. Then, B(z,¢(r)) N Q C Gy by Lemma 4.5, which allows us to conclude that
Tw(x) > t. It follows that Tw > f on I and in fact,

. . /\

i infw™(y) > f(z)
for every x € 0€). Reverse inequality follows in a similar manner. Therefore, w is a
solution to the Dirichlet problem for boundary data f since Tw = Tu = f in 9 and
|1Dw||(2) = ||Dul|(2) as shown above, while u is a solution to the said problem.

Finally, let v € BV(Q) be a solution to the Dirichlet problem in Q with boundary data

f. Let © be defined as the extension of v to X by setting it equal to f outside ). By
Lemma 4.7, we see that P({0 > t},Q) = P({v > t},Q) for a.e. t € R. The coarea formula
then yields that v € BVo.(X) and

1Do|(Q) = /RP({@ >1},Q) = /RP({U > t},9) dt = || Dv||(2).
Since u is a solution to the Dirichlet problem with boundary data f, we obtain that
ID[[(Q) = | Dv|(Q) = || Dull() < [ Dull().
As u is also a weak solution to the Dirichlet problem with boundary data f, it follows that
so is v. O

Remark 4.16. In [19], the following modified minimization problem was studied. Given
a Lipschitz function f with a compact support in X, the goal there was to find a function
u € BV(Q) such that

J. (@) = | Dul(Q) + /8 TG J1dPy (.)€ T (0

for all v € BV(Q). If the domain 2 has finite perimeter and satisfies an exterior measure
density condition (that is, lim sup,_ g+ u(B(z,r)\Q)/u(B(x,r)) > 0 for H-a.e. z € 0N), as
well as all three conditions required for existence of a bounded trace operator as listed on
page 6, then the desired function w € BV(Q2) can be constructed by solving the Dirichlet
problem for p-energy minimizers on €2 and then letting p — 17, see [19, Theorem 7.7|. In
fact, the solution obtained this way belongs to the global class BV(X) with w = f on X \ Q.
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The functional J is related to the functional J defined in (1.1), but unlike there, the Radon
measure P, associated with J, is the internal perimeter measure of {2. It was shown in
[19, Theorem 6.9] that P(Q,-) < P.(Q,-) < CP(9,-) for some C' > 1. If, in addition to
the above conditions on €2, the boundary 0f2 has positive mean curvature, then we can use
Theorem 4.11 to find a weak solution u to the Dirichlet problem in €2 with boundary data
f. Then, by [19, Proposition 7.5|,

IDal|(2) = [[Du] () + /dQ Ta— fldP(,-) < Jy(u) < Jy(u) = |[Dul|(2)
= || Dull(%2).

It follows that w is a weak solution to the Dirichlet problem in Q with boundary data
f. Subsequently, by Proposition 4.15, @ is a (strong) solution as well, that is, Tu = f.
Therefore,

Ji(u) = [ Dul| (@) = || Dul| () = J4(u),

and so it follows that a (strong) solution to the Dirichlet problem in € with boundary data
f is also a minimizer of the functional J.

In conclusion, the class of weak solutions, the class of strong solutions, and the class
of minimizers of the functional J; coincide for domains €2 that satisfy all the hypotheses
given above.

5 General continuous boundary data

The main theorem of the paper, Theorem 4.11, assumes that the boundary data is given
as a restriction of a globally continuous BV (X)) function to 0. In this section, we will
prove that under certain circumstances, every f € C(92) can be extended to a globally
continuous BV function in the whole space X, and hence Theorem 4.11 applies in such a
case as well.

To this end, we will slightly modify a construction from [21] to find a BV extension.
Further assumptions on {2: In order to obtain a bound on the total variation of the
extended function, one needs to assume that H(99Q) < oo, H|sq is doubling on 92, and
that the codimension 1 Hausdorff measure on 92 is lower codimension 1 Ahlfors regular,
i.e., there is C' > 0 such that

H(B(z,7)N0Q) > C N(B(TW

(5.1)
for every x € 00 and 0 < r < 2diam(9€2). On the other hand, apart from the last theorem
of this section, we do not need the assumption p(X \ 2) > 0 from the list of standing
assumptions given at the beginning of Section 3.

The paper [21] further assumes that a localized converse of (5.1) holds true and that p
satisfies a local measure density property, i.e., u(B N Q) > Cu(B) whenever B has center
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in . These two properties are however used only to prove that the trace of the extended
function coincides with the given boundary data. Since we only deal with continuous
functions f, we will prove directly that the extended function is continuous in X, and so
we can get by without these additional assumptions.

Given a set Z C X and a (locally) Lipschitz function f: Z — R, we define

sup
T,YEZL: xH#Y d(y7 Z‘)

When x is a point in the interior of Z C X, we set

Lip f(x) = lim sup
( ) y—z (ya I)
Note that if f is a (locally) Lipschitz function on X, then Lip f is an upper gradient of f;
see for example [16]. In particular, || D f[|(X) < || Lip f|z1(x)-

By [17, Proposition 4.1.15], there is a countable collection W = {B(p;,rj:)} of balls
in X \ 09 so that

° Uj,i Bj; = X\ 09,

d Z],z XZB]'V»L' < Ca

o 21 < rii < 27 for all 4, and
[} Tj,i = %dist(pjﬂ', 89),

where the constant C' depends solely on the doubling constant of u.

By [17, Theorem 4.1.21], there is a Lipschitz partition of unity subordinate to the
Whitney decomposition W, that is, Z]Z bji = Xx\00, 0 < @5 < Xx2B,,, and ¢;; is C/rj;-
Lipschitz continuous.

Let f: 02 — R be a Lipschitz continuous function. Given the center of a Whitney ball
pji € X \ 09, we choose a closest point g;; € 0 and define U;; = B(gj,7j:) N 0. Then,
we define a linear extension Ef by setting

wmzix

Jst

ﬂ@d%@0¢ﬂmx e X\ 00,
Uj,i

We can now proceed as in |21, Section 4] and build up a (non-linear) extension for
general continuous boundary data.

Since f € C(012), there is a sequence of Lipschitz continuous functions {f;}22, such
that || fx — fll e 00) < 2% for k > 1 (by the Stone-Weierstrass theorem as 9§ is compact)
and || fe+1 = fell o) < 22_k”fHLl(6Q). For technical reasons, we choose f; = 0. Then, we
pick a decreasing sequence of real numbers {p;}32; such that:

o p; < diam(2)/2,
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o 0 < pry1 < pr/2, and
® > . ok LIP(fry1,00) < C| fllL100)-

This sequence of numbers can be used to define layers in X \ 0. Let

i (z) = max{O,min{l, pi. — dist(x, 00) }}, x e X\ 0N
Pk — Pk+1

Then, we define

S0 (Vr—1(2) — Yr(2)) Efs(z)  when z € X\ 89,

Ext f(I) = {f(CU) When T e 89

Note that supt(¢r—1 — ¥r) ={z € X : prp1 < dist(z,0Q) < pr_1}, and

n

D (W (2) = (@) = ¢ (x) — ula) = ¢ (2)

k=2
for every z € X \ 02 as n — oc.

Lemma 5.2. Let f € C(0N) and z € 0. Then,

lim  Ext f(x) = f(2).

X\0Qszx—2

Proof. Fix z € 99 and £ > 0. For m € N with m > 2 and x € X \ Q with dist(x,9Q) < pm,
we see that

| Ext f(z) z)| < Z Yr—1( U()) (Efe(z) — f(2))
k=m
<> (el )| Efi(z) — f(2)].
k=m

Suppose that € 2B;; for some ball Bj; = B(pj;;,7j:) € YW with ¢;; being a closest
point to p;; in 092. Then,

8rji = d(pji, ¢j,i) = dist(p;j i, 0Q) < d(pji, 2) < d(pji,x) + d(z,2) < 2rj; + d(z, 2).
Hence 7j; < +d(z,z). Thus,
8
d(z,q5:) < d(z,z) + d(z,pji) + d(pji,qj) < d(z,x) +2rj; +8rj; < gd(z, x).
Consequently, every y € U;; = B(qj,,7;5,:) N 0N satisfies d(z,y) < 7d(z x).
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As f is continuous, there is 6 > 0 such that |f(y) — f(z)| < € whenever y € 09 with
d(z,y) < 6. In particular, if z € 2B;; and d(z,z) < 4, then |f(y) — f(z)| < € whenever
y € Uj;. Hence, we obtain for every = € B(z, 4) \ 02 that

Efu(e r<Z f Fey) — F(2)] dH(y) 654()
<Z ()~ S+ 11 0) — S ) 403 0552
< Z 1k — fllsoa0) +€) ¢j(x)

= |lf& = fllo(on) + &

Therefore, if d(z,z) < min{pm, 1=}, we have that

|Ext f(z) — £(2)] < Y (Yp-1(@) — ¥u(@)) (1fe = fllreoon) +€)

k=m

< S;lP(ny fllzeony +€) D (r-1(z) — r(x))
ji>m

k=m

< sup 1fj = fllze(o0) +

ji>m
Choosing m > 1 such that 2™ < ¢ then yields for z € B(z, min{pp,, 1+6}) \ 0 that

| Ext f(z) = f(2)] < sup 1fi = fllLeco) +&<27™ +¢e < 2,
Jj=zm

which completes the proof. O

Proposition 5.3. For f € C(092), we have Ext f € C(X) NBV(X). Moreover, Ext f is
compactly supported and

| Ext fllzeo(x) < I fllpea) +1  and

IDExt f[(X) < C(1+H(09Q)) (I fll1o0) + £l @a) +1)-
Proof. Ext f is locally Lipschitz in X \ 92 by its construction. Lemma 5.2 shows that Ext f
is continuous on X. The fact that Ext f is compactly supported follows from supt Ext f C
supt 91, which is bounded and hence compact. The estimate || Ext f|| oo (x) < || f]l oo (a0) +1
follows directly from the definition of Ext f together with the requirements on the functions

fi that went into its definition.
It follows from [21, Proposition 4.2| that Ext f € BV(X \ 012) with the estimate

| Lip(Ext f)]| 21 x\o0) < C(1+ HOD) ]l 90)- (5.4)
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Fix n € N. We can cover 02 by finitely many balls {Dy : £ = 1,2,...} of radii p, < % SO
that

3 “(plzf) < H(OQ) + %
Y4

Let
dist(z, Dy)

z) = minq 1,
() = minf 1,

:€:1,2,...}, z e X.
Then,
. 1
Lipta < 3 —-Xop,\,-
7 Pt

Set I, = n, Ext f. Since F,, = 0 in a neighborhood of 012, it follows that F), is Lipschitz
continuous. The Leibniz rule for (locally) Lipschitz functions yields that

Lip Fy, < n, Lip(Ext f) + | Ext f| Lip n,,

i X9D,\D
< xx\U, b LP(Ext f) + ([ fll oo (902) + 1) Z 22DADe

7 Pe
Thus
IDEX) < [ LinF, d
X
. 2D, \ D
< | Lip(Ext D)l pxrom + (1o + 1) 3 2P0
VA
1
< C(1+HOD) [ £z 602) + CHU Loy + 1) (H(E?Q) + n>
by (5.4).

Direct computation shows that F,, — Ext f in L'(X) as n — oco. The lower semiconti-
nuity of BV energy as in (2.2) then implies that

ID(Ext f)[[(X) < liminf | DF,[[(X) < C(1+H©09D) (£l 00) + 1 fl=@e) +1)- O

Recall that we assume {2 and X to satisfy all the standing assumptions listed in Section 3
and the further assumptions listed at the beginning of the current section.

Theorem 5.5. Suppose that 02 has positive mean curvature. Let f € C(0). Then, there
is a function u € BV (Q) that is a solution to the Dirichlet problem in Q with boundary data
f. Furthermore,

lim wu(x) = f(2)

O3Sz—z

whenever z € Of).

Proof. By Proposition 5.3, there is a bounded function Ext f € C'(X) N BV(X) such that
f = (Ext f)|8§2 Hence, we can apply Theorem 4.11 to the boundary data Ext f. O
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6 Counterexamples

Unlike in [27], solutions to the Dirichlet problem may fail to be continuous even if the
boundary data are Lipschitz continuous. Moreover, uniqueness of the solutions cannot be
guaranteed either. In this section we illustrate these issues with a series of examples in
the plane with a weighted Lebesgue measure dy = wd.#? on a domain  C R2. The
two principal examples are Example 6.6 and Example 6.9 with continuous weights w, the
first demonstrating the failure of continuity of the solution all the way up to the boundary,
and the second demonstrating non-uniqueness. To make these two examples easier to
visualize, we also provide preliminary examples with piecewise constant weights, giving
simpler illustrations of discontinuity and non-uniqueness.

In the settings considered in this section, sets whose characteristic functions are of least
gradient have boundaries which are shortest paths with respect to a weighted distance.
Hence we first investigate shortest paths. This is the aim of the next subsection. Once this
is done, we continue on in the subsequent subsection to describe the examples.

6.1 Minimal perimeter of sets in weighted Euclidean setting, and length
with respect to weights

Suppose w > 0 is a continuous weight on R? for which dy = w d.#? is doubling and satisfies
a 1-Poincaré inequality. According to Corollary 2.2.2 and Theorem 3.2.3 of 9], if E C Q is
measurable, then
Py(E,Q) :/ wdH!,
QNOm E
where P, indicates perimeter with respect to u and 9,, F is the measure theoretic boundary
with respect to d.Z?. While some of the weights considered in this section are not contin-
uous, they are piecewise continuous, and the discontinuity set is contained in a piecewise
smooth 1-dimensional set, where the weight will be lower semicontinuous. Hence, a simple
argument shows that the above-stated conclusion of [9] holds here as well.
For a weight w on R? and a Lipschitz path ¢: [0,1] — R?, the weighted length of ¢ is

1
I(w) = /0 16/ (8) [ $(8)) dt.

By the discussion above, this weighted length is the perimeter measure of the set whose
boundary is given by the trajectory of ¢; note that such ¢ is injective #!-a.e. in [0,1]. In
this setting, the shortest path is one that minimizes weighted length.

For every open set G C ) where the weight function w is constant and each set E
of minimal boundary surface, the connected components of 0, N G are straight line
segments. This follows because the shortest paths (with respect to weighted length) inside
G are Euclidean geodesics.

We next consider a simple weight.
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Example 6.1 (Ibn Sahl-Snell’s law). Y
First suppose wi,we > 0 and 0 < y; < yo. Let w >
be a weight function with w(z,y) = wy if —y; < ;
y < 0 while w(z,y) = we if —ys < y < —y;. We
seek the shortest path with respect to u joining (0, 0)
to a point (xg, —y2). Since the weight is piecewise
constant, the shortest path is the concatenation of
line segments L1 and Ly in the regions —y; <y <0
and —ys < y < y; respectively. If these lines meet the
line y = —y; at a point (z, —y;), then the weighted Y, (2, -1,)

length is
d(z) = wiy/2? + 32 + wg\/(x - $2)2 + (y2 — y1)2.

The derivative of this length is then

_ wiw N wo(x — x2)
Vi2+yl o (@) 4 (1 —n)?
Let 6; and 0y be the acute angles Ly and Ls make with the vertical at (z,—y;). Let

A1 and As be the Euclidean lengths of Ly and Lo, that is, 41 = /22 + y% and Ay =
vV (z — 29)2 + (y2 — y1)2. Then the equation d'(z) = 0 gives

d'(z)

w1A1 sin(@l) _ 'IUQAQ Sin<92)
Ay A

=0.

Either 61 = 65 = 0 or rearranging gives the Ibn Sahl-Snell Law [25]:

wy  sin(fz)

wo  sin(fy)’

Now suppose 0 < y1 < y2 < -+ < yp, and w is a weight with w(z,y) = w if —yp <y <
—yk—1. We seek the shortest path joining (0, 0) to a point (x,, —y,). This is a concatenation
of lines Ly, ..., L,, where L is the segment in the region —y; < y < —yir_1. Let 0 be the
acute angle the line Ly makes with the vertical. Applying the previous case gives

§1n(9k) _ Wkl for 2 <k <n.
sin(fx—1) Wy
Hence,
sin(0,)  sin(0,) sin(0,-1) sin(fa)  wp-1 wp—2 wi _ wp
sin(fy)  sin(f,_1) sin(f,_2) sin(f1)  w, wp_1 ws  wy

The situation is similar for weights which linearly interpolate between two values.
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Example 6.2 (Ibn Sahl-Snell’s law for continuous weights). Let us suppose that
0 < 21 < 29 < z3 and w is a weight with w(z,y) = wy for —z1 <y < 0, w(z,y) = we for

—z3 <y < —z9, and
y+22 y+21
w(z,y) = w — w2
29 — 21 z9 — 21

for —z9 <y < —z1. We seek the path v which minimizes the weighted length I(¢,w), over
Lipschitz paths ¢ with ¢(0) = 0 and ¢(1) = (x3, —z3) for a fixed point x3.

One can choose a natural family of weights w,, of the type considered in Example 6.1,
agreeing with w for y > —z; and y < —zo, with w, — w uniformly. Choose Lipschitz
curves f,: [0,1] — R? which minimize I(¢,w,) among Lipschitz curves ¢ with ¢(0) = 0
and ¢(1) = (x3,—23). Then I(f,,wn) < I(¢,w,) for any competitor ¢. The curves f,
converge to a Lipschitz curve f joining the desired points and I(f,w) < I(¢,w) for any
competitor ¢, so f minimizes the weighted length with respect to w.

Since w and w,, agree and are constant for y > —z; and y < —z2, the path f consists
of straight lines L1 and Lo in those regions. Applying Example 6.1 to each w, and letting
n — 0o, we see that if §; and 0y are the acute angles made between the vertical and Li, Lo
respectively, then

sin(f2) _wr

sin(91) ’wg’

regardless of what happens in the region —zo <y < —2z;.

6.2 Examples of discontinuity and nonuniqueness

We now illustrate the failure of continuity and uniqueness of solutions. In a series of
examples we consider the domain = B(0,1) in the Euclidean plane R? endowed with
various weighted Lebesgue measures of the form du = w d.Z2.

In Examples 6.3-6.9, Dirichlet boundary data are defined as f(z,y) = y + 1, i.e. the
vertical distance from the lowest point of 0f2.

We applied the main idea of the proof of Theorem 4.11 to construct a function u :
) — [0, 2] that is a solution to the Dirichlet problem in 2 with boundary data f. For each
t € [0,2], we constructed a set £ of minimal boundary surface in €2 so that Tx g, = X{f>¢}
on Jf2. Moreover, we ensured that the sets E; are nested so that Ey C E; whenever s < t.
In the proof of Theorem 4.11, the desired nesting of the sets F; was achieved by choosing
minimal weak solution sets for x(~. However, that need not be the only way to obtain
the nesting to be able to construct a solution (cf. commentary on maximal weak solution
sets at the end of Section 3).

The principal part of the work in these examples is to identify dF;, as E} is the connected
component of Q lying above OF;. Since FE; is of minimal boundary surface, 0F; is the
shortest path that connects the points of 0{z € 99Q: f(z) > t}, which turns out to be
the points of 002 with y-coordinate equal to ¢t — 1. For piecewise constant weights w, the
superlevel set (which is of minimal boundary surface) has as its boundary a concatenation

31



of straight line segments in 2. The weighted length of this concatenated path is the shortest
amongst all paths in 2 with the same endpoints. This follows from the Ibn Sahl-Snell law
described above.

Discontinuous solutions for the least gradient problem: the Eye of Horus

Example 6.3. Having fixed a constant o > 1, let the weight be given by

w(z,y) = a if |zl + Jy| < %,
’ 1 otherwise.

For the sake of brevity, let K = {(z,y) € Q: |z| + |y| < 3}.

(a) First, we consider the case when a > 3//5.

We start by finding the superlevel set E; of the solution, which corresponds to the value
of the boundary data f(z,y) =y + 1 at (—1,0) (or equivalently at (1,0)). The boundary
of this superlevel set is a path obtained as a concatenation of line segments in 2. If the
line segment from (—1,0) intersects the left-hand side of the boundary of K at the point
(t —1/2,t) for some 0 < ¢t < 1/2, then the path continues inside K. By considerations of
symmetry, it is clear that the part of the path inside K is then parallel to the x-axis, and
then exits K at the point (1/2 — t,¢) to continue on to the point (1,0). In this case, the
weighted length of this path, and hence the perimeter measure of the superlevel set, is

2
g(t) =24/t2 + <t+;> + (1l —2t).

Note that At 1
g/(t) = —2q,

24 (t+1)°

and if o > 3/+/5, then ¢/(t) < 0 for all ¢ € (0,1/2). Thus, one reduces weighted length
by moving the point where the path intersects K up to (0,1/2). Similarly, if the path
intersects the boundary of K at (—t — 1/2,t) for some ¢ < 0, then the weighted length is
reduced by moving the point where the path intersects K down to (0, —1/2).

Hence the boundary of the superlevel set E; of the solution is given by two paths.
Each path is a concatenation of two line segments, one connecting (—1,0) to (0,41/2) and
the other connecting (0,41/2) to (1,0). This identifies 0. Clearly OF,/; and 0E3),
respectively are the pieces of the line segments y = —1/2 and y = 1/2 inside 2. Analysis
similar to the above enables us to identify all the superlevel sets of the solution to the
Dirichlet problem with boundary data f.

Having identified OF;, we can construct the solution by stacking the sets F; as in
Theorem 4.11. See the figure below. The exact value of o« > 3/ NG plays no role here.
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Figure 3: Level sets OF; for t € (0,2) in Example 6.3 (a) are shown on the left. Graph of u
is shown on the right.

(b) Consider the case 1 < a < 3/v/5. The boundary of the superlevel set with endpoints
(—1,0) and (1, 0) still consists of two shortest paths, each a concatenation of line segments
in Q. Suppose the upper shortest path first meets the diamond at a point (¢ — 1/2,¢) for
some 0 <t < 1/2. Since a < 3/4/5, the function ¢’ above is no longer always decreasing,
so the shortest path actually enters the diamond (i.e. t < 1/2). The angle under which
the shortest path enters the diamond is determined by the Ibn Sahl-Snell law, i.e., by the
relation sin @/ sin § = «, where 6 is the angle of incidence on the contour of the diamond.
Since a > 1, it follows 6 > 7 /4 and hence ¢t > 0. By symmetry with respect to the z-axis,
the lower shortest path meets the diamond at a point (—1/2 — ¢,¢) with ¢ < 0. Hence,
the boundary of the superlevel set E; consists of two paths, one in the upper half-disk and
the other in the lower half-disk, both passing parallel to the z-axis while moving through
the central diamond region. These paths form an oblique hexagonal region in which the
solution function is constant. The solution is continuous in this region, but again exhibits
a jump at the top and bottom tips of the central diamond region, see the figure below.
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Figure 4: Level sets OE; for ¢t € (0,2) in Example 6.3 (b), with & = 1/3/2, are on the left.
Graph of u is on the right. Displacement of level sets from center depends on «.

In the example above, the set of points of discontinuity for the solution consisted of two
points, so had Hausdorff dimension 0. The following example gives a weight for which the
set of points of discontinuity has Hausdorff dimension 1.

Example 6.4. Having fixed a constant o > 7/2, let the weight be given by

=1 T j2* +[yl* < 1.
w :B’ = .
Y 1 otherwise.

For the sake of brevity, let K = {(z,y) € Q: |z|* + |y|* < 1}.

Observe that the choice of a guarantees that the shortest path that connects two points
on OK is an arc lying entirely in 0K. Indeed, let 21,20 € 0K C C and 6 = |arg %|
Then, the line segment going straight through K that connects these two points has length
2« sing whereas the shorter arc in K has length 6 < 2« sing and the inequality is strict
unless 0 = 0 (i.e., 21 = 22) or @ = 7 (i.e., 21 = —22) and o = 7.

If |t — 1| > 3, then the shortest path connecting the two points of {z € 9Q: f(z) =t} is
a horizontal straight line segment. If |t — 1] < %, then the shortest path connecting the two
points of {z € 9Q: f(z) = t} reaches OK tangentially, then follows OK to the highest/lowest

point of K and then continues symmetrically with respect to the axis x = 0.
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Figure 5: Level sets OFE; for various values of ¢ € (0,2) in Example 6.4, with a =2 > 7/2,
are shown on the left. A graph of the solution u constructed by stacking the sets
E, is shown on the right.

A natural question is whether the discontinuity of solutions could perhaps be caused by
the discontinuity of the weight function. The next example shows that that is not the case.
The following example serves a second purpose as well. Note that the above examples are
of domains where the space is positively curved (for example, in the sense of Alexandrov)
inside the domain. In the next example, the space is negatively curved inside the domain.

Example 6.5. Having fixed a constant o € (0, 1), let the weight be given by

a if 2| + |y| < 0.5,
w(z,y) = a+ 52 (|2] + |yl — 0.5) if 0.5 < |z| + |y| < 0.55,
1 otherwise.

We now check that for ¢ with ¢ — 1 > 0 sufficiently small, the ¢-level sets E; intersect on
the central horizontal line of the inner diamond. This will result in discontinuity of the
corresponding solution on this horizontal segment. Towards this end, suppose 7 is the level
set for some ¢t > 1. Then ~ is a minimizing curve (with respect to the length induced by
w) joining the two points on I with y-coordinate ¢ — 1 > 0. By symmetry, the portion of
~ in the inner diamond is a horizontal line. We now consider two cases.

If v meets the line y = 0 then, by symmetry, this first occurs at a point (z,0) with
x < —0.5. It then stays horizontal and follows the central horizontal line of the inner
diamond until the point (—z,0), after which ~ increases linearly to meet the unit circle at
y-coordinate ¢t — 1.
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Suppose v does not meet the line y = 0. The curve 7 in the region x < 0, y > 0 consists
of three pieces: a line L; outside the outer diamond |z| + |y| > 0.55, a line Lo inside the
inner diamond |z| 4 |y| < 0.5, and a third piece inside the annulus 0.5 < |z| + |y| < 0.55.
In the region x < 0, y > 0, the weight w is a rotated copy of a weight wy from Example
6.2. The curve 7 is also minimal with respect to the length induced by wg. Let 6 be the
acute angle L1 makes with the direction (—1,1). Since Lo is horizontal, we know Ly makes
acute angle 7/4 with the direction (—1,1). The discussion of Example 6.2 implies that

sin(6)
sin(m/4)
Hence sin(f) = a/v/2. If a < 1 then 6 is bounded away from 7/4. Hence L; intersects O
at a point whose y-coordinate is bounded away from 0, so ¢ — 1 is bounded away from 0
(with a bound depending only on «).
Hence if t—1 > 0 is sufficiently small, the first case applies and v must follow the central
horizontal line of the inner diamond.

1 - 2- 1

¥ - - %

-1 0+
[ IVZ] Vs
[ 0 -1

Figure 6: Level sets OF; for values of t € (0,2) in Example 6.5, with o = 1/2, are on the
left. A heightmap of the solution w constructed by stacking the sets E; is on the
right, where the grayscale intensity represents the solution’s function value.
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Figure 7: Graph of the solution u of the Dirichlet problem in Example 6.5, depicted as a
surface z = u(x,y).

In all the examples above, the solutions are discontinuous inside the domain away from
the boundary. Omne might therefore ask whether solutions to the Dirichlet problem are
continuous at the boundary. The following example shows the set of points of discontinuity
can, in fact, reach all the way to the boundary.

Example 6.6. Having fixed a constant a € (0, 1), let the weight be given by

w(z,y) = a+ (1 —a)(z|+y|) if |z| + |yl <1,
7 1 otherwise.

It is not difficult to see that as the weight w decreases as one moves into the disk, this
weighted domain has boundary of positive mean curvature. Assume o = 1/2 to simplify
the calculations, and fix a discretization scale n € N. For 1 < k < n, define

A ={(z,y): (k =1)/n <[z +[y| < k/n}.
We consider the approximating weight

EE: EY i (2,y) € Ak for some 1 < k < n,
wn(x,y) -

1 otherwise.

Suppose v is the boundary of a superlevel set for a solution to the Dirichlet problem with
weight w,. Then v is distance minimizing with respect to the length distance induced by
wy. Suppose 7 leaves the z-axis at (ko/n,0) and intersects the set {(x,y) : |z| + |y| = 1}
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at a point above the x-axis. Then the trajectory of v between these points is governed by
Snell’s law, as discussed in Example 6.1. Let

1 ]{30 1 k ™
wo 2<+n>’ Wi 2<+n>’ 0 1

sin(6r) _ wo
) Sn(00) = wy and so

and 6 be the angle v makes with the line y = x in Ax. Then

1
sin(fy) = —
(0k) 7 <
The length of the line y = x inside Ay, is 1/(nv/2). Hence the length ay, of v in Ay, satisfies
aj cos(0y) = 1/(n\/2). Tt follows that hy, the increase in the y-coordinate of v in Ay, is
given by

(6.7)

n + ko
n+k )’

T 1 —tan(6y)
hi = ag sin (Z - Gk) =,

Using (6.7), this gives

hy, = i 1 (n + k())
T B Bt kR )

Adding these contributions, the total gain in height by « before it leaves the region |z|+|y| <
1is
n —_—

3 1 (14 ko)

R 1—
kkor1 2 \/2(1 + E)2 (14 ko2

Given 0 < tg < 1, we may choose kg for each n so that ky/n — tg. Then the above sum
converges to

1/t 1+t
H(to)_2/ 1— = dt
to V2(1+1)2 — (1 +to)

Since the integrand is strictly positive for t > ¢y, we have H(tp) > 0 whenever ¢ty < 1. The
number H(ty) gives the y-coordinate of the intersection of the set {(z,y) : |z| + |y| = 1}
with the curve that is length minimizing with respect to w and leaves the x-axis at (tg,0),
moving upwards. Such curves correspond to boundaries of superlevel sets of solutions to
the Dirichlet problem with respect to w, for levels greater than H(ty). By symmetry,
the y-coordinate of the intersection point if the curve leaves the z-axis at (tp,0) and goes
downwards is —H (tg). These correspond to boundaries of superlevel sets of solutions to the
same Dirichlet problem, for levels less than —H (tp).

If we approach (tg,0) from above then the values of the solution are greater than H (y),
while if we approach (tp,0) from below the values of the solution are less than —H (o).
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This implies that the solution is discontinuous at (tg,0), for any 0 < ¢y < 1. Hence the set
of points of discontinuity reach all the way to the boundary.

o 1 N 1

-1 - 0 Y 1

Figure 8: Level sets OFE; for various values of ¢ € (0,2) in Example 6.6, with o = 1/2, are
shown on the left. A heightmap of the solution u constructed by stacking the
sets Ey is shown on the right.

xT

Figure 9: Graph of the solution u of the Dirichlet problem in Example 6.6, depicted as
a surface z = u(z,y). Observe that the jump-set of the solution lies upon the
z-axis, i.e., S, = {(z,y) € Q:y =0}
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Non-uniqueness of solutions: Third Eye

The final two examples demonstrate that solutions may fail to be unique. In the first of
these two examples, the space is positively curved in some points inside the domain, and
flat at other points in the domain. However, the weight is not a continuous function. The
last example of this paper gives a continuous weight; in this example, the space is negatively
curved at some points (for example, in Kayy), positively curved at some points (for example,
in Kj,), and flat at some points (for example, in Koyt).

Example 6.8. Having fixed a constant o > v/2, let the weight be given by

a i min{lz =3[ e+ 5[} +lyl< g or fal+|y—gf <%,

w(z,y) = .
1 otherwise.

Following an analogous argument as in Example 6.3 (a), we can easily describe the shortest

paths connecting the points of {z € 9Q: f(z) =t} for t € (0,2):

o [ft < % ort> %, then OF; is a horizontal line segment.

o If % <t < tg, where tg ~ 1.017, then the shortest path is a piecewise affine line that
passes through the bottom tips of the large diamonds. The value of ¢y is found by
equating the length of the piecewise affine line that starts from a point on 02 whose
y-value equals ty) — 1 and passes through the bottom tips of the large diamonds and
the length of the piecewise affine line that begins from the same point in 9 and
passes through the top tips of all three diamonds.

o If tg < t < ty, where t; ~ 1.127, then the shortest path is a piecewise affine line
that begins from a point in 02 whose y-value is t; — 1, and passes through the top
tips of the large diamonds and either the top or the bottom tip of the small diamond
in the middle. Such a possibility of choice of the tip for the small diamond is the
cause of non-uniqueness of the solution. The value of t1 is determined by finding the
intersection of 02 with the ray connecting the top tip of the small diamond in the
middle and the top tip of one of the large diamonds.

o Ift) <t< 18—1, then the shortest path is a piecewise affine line that passes through
the top tip of the small diamond in the middle.
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Figure 10: Level sets 0FE; for various values of ¢ € (0,2) in Example 6.8. In the left figure,
the shortest path for tg < t < t; passes through the upper tip of the small
diamond, and passes through the lower tip in the right figure. Similarly as in
Example 6.3 (a), the precise value of o > V2 plays no role.

z z

Figure 11: Graphs of the two distinct solutions in Example 6.8 whose level sets have been
depicted in Figure 10.

Observe also that any convex combination of the solutions shown in Figures 10 and 11 is
also a solution to the Dirichlet problem.

Finally, the following example shows that the non-uniqueness of solutions is in general
not caused by discontinuity of the weight function.
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Example 6.9. Let the weight be given by

0.75 — 0.5(|z| + |y|) if 0 <|z|+ |y| < 0.5,
w(z,y) =< |z| + |y if 0.5 < |z| + |y <1,

1 otherwise.

Let the three regions of € listed above be denoted by Kji,, Kann, and Koy respectively.
Here again one can see that the boundary has positive mean curvature.

Suppose t > 1 and n(z) = (z, g(x)) is a curve that forms the boundary of E; (travelling
from left to right). In A := Kunn N{z < 0} N{y > 0}, by Ibn Sahl-Snell law, we know that
w sin(f) = k for some constant x, where 6 is the oriented angle between the normal to the
iso-line for the weight w and the tangent vector to the curve 1. Observe that this normal
has slope —1. The value of k might change from curve to curve, but for a given curve it
is constant. Since n moves from left to right, it follows that 6 € (—n/4,3m/4), considering
that (n(x)) = arctan(¢’(x)) + /4. In particular, #(n(x)) is monotone increasing (resp.
decreasing) if and only if ¢’(x) is monotone increasing (resp. decreasing). Moreover, the
function x +— 6(n(z)) is continuous in the quadrant {z < 0 < y} N Q and smooth inside
each of the regions Kj,, Kann, and Koy within the quadrant.

Let us now discuss convexity/concavity of g using the Ibn Sahl-Snell law, based on the
value of ¢’(z) at some point n(xg) € A. Since sin(f) = r/w, we can determine monotonicity
of the function z — 6(n(z)) and hence of ¢'(x) in a neighborhood of n(zg) based on the
monotonicity of z — w(n(z)) at xp and the sign of k. Note however that one needs to pay
special attention to and distinguish cases when 6 = 0 (since this is the borderline value,
where the sign of k changes), and § < 7/2 as opposed to 6 > 7/2 (since the monotonicity
of x — w(n(x)) is different in these two cases and so is the relation between monotonicity

of sin(6) and 0).

Value of Sign of both Monotonicity of
J'(z0) ‘ 6(n(xo))  and sin(6) w ‘ sin(6) ‘ 6 ‘ q
(—o0,—1) | (—m/4,0) - decr. | decr. | decr. | decr.
-1 0 0 decr. | const. | const. | const.
(-1,1) (0,7/2) + decr. | incr. | incr. | incr.
1 /2 + const. | const. | const. | const
(1,00) (m/2,3m/4) + incr. | decr. | incr. | inecr.

From the table above, we can deduce that if ¢’(xp) < —1 at some point xo in A, then g
is concave within the entire region A. If ¢'(z9) = —1 at some point, then ¢’ = —1 in A.
Finally, if ¢’(z¢9) > —1 at some point in A, then g is convex in all of A. The argument
below showing that 1 should intersect the y-axis horizontally also tells us that the possibility
g'(z) < —1 and the possiblity ¢’(x) > 1 will not happen.
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Analogous arguments can be made in Kj,, leading us to conclude that 7 is either convex
in Kj,, or is concave in Kj,. Similar arguments for regions in the other three quadrants
yield analogous conclusions. From this we deduce that n has one-sided tangents where
it intersects the y-axis. This will be used to show below that n will intersect the y-axis
horizontally.

We now check that n = OF; intersects the y-axis horizontally for all s € (0,2). Note
that one-sided directional derivatives on either side of the y-axis exist, which can be seen
from concavity /convexity of the curve from the argument above. Hence it suffices (up to
small error terms) to compare weighted lengths of straight lines close to the y-axis. We
compute the weighted length of the straight line path joining (—e&,b) to the y-axis for some
—1 < b < 1 and sufficiently small € > 0. Actually, the following calculation discusses only
the case when 0 < b < 0.5, i.e., when OF; crosses the y-axis in Kj, above the z-axis.
Analogous computations can be done for other values of b € (—1,1) when JF; crosses the
y-axis somewhere in Ky, or in Kj, below the x-axis. Consider such a path ¢ making an
angle ¢, —m/2 < ¥ < 7/2, with the horizontal. This takes the form

o(t) = (—e +tcosd, b+ tsind), 0<t<e/(cos).

Clearly w(p(t)) = 0.75 — 0.5(e — tcosd + b+ tsindd) and [|¢'(¢)|| = 1 for all . An easy
calculation yields that the weighted length I is given by

(326 —2b)e  (cos¥ — sinv)e?

4] =
cos ¥ cos2 9

From which we obtain

dl

4(cos? 19)% = (3 — 2 — 2b)esin® + 2¢%(cos ¥ — sin®d) tan ) — £2(cos ) + sin®)).

For small € (compared to 9) we see

4(cos? 19)% ~ (3 —2b)esin¥
which is negative for ¥ < 0 and positive for 99 > 0. Hence one obtains a shorter length
by making 9 close to 0. Making € smaller and smaller, we see that the weighted length
minimizing curve 17 will be horizontal where it intersects the y-axis.

Let us now verify that v = 0F; does not entirely coincide with the z-axis. We do so
by comparing the weighted length of the line segment joining (—0.5,0) to (0.5,0) with the
length of the curve that is the concatenation of the line segment joining (—0.5,0) to (0,0.2)
and the line segment joining (0,0.2) to (0.5,0). A direct computation shows that the first
path has length 5/8, while the second path has length 0.575 x 1/1.16. Thus, the second
path is shorter (in the weighted sense) than the first path. Since the first path forms part
of the curve that coincides with the x-axis, the claim follows.
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Suppose now that the superlevel set E; of u is the minimal weak solution set for the
boundary data xp,. Then v = OFE; intersects the y-axis at a point (0, H) for some 0 <
H < 0.5, and from the discussion above, we know that it does so horizontally. Clearly,
0 < H < 0.5 implies that 0.5 < w(0, H) < 0.75.

We now claim that in the region = > 0, v = 0FE} first intersects the z-axis at a point
(a,0) with 0 < a < w(0, H). If not, then v will intersect the region

R={(x,y) € Q:z,y>0,x+y>w(0,H)}.

Clearly, R C Kann U Kout. In RN Kapyn, we have w(z,y) = x +y > w(0, H). Hence, there
will be a point (zg,y0) in the boundary of R where v crosses into R, and at this point
w(zo,yo) = o+ yo = w(0, H). Since v has slope zero at the point (0, H) where the weight
was w(0, H), it follows that + has slope zero at (xg,yo) as well. Due to convexity of =
in Kann, the slope of v would necessarily be strictly positive inside the region R N Kann-
We also know that + will be a straight line segment in R N Koyt It follows that v would
never reach the point (1,0), contradicting the definition of 4. This gives the claim. Hence
v passes through a point (a,0) for some 0 < a < w(0, H) and then continues horizontally
towards (1,0).

Now suppose t > 1 is such that n = JF; intersects the y-axis at a point (O,E[ ) with
H < H < 0.5. Tt follows from minimality of E, symmetry of the setting, and the fact that
1 cannot intersect + at the y-axis that n is disjoint from . Hence, n will never meet the
x-axis, so its trajectory, outside the y-axis, is completely determined by Snell’s law. Since
n is horizontal at (0, H), it follows from Snell’s law that 1 will be horizontal at a point of
Kann Where the weight agrees with w(0, H), hence at a point (z,%) with 0 < z < 0.75 and
y > 0. If H were greater than 0.5, then 1 would be horizontal exactly at one point, viz.
(0, H) on the y-axis. Using the arguments of Example 6.6, i intersects 9 at a point whose
height is bounded away from 0. Consequently, t > tg for some tg > 1.

Now suppose n = 9F; for some 1 < t < t3. Then n must intersect the y-axis at the
point (0, H). The trajectory of n is determined by Snell’s law until it meets the z-axis.
Thus, n = O0F; and v = JF7 coincide until they meet the z-axis. The curve n then follows
the z-axis for some time before leaving it and intersecting 02 at a point with height ¢t — 1.
This final trajectory is calculated as in Example 6.6.

Thus, whether F7 is a minimal solution set or not, n = JF; has the following form
for t € (2 — to,tp): n begins at the point in 9Q with y-coordinate ¢t — 1, then intersects
the x-axis which it follows for some time. From there, n can move either up (if F; is the
minimal weak solution set) or down (if E}; is the maximal weak solution set), intersecting
the y-axis in a point of the form (0, £H). To obtain 7 in the region z < 0, simply reflect
through the y-axis.

Note that if E; is minimal (OE; goes up) then Es must also be minimal for all ¢y > s > t.
Choosing 0E;, stay in the upper half-plane for some ¢, € [2 — to, to] yields a solution whose
superlevel sets E; are minimal for ¢ € (¢,,2). Choosing 0E;, to move into the lower half-
plane for some t, € [2—tg, to] leads to another solution, whose superlevel sets F; are maximal
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for all t € (0,%5). Contour curves of two distinct such solutions, the first corresponding to
tqe = 2 — tg, and the second corresponding to t;, = tg, are shown below. A careful analysis
using the sin(arctan(¢’(z)) + 7/4) = k/w(z, g(x)) gave the following picture of the two
solutions. The left part of the two pictures is of the contour curves of the solutions, while
the right part is the height-map of the solutions. In Figure 12, the solution takes the value
2 —tp in the middle lenticular region, while in Figure 13, the solution takes on the value .

1T T 2 T T
o i B BN 1

Figure 12: Level sets 0E; for t € (0,2) in Example 6.9, when the solution is constructed using
minimal weak solution sets as the “superlevel pancakes”. Heightmap of u is on the
right; the color at each point represents the solution’s value there.

T T 2 T T
o i 9% BN 1

Figure 13: Level sets and a heightmap of the solution in Example 6.9 constructed using maximal
weak solution sets as the “superlevel pancakes”. Note that u(z,y) = 2—a(z, —y), where
4 is the solution shown in Figure 12.
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