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We use the phase field crystal model to study nucleation of edge dislocations in two dimensions
under an applied stress field. A dislocation dipole nucleates under the applied stress, consistent
with Burgers vector conservation. The phase field correctly accounts for elastic energy storage
prior to nucleation, and for dissipative relaxation during the nucleation event. We show that a
lattice incompatibility field is a sensitive diagnostics of the location of the nucleation event, and of
the Burgers vector and slip direction of the dislocations that will be nucleated above threshold. A
direct calculation of the phase field energy accurately correlates with the nucleation event, as signaled
by the lattice incompatibility field. We show that a Schmid-like criterion concerning the resolved
stress at the nucleation site correctly predicts the critical nucleation stress. Finally, we present
preliminary results for a three dimensional, body-centered cubic lattice. The phase field allows a
direct computation of the lattice incompatibility tensor for both dislocation lines and loops.

I. INTRODUCTION

Unlike the spontaneous homogeneous nucleation of
topological defects in a symmetry-breaking phase transi-
tion [1–3], the formation of dislocation lines in a material
is typically studied as an athermal process largely driven
by local stresses [4]. Since the existence and mobility
of such defects are essential contributors to the strength
and ductility of crystalline materials, understanding the
mechanisms behind their creation and motion is a funda-
mental goal of material science in general, and of plastic-
ity theory in particular. Along parallel developments in
the continuum theory of crystal plasticity, a number of
empirical criteria have been introduced to predict dislo-
cation nucleation thresholds, the resulting Burgers vec-
tor distribution, and line direction [5–8]. These macro-
scopic criteria have been extensively compared with mi-
croscopic results from Molecular Dynamics (MD) simula-
tions of model crystalline solids in a variety of configura-
tions and imposed stresses [8–11]. However, the details of
the mechanical conditions that lead to dislocation nucle-
ation still remain poorly understood, with criteria from
continuum mechanics approaches and numerical simula-
tions often yielding conflicting phenomenology. The two
main reasons why a precise comparison between the two
is difficult include the disparity in length scales between
crystal plasticity theory and molecular simulation, and
the necessity in the latter to thermally average phase
space trajectories that take place over characteristic en-
ergy scales which are much higher than thermal scales.
Fundamental questions such as whether the nucleation
event is local or nonlocal, remain unresolved [8]. We
bridge here microscopic and continuum scales by intro-
ducing a phase field crystal model [12, 13] of dislocation
nucleation, and show that the nucleation event is well
captured at the mesoscale by a continuum lattice incom-
patibility field. Our numerical results for the nucleation
of edge dislocations in a two dimensional (2D), hexagonal
lattice indicate that the nucleation event is governed by

a local balance between the resolved stresses along lat-
tice slip planes and the force acting between the nucle-
ating dislocation pair, and that a lattice incompatibility
field derived from the phase field predicts the Burgers
vector of the nucleating defect pair. The simplest dislo-
cation nucleation criterion is based on the Schmid stress
decomposition [5, 7, 14–17]. When an appropriate pro-
jection of an atomic level shear stress exceeds a material
dependent threshold, a dislocation loop is predicted to be
nucleated. On the one hand, while fcc lattices generally
obey the Schmid criterion, there exist entire classes on
“non-Schmid" lattices, including bcc crystals [18]. Fur-
thermore, a recent, careful MD study of nucleation in a
nanoidentation configuration for a model Lennard-Jones
solid shows that the Schmid criterion not only fails to
account for the site of the nucleation event, but that nu-
cleation, in fact, occurs in regions in which the resolved
shear stress is relatively small [8]. A second class of crite-
ria associate the nucleation event to a buckling or phonon
instability of the lattice (the Hill or Λ criteria based on
mechanical stability arguments [7, 16]). Molecular Dy-
namics simulations and experiments in different crystal
indentation configurations, however, have revealed very
complex nucleation processes in which the lattice is lo-
cally quite distorted, and therefore far from the condi-
tions of applicability of such a phonon stability analysis.
Large regions of partial dislocations and extended stack-
ing faults have been argued to be present at nucleation
[9], as well as extended and complex networks involving
surfaces and grain boundaries [11]. More recently, the
stability of the perfect lattice against homogeneous nu-
cleation has been formulated in terms of the kinematic
equation that governs the temporal evolution of the dis-
location density tensor. This approach is sensitive to the
creation of non trivial local topology [8], and yields pre-
dictions that are qualitatively different than the Schmid
criterion. In order to contribute to the elucidation of the
criteria for nucleation, we examine here a simple, proto-
typical configuration: A 2D, hexagonal lattice, in which
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FIG. 1. Central region of the computational domain with
(a), PFC configuration in equilibrium at σ0 = 0.080 prior to
nucleation, and (b), the equilibrium configuration at σ0 =
0.081 after nucleation.

nucleation occurs through the formation of a dislocation
dipole of zero net Burgers vector. In this idealized con-
figuration, we show that the incompatibility field directly
computed from the phase field identifies the nucleation
event, and that it can be used to predict the Burgers
vector at nucleation. The critical stress for nucleation
is seen to be in quantitative agreement with that of the
Schmid criterion in this 2D lattice.

II. THE PHASE-FIELD CRYSTAL

The phase field crystal (PFC) model is a mesocale de-
scription of a crystalline solid in which vibrational de-
grees of freedom have been averaged out, in the same
spirit as density functional theory [13, 19]. The crys-
talline phase is described by a scalar order parameter
field ψ(r), which obeys a phenomenological free energy
given, in dimensionless form, by

F [ψ] =

∫

dr

[

1

2
[Lψ]2 + r

2
ψ2 +

1

4
ψ4

]

, (1)

where L = 1 + ∇2, and r is a dimensionless parame-
ter representing the deviation from the liquid-solid phase
boundary. We further assume that ψ is a conserved vari-
able with its spatial average ψ̄ being constant [19]. The
two constants r and ψ̄ completely define the model. In
2D, for a range of values of ψ̄ and r < 0, a triangular
Bravais lattice ψeq(r) is the equilibrium phase, which we
consider here.

Upon deformation of the equilibrium state ψeq by a
displacement field u(x), it is possible to define the equi-
librium stress tensor as the variation of the free energy
with respect to the displacement gradient [20],

σ̃ψij = −∂m[ψ∂mLψ]δij + 2[∂(iLψ][∂j)ψ], (2)

where X(iYj) refers to symmetrization of indices i, j [21].
This quantity still shows spatial variations within a unit
cell due to the variation of ψ. We therefore further define

an averaged stress field as σψij = 〈σ̃ψij〉, where 〈·〉 refers
to averaging over an area approximately equal to a unit
lattice cell.

For small distortions, the hexagonal lattice is elasti-
cally isotropic. We define a symmetric strain as

eψij =
1

2µ
(σψij − κδijσ

ψ
kk). (3)

where µ is the shear modulus, and κ = λ/(2(λ + µ)),
where λ is the standard Lamé coefficient. In our dimen-
sionless variables, we have λ = µ = 3A2

0, where A0 is the
amplitude of ψeq [20].

Dislocations lead to lattice incompatibility [4, 22]. In
2D, and given a Burgers vector density B(r), the in-
compatibility field is η = εikεjl∂ijekl = εij∂iBj . A key
assumption of our analysis is that the configuration of
ψ contains the complete strain incompatibility [23, 24].
Thus, from Eq. (3) we find,

ηψ =
1

2µ
(εikεjl∂ijσ

ψ
kl − κ∇2σψkk). (4)

The dissipative evolution of ψ is diffusive

∂tψ = ∇2 δF
δψ

, (5)

with a constant kinetic mobility coefficient, which we set
to one in our study and which sets the unit of time. As
discussed in Ref. [23, 25], lattice distortion needs to be
treated separately from diffusive relaxation of ψ in order
to incorporate elastic response into the phase field, and
to maintain elastic equilibrium at all times. In addition,
and in order to induce nucleation, we consider an exter-
nally imposed bulk stress σextij (r). In elastic equilibrium

∂iσ
ψ
ij = ∂iσ

ext
ij . Following Ref. [23], for a nonequilibrium

configuration of ψ, we solve ∂i(σ
ψ
ij − σextij + σδij) = 0,

where σδij = λeδkk + 2µeδij , and eδij is a compatible strain

eδij = (∂iu
δ
j + ∂ju

δ
i )/2. Diffusion of ψ is supplemented at

each time by distortion ψ(r) → ψ(r−uδ). In 2D, the con-
dition for elastic equilibrium means that the stress tensor
difference can be written in terms of an Airy potential χ,

σψij − σextij + σδij = εikεjl∂klχ. For each instantaneous

configuration of ψ we solve [23],

1− κ

2µ
∇4χ = ηψ − ηext, (6)

where ηext accounts for the fact that the imposed stress
does not necessarily derive from a compatible displace-
ment. The solution allows the computation of eδij and,

from it, of the displacement uδi .

III. NUMERICAL METHOD

A square computational domain is considered with pe-
riodic boundary conditions, with 100×100 hexagonal unit
cells of length a0 = 4π

√

3
, and grid spacings ∆x = a0/7 and

∆y = a0
√
3/12. The model parameters used are r = −1
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FIG. 5. (Color online) The critical value of |τc| as a function of the rotation angle θ of the externally imposed stress σext

ij (θ).
The top row shows the type of dislocation dipole that nucleates and the resolved stress along the slip plane with the largest
value that determines the type of dislocation dipole to nucleate.

the type of dislocation dipole to nucleate, but the value
of the critical resolved stress depends on θ, and is in
general lower than Y2/(4π). The discrepancy is likely
due to anisotropic contributions to lattice distortions at
the length scale of the core which are not described by
isotropic linear elasticity.

V. 3D INCOMPATIBILITY FIELD

The simplest example of a 2D hexagonal lattice has
only point edge dislocations and is described by isotropic
elasticity. However, more realistic crystal lattices have
more complex loop defects and lattice anisotropy, where
Schimd like criterion might not readily apply. Therefore,
it is important to understand how the incompatibility
field applies to 3D and behaves near a nucleation event.
Here we derive the incompatiblity field from the ψ density
field corresponding to a bcc lattice in 3D and visualize it
for a dislocation that is seeded into an otherwise perfect
crystal. Since the incompatibility field is determined by
the topology of the system, it accurately locates the dis-
location strings and provides a powerful tool to visualise
mixed edge/screw dislocation loops.

For a suitable range of parameters ψ̄ and r, the equi-
librium state that minimizes the free energy functional
in Eq. 1 is given by a body-centered-cubic (bcc) lat-
tice in 3D. The corresponding reciprocal lattice vec-
tors lie on a face-centered-cubic (fcc) lattice with a lat-
tice constant of unity. We choose as parameters values
ψ̄ = −0.371, r = −0.4 for the results presented below.

The amplitude of the reciprocal modes in equilibrium is

A0 = − 2
15 ψ̄+

1
15

√

−5r − 11ψ̄ = 0.2139 [31]. The orienta-
tion of the lattice is chosen by defining the following set of
reciprocal lattice vectors of unit length: q1 = [1, 1, 0]/

√
2,

q2 = [1, 0, 1]/
√
2, q3 = [0, 1, 1]/

√
2, q4 = q1 − q3,

q5 = q2 − q3, q6 = q1 − q2. A cubic computational do-
main is considered with 30×30×30 bcc unit cells of length
a0 = 2π with grid spacings ∆x = ∆y = ∆z = a0/4.

We first examine a configuration with two dislocation
lines added to the phase field by multiplying the initially
constant amplitudes Aqn

of the PFC by phase factors
esniθ corresponding to (i), a pure edge dislocation with
Burgers vector b1 = ex and constant tangent line l1 = ez
at [x1, y1] = [20a0, 15a0] and, (ii), a pure edge dislocation
with Burgers vector b2 = −ex and constant tangent line
l1 = ez at [x1, y1] = [10a0, 15a0]. Here θ is the angle in
the xy-plane relative to the x-plane, and sn is the charge
of the dislocation, calculated as in Ref. [20]. The PFC
is subsequently prepared, in the one-mode approxima-
tion, as ψ = ψ0 +

∑6
n=1[Aqn

(r)eiqn·r + c.c.] and allowed
to evolve diffusively for few time steps to regularize the
dislocation core. The stress tensor is calculated accord-
ing to Eq. 2, and the strain eψij is found by inverting
the stress tensor according to linear elasticity, using the
(anisotropic) elastic constants of the bcc lattice given in
Ref. [31].

The incompatibility is now a rank-2 tensor with com-

ponents given by ηψab = εaciεbdj∂cde
ψ
ij . [22]. Fig. 6(a)

shows 2D slices of the the PFC after relaxation, with the
complex amplitude Aq1

determined by amplitude demod-
ulation of the phase field [23] in Fig. 6(b), and the largest
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FIG. 6. a) 2D slices of the field ψ showing edge dislocations at [x, y] = [10a0, 15a0] and [x, y] = [20a0, 15a0]. b) The amplitude
A1 of the two dislocation lines in the PFC model. The black subvolume indicates the zeros of the amplitudes and thus the
position of the dislocation lines while the colormap gives the complex argument. c) The ηψzz-component of the incompatibility
of dislocation lines in the PFC model. The other components of the incompatibility tensor are small relative to this component
(see text).

component ηψzz of the incompatibility tensor, Fig. 6(c).
The figure demonstrates how the core of the dislocation
lines become zeros of the complex amplitudes, with a
phase discontinuity of 2π going around a dislocation line.
The incompatibility tensor in terms of the dislocation
density tensor αij is given by ηik = (εipl∂pαkl+εkpl∂pαil)
[32]. For a straight dislocation line with Burgers vector
b = a0ex and tangential vector l = ez as illustrated in
Fig. 6(b) in black lines, the dislocation density tensor is
given by its only non-zero component αzx, which gives
ηxx = ηyy = ηxy = ηxz = ηyz = 0 and ηzz = −∂yαzx,
which is shown in Fig. 6(c). Thus, in this case, −ηzz is
the y-component of the gradient of the dislocation den-
sity, which explains its dipole structure. The spatial ex-
tent of ηzz around the dislocation line gives a measure of
the spatial smoothing of the dislocation core [28]. This
configuration is the straightforward extension of the 2D
edge dislocations of Fig. 1(b) to 3D. This explains the
similarity between the 2D slice of Fig. 6(c) to Fig. 2(b).

In order demonstrate the intrinsic capability of the
phase field and its associated incompatibility field to
identify dislocations of mixed edge/screw character, we
prepare an initial configuration with a dislocation loop.
The Burgers vector of the dislocation line is constant and
equal to a0ex, while the tangent vector l rotates in the
xy-plane. Since l switches between being parallel to b

and perpendicular, this leads to a mixed edge/screw dis-
location. Fig. 7(a) shows 2D slices of the PFC including
the defect after relaxation, and the amplitude Aq1

of the
first reciprocal lattice vector is shown in Fig. 7(b). For
an ideal dislocation loop with Burgers vector b = a0ex
along the dislocation loop purely in the xy-plane, we only
obtain a contribution to the dislocation density tensor
from αix with i 6= z. To see how the incompatibility field
calculated from ψ captures the nature of the defects, con-
sider the portion of the dislocation loop at r = [5, 15, 15]
(red dot in Fig. 7(c)). Here we have l = −ey which

gives αyx as the non-zero component of the dislocation
density tensor. We get ηyy = ∂zαyx, the z-component of
the gradient of the dislocation density, and an identical
dipole structure as Fig. 6(c) appears, this time in the
z-direction. Similarly at r = [15, 5, 15] (red dot in Fig.
7(d)), the non-zero component of the dislocation den-
sity tensor is αxx from which ηxy = ∂zαxx/2 we recover
the dipole structure of Fig 6(c) and 7(c), its magnitude
halved due to the factor of 1/2 in ηxy.

We have exemplified here how the phase field ψ and its
associated incompatibility tensor can correctly describe
any dislocation string or loop in a given bcc lattice. In
further studies, this formalism can be further general-
ized to other lattice symmetries and also coupled with
the evolution of the ψ-field to study the dynamics and
nucleation of dislocation strings.

VI. CONCLUSION

We have shown for the case of a 2D hexagonal lattice
that the incompatibility field ηψ derived from the phase
field is a very sensitive diagnostic of the nucleation of a
dislocation dipole, and that it signals the nucleation event
prior to the formation of a stable topological dipole. The
symmetry of the field ηψ prior to nucleation also gives
the direction of the Burgers vectors of the defect pair
about to nucleate. By examining the distribution of the
resolved stress for a hexagonal lattice, we have also found
it to be a good indicator of nucleation. Furthermore, a
balance between the Peach-Kohler force on either one of
the defects of the dipole and their mutual elastic inter-
action force allows a prediction of the resolved critical
stress at nucleation that agrees well with the numerical
results.

While our results serve to extend those of macroscopic
plasticity by allowing the direct observation of the in-
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FIG. 7. a) 2D slices of the field ψ showing the mixed types of dislocations that appear for a dislocation loop. b) The amplitude
A1 of the dislocation loop in the PFC model. The black subvolume indicates the zeros of the amplitudes and thus the position
of the dislocation lines while the colormap gives the argument. c)-d) Two components of the incompatibility tensor ηψij . The
red dots indicate positions at which the incompatibility field assumes a dipole structure similar to that of Fig. 6(c) as explained
in the text.

compatibility field and its evolution under an applied
stress, the conclusion that a Schimd like criterion iden-
tifies the nucleation event is in contrast with several ex-
isting Molecular Dynamics simulations. Some of these
simulations show that the resolved stress does not predict
the location nor type of dislocations to nucleate. Instead,
it is generally observed that the nominal extent of the nu-
cleation region is very large, with a complex network of
stacking faults, partial dislocations, and other significant
sources of lattice distortion. These results would imply
that the nucleation path in 3D configuration space can be
much more complex than in our 2D configuration, with
possibly multiple competing trajectories that depend on
details such as boundaries or applied stress protocols.

Our results indicate that the Phase Field Crystal
model provides adequate control over configurations and
applied stresses around the nucleation threshold, and
hence is a suitable platform for testing nucleation cri-
teria. The model offers the necessary separation between
length scales, eliminates fluctuations of thermal origin,
and allows the computation of internally generated stress

that contribute to lattice incompatibility, and ultimately
to nucleation. This bypasses the need for extensive aver-
aging of Molecular Dynamics trajectories along paths in
configuration space in which fluctuations are very small.

Finally, we present results for a 3D bcc lattice to show
that the phase field can be used to describe dislocations in
this lattice, and that it offers the possibility of computing
the incompatibility tensor directly from the phase field
for arbitrary, non equilibrium configurations.
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