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Abstract—Triangle meshes are used in many important shape-related applications including geometric modeling, animation production,
system simulation, and visualization. However, these meshes are typically generated in raw form with several defects and poor-quality
elements, obstructing them from practical application. Over the past decades, different surface remeshing techniques have been
presented to improve these poor-quality meshes prior to the downstream utilization. A typical surface remeshing algorithm converts
an input mesh into a higher quality mesh with consideration of given quality requirements as well as an acceptable approximation
to the input mesh. In recent years, surface remeshing has gained significant attention from researchers and engineers, and several
remeshing algorithms have been proposed. However, there has been no survey article on remeshing methods in general with a
defined search strategy and article selection mechanism covering the recent approaches in surface remeshing domain with a good
connection to classical approaches. In this article, we present a survey on surface remeshing techniques, classifying all collected
articles in different categories and analyzing specific methods with their advantages, disadvantages, and possible future improvements.
Following the systematic literature review methodology, we define step-by-step guidelines throughout the review process, including
search strategy, literature inclusion/exclusion criteria, article quality assessment, and data extraction. With the aim of literature collection
and classification based on data extraction, we summarized collected articles, considering the key remeshing objectives, the way the
mesh quality is defined and improved, and the way their techniques are compared with other previous methods. Remeshing objectives
are described by angle range control, feature preservation, error control, valence optimization, and remeshing compatibility. The metrics
used in the literature for the evaluation of surface remeshing algorithms are discussed. Meshing techniques are compared with other
related methods via a comprehensive table with indices of the method name, the remeshing challenge met and solved, the category
the method belongs to, and the year of publication. We expect this survey to be a practical reference for surface remeshing in terms of
literature classification, method analysis, and future prospects.

Index Terms—mesh generation, surface remeshing, meshing quality, finite element method, systematic literature review
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1 INTRODUCTION

M ESH generation plays a vital role in representing three-
dimensional (3D) data in mathematical modelling, com-

puter animation, physical simulation, and many other computer
graphics applications [1], [2]. Triangle meshes are commonly
used in these applications owing to their efficiency, flexibility, and
simplicity.
Meshes are typically generated in raw form from different sources,
such as 3D scanners, 3D images, and 3D data of, for example,
protein structures. These raw meshes mostly suffer from poor-
quality elements (such as small angles, large angles, short edges,
and irregular vertices) and other defects (such as redundant ver-
tices and self-intersections) [1], [3], [4]. Downstream applications
often fail to directly use these poor-quality meshes [1]. Therefore,
a remeshing process is commonly applied beforehand to improve
the mesh quality. High-quality surface meshes are crucial for many
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practical applications, including numerical simulation, 3D visual-
ization, animation, tetrahedral generation, mesh segmentation, and
mathematical modelling [1], [5], [6]. Research has revealed that
mesh quality can significantly improve the performance results.
For example, Gutierrez et al. [7] showed that simulation efficiency
can be improved by at least 30% with their mesh improvement.
Despite the significant research on surface remeshing, there is no
comprehensive survey article that follows a standard methodology
to ensure its significance, completeness, and unbiasedness. In this
article, we systematically review state-of-the-art surface remesh-
ing techniques by following the standard systematic literature
review (SLR) methodology (see Section 2). We classify articles
into different categories, discuss their results analyses, highlight
their pros and cons, and suggest some interesting future research
directions.

1.1 Background and motivation

Surface remeshing has gained much attention from researchers,
especially in the past two decades. Surface remeshing methods
should be either specific to some particular applications, such as
CAD models, or should be a general framework that is applicable
anywhere. However, each method type has its own quality con-
straints and mechanism to meet these quality constraints.
Typically, remeshing algorithms consider different aspects to
improve mesh quality. These aspects include the removal of
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small and large angles [3], [5], [8], improving the regularity of
vertices, efficiency, robustness, simplification, removal of short
edges, and general defect removal [1], [9], [10]. In addition, a
remeshing algorithm must consider the output mesh’s degree of
approximation from the input. Furthermore, it must preserve sharp
features and the topology [11], [12].
With these different remeshing objectives and a number of target
applications, research on surface remeshing has increased rapidly.
As an example, the work done in the most recent decade is
almost double as that of the previous decade. To the best of our
knowledge, this is the first SLR in the meshing domain. Although
there are a few review articles in the meshing domain, as discussed
in Section 1.2, these articles were not SLRs and did not use any
other systematic review methodology for all existing articles.

1.2 Related surveys
An SLR [13], used in medical sciences and software engineering,
is a review conducted using a predefined methodical series of
steps. To the best of our knowledge, no SLR has been conducted
in the mesh processing domain. In this section, we describe some
review articles in the meshing domain.
Payan et al. [14] surveyed various semi-regular (SR) triangle
remeshing algorithms developed from 1995 to 2015. They clas-
sified the algorithms based on their remeshing goals and in-
put/output meshes. In addition, they highlighted various interest-
ing future directions. Based on their goals, their study [14] is
related to ours; however, their review is not clearly defined and is
specific to SR remeshing.
There have been some other surveys covering only a specific
meshing domain, such as unstructured meshes [15], feature
remeshing [16], bio-medical mesh generation [17], and molecular
surface meshing [18]. Araújo et al. [19] conducted a compre-
hensive survey on implicit surfaces (IS) and visualization meth-
ods. However, the scope of their study is very general in the
visualization of IS and contains minimal work on remeshing of
surfaces. Heckbert and Garland [20] conducted a comprehensive
survey of algorithms for simplifying polygonal surfaces. They
classified different methods, summarized different articles, and
conducted a comparison of various approaches; however, they
did not provide any mechanism for article search and selection.
Similarly, Shamir [21] conducted a review of mesh segmentation
techniques. He classified state-of-the-art segmentation methods
based on their goals and approaches.
To the best of our understanding, a 2008 survey article [2] is the
most relevant to our study. However, it may be of less interest
now because much new work has been conducted in the past 12
years. Furthermore, it did not use any systematic methodology.
Therefore, a new study to provide a comprehensive review of
all surface remeshing methods, especially those proposed in the
last 10 to 15 years, is required. In summary, to the best of our
knowledge, there is no survey in the mesh processing domain that
is based on well-defined rules for article searching, selection, and
data extraction. Our method has the following distinctions over
previous surveys:

1) We conducted a systematic review that covers all the existing
literature on surface remeshing.

2) We followed a well-defined strategy for article search, inclu-
sion/exclusion, quality assessment, and data extraction while
avoiding any possible research bias.

3) We conducted a detailed analysis of state-of-the-art methods.

1.3 Contributions

The contributions of this review can be summarized as follows:

1) We conducted the first SLR in the surface remeshing domain.
We identified a set of 104 primary studies describing different
surface remeshing algorithms.

2) We classified all articles, discussed their pros and cons, and
highlighted future directions.

3) We identified different parameters used for surface remeshing
algorithm analysis.

4) We also identified recent advances in different aspects of
quality improvement.

Researchers can use this survey article to extend their knowledge
in this domain. The pros and cons of all articles along with
future direction suggestions will give researchers a good basis
for their research. The identification of quality measurements will
help researchers to understand important quality considerations
in surface remeshing and how to define a good mesh. Further-
more, depending on their quality requirements, researchers/end-
users can easily find a suitable state-of-the-art algorithm for their
research/applications. This will also help them in understanding
how to conduct algorithm analysis for surface remeshing and
compare their results with those of state-of-the-art algorithms.

2 RESEARCH METHODOLOGY

We imitated the SLR guidelines from the software engineering
field [13]. An SLR reviews existing studies by following a set of
pre-defined steps for identification, analysis, and interpretation of
all state-of-the-art evidences related to a specific research question
in an unbiased and (to a degree) repeatable manner [13]. Figure 1
illustrates the overall pipeline of our study. Our methodology is
further described in the following subsections.

2.1 Research questions

Prior to article search and selection, we formulated our research
questions. Research questions provide a baseline to other phases
of the review, including search string design, inclusion/exclusion
criterion, and data extraction [13]. With reference to the objectives
of our study, we formulated the following research questions:

RQ 1: What are the challenges in remeshing surfaces?
RQ 2: What are the remeshing objectives in high-quality

surface remeshing?
RQ 3: What are the techniques for high-quality surface

remeshing?
RQ 4: What are the metrics used for surface remeshing algo-

rithm analysis?

2.2 Search strategy

Search strategy plays a vital role in collecting relevant literature
on a specific topic in an efficient manner. The search string
itself and the libraries used for search are significant.
We designed one search string and selected five different
libraries for searching related articles. We considered the
keywords from our research questions (Section 2.1), followed
the SLR guidelines [13], and designed a search string by
concatenating the keywords and their synonyms using Boolean
operators. We refined and finalized the following search string:
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Figure 1. Research methodology, including search strategy, article selection criteria, quality assessment, and data extraction.

((“computer graphics” OR “computational geometry”) AND
(“surface mesh*” OR “surface remesh*” OR “mesh improve-
ment” OR “mesh refinement”) AND (quality OR “minimal
angle” OR “maximal angle” OR “aspect ratio” OR “feature
preserv*” OR “short edge” OR “regular*”) AND (triangle
OR triangulation))

The following libraries were searched for articles.
1) IEEE Xplore http://ieeexplore.ieee.org,
2) ACM digital library https://dl.acm.org,
3) ScienceDirect http://www.sciencedirect.com,
4) SpringerLink https://link.springer.com, and
5) Wiley https://onlinelibrary.wiley.com/.

In addition to the above list of libraries, the Eurographics digital
library http://diglib.eg.org/ was searched manually as it does not
support our search string. We also added articles using manual
searches of other sources. In addition to SLR and manual search,
we also used the snowballing concept [22] to include further
studies. We included the relevant articles cited in a given article
(forward snow balling) as well as the relevant articles citing a
given article (backward snow balling).

2.3 Inclusion and exclusion criteria
In the initial search, we included articles by reading the title,
keywords, and abstract of each. In the second phase, we read the
entire article and excluded certain articles based on the following
inclusion and exclusion criteria (see Figure 1):

1) We included articles on triangular meshing (including surface
meshing and 2D meshing) and excluded those related to quad,
tetrahedral, and hexahedral meshing.

2) We included articles concerned with mesh quality (such
as triangle quality, aspect ratio, minimal angle, maximal
angle, regularity, and features preservation) improvement and
excluded those with general applications without considering
mesh quality.

3) We included articles describing the challenges and objectives
of mesh generation or its improvement.

4) We included articles describing an algorithm whose input and
output are meshes.

5) We excluded articles presenting non-peer reviewed reports
and books.

6) We excluded articles presented in non-English languages.
7) We excluded articles duplicating other articles.
8) We excluded articles based on our quality assessment, as

described in Section 2.4.

2.4 Article quality assessment
In addition to the above selection criteria, we used a quantitative
measurement to rate the quality of each article and its suitability
in the context of our current study. We analyzed each article based
on the following questions:

1) Is the article frequently cited (number of citations per year
using Google Scholar citation)?

2) Is it published in a relevant and high-quality jour-
nal/conference?

3) Is the method novel, appropriate, and helpful to improving a
sufficient number of mesh quality metrics?

4) Are the results analyzed appropriately (compared with exist-
ing methods clearly and accurately or proved theoretically)?

Each of these questions was answered with "good: 1", "average:
0.5", or "poor: 0". The articles with an accumulative assessment
score less than 2 were excluded from the review. For Question
1 (i.e., yearly citations), recently published articles (after 2017)
and those with 5 or more yearly citations were marked with
1. The remaining articles were marked with 0.5 if they had
≥ 3 yearly citations and with 0 otherwise. For Question 2, the
articles published in relevant high-quality journals/conferences
were marked 1, and those published in multi-disciplinary jour-
nals/conference were marked 0.5 or 0. Each method was analyzed
for its novelty and performance. Similarly, results were assessed
for their completeness and relevance to this survey. We excluded
8 articles based on their quality assessment.

2.5 Data extraction
With consideration of our research questions, we extracted the
following information from each selected article:

1) The key challenges described in the article, and the proposed
solution to overcome these challenges.

2) The main remeshing objectives in the article and the way
these objectives were achieved.

3) The main concept, the pros and cons of the proposed algo-
rithm, and possible future directions.

4) The parameters used for measuring mesh quality and method
of results analysis.

2.6 Presentation of findings
The literature provides numerous surface remeshing techniques. In
total, we selected 104 articles for detailed analysis. We classified
these articles into 9 major classes. The extracted results are
organized as follows. First, in Section 3, we present different
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parameters used for surface remeshing algorithm analysis in
the selected articles. The main classification of the articles (see
Figure 6) with their pros and cons and possible future directions is
presented in Section 4. Recent advances in remeshing objectives
are summarized in Section 5. Table 2 presents a brief summary
of the selected articles with their categorization. Note that there is
no final categorization, and all categories overlap with each other.
Therefore, some methods may belong to more than one category.
Table 3 lists the pros and cons of each method. Finally, Section 6
provides a discussion on our findings and a summary of future
research directions.

3 SURFACE REMESHING EVALUATION METRICS

Meshes are generated from different sources, such as captured
images [23], [24], [25], [26], scanned point clouds [27], specified
CAD models [28], and other 3D data [29]. A generated mesh is
typically refined for quality improvement prior to use in down-
stream applications. Surface remeshing is a process that converts
an input mesh into another optimized output mesh to reach a pre-
defined goal while approximating the input one [2]. The goal of
this conversion varies from application to application.
There are many different metrics for meshing quality and anal-
ysis of surface remeshing algorithms, including triangle quality,
minimal angle, maximal angle, aspect ratio (AR), regular vertices,
approximation error, and time complexity [1], [3], [30].
In this section, we summarize different metrics used for the analy-
sis of surface remeshing methods. These metrics help researchers
to compare their results with those of state-of-the-art methods.
In fact, the literature has different quality measurements for
analysis of different remeshing objectives. High-quality remeshing
smooths a given mesh and improves quality metrics such as
aspect ratio, regular vertices, and maximal and minimal angles.
Improvement of these quality measurements leads to efficient and
reliable simulations.
Similarly, different methods [30], [31], [32], [33] have their own
energy functions reflecting the mesh quality and are used for
the analysis of their algorithms’ convergence. Nguyen et al. [34]
proposed several quality measurements for uniform grids in the
planar domain. These quality measurements included covariance
(COV) λ , mesh ratio γ , regularity, cell volume deviation v, second
moment trace τ , second moment determinant d, and normalized
standard deviation p. Table 1 lists different metrics used in articles
for measuring mesh quality and analyzing remeshing algorithms.
Figure 5 plots a histogram to present the frequency of each metric
from the articles in our final selection. In the following, we discuss
these metrics.

3.1 Triangle quality

The quality Q(t) of a triangle t can be calculated as Q(t) = 6√
3

At
St Et

,
where At is the area of triangle t, St is its half-perimeter, and Et is
the length of its longest edge [35]. Typically, Qmin and Qavg. are
used for quality measurement, representing minimal and average
quality of a triangle(s), respectively.
AR is another metric used for triangle quality measurement. There
are various definitions of the AR of a triangle. For example,
AR =

√
3E2

4At
, where E is the longest edge and At is the area of the

triangle [36]. In some articles, it is simply calculated as the ratio of
the longest to the shortest edge length of a triangle [37]. Similarly,
in some articles, it is defined as the ratio of the circumradius to

the in-radius of a triangle, calculated as AR = e1e2e3
8(S−e1)(S−e2)(S−e3)

,
where e1, e2, and e3 are the lengths of the triangle’s edges and
S = e1+e2+e3

2 [1]. Despite their minor variations, all definitions
have similar meanings. The AR of an equilateral triangle is 1.
Radii ratio is another metric used; it is the ratio of the triangle’s
incircle to its circumcircle [38]. Higher radii ratios indicate higher
quality triangles and vice versa; a zero value indicates a degen-
erated triangle [38]. Triangle regularity is another metric used,
calculated as the ratio of the in-radius r to the length of the longest
edge E, i.e., Triangle Regularity= 2

√
3r

E [39]. A similar alternative
measurement for triangle quality is radius edge ratio ReR= R

e [40],
where R is the circumradius and e is the length of the shortest edge
of the triangle. For all these metrics, a smaller value indicates a
more uniform grid and vice versa.
Similarly, θmin is the minimal angle and θmax is the maximal angle
in the output mesh. The minimal angle of a triangle is relevant
to the radius edge ratio (ReR): sinθmin = 1

2ReR [41]. θ min is the
average value of the minimal angles in all triangles. Maximal
and minimal angle improvements [42] and especially non-obtuse
remeshing [3], [5], [43], [44] have received significant attention in
recent years.
Chiang et al. [45] used another quality measurement for mesh
quality:

Q(M) =
1
n ∑

θi∈M
‖θi−θopt.‖, (1)

where θi is the interior angle of the triangle or quad, and θopt. is
the optimal value (i.e., 60o for a triangle and 90o for a quad mesh).

3.2 Topology preservation and geometric error

In surface remeshing, while changing the mesh structure and its
element positions, one key consideration is the preservation of its
shape and topology. In other words, the output mesh must have an
acceptable approximation to the input mesh. Some features, such
as sharp corner preservation, can be observed visually. However,
for geometric approximation, various measurements have been
used. Hausdorff distance (dH ) [46], [47], [48], mean distance,
and mean square distance (dRMS) [33], [49] have been used to
measure the difference between input and output meshes to ensure
topology preservation or shape approximation.
The Hausdorff distance dH between an input surface mesh M with
vertex set {v1,v2,v3, ...,vn} and an output surface mesh M′ with
vertex set {v′1,v′2,v′3, ...,v′n}, is calculated as(2)

dH = max{dH(M,M′),dH(M′,M)}, (2)

where
dH(M,M′) = max

p∈M
{d(v,M′)}, (3)

and
dH(M′,M) = max

v′∈M′
{d(v′,M)}, (4)

Figure 2. Asymmetric property
of Hausdorff distance [50].

where

d(p,M′) = min
p′∈M′

d(v,v′) (5)

is the Euclidian distance from
vertex v to the nearest vertex in
mesh M′, and

d(v′,M) = min
v∈M

d(v′,v) (6)

Authorized licensed use limited to: Carnegie Mellon Libraries. Downloaded on September 06,2021 at 18:30:03 UTC from IEEE Xplore.  Restrictions apply. 



1077-2626 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2020.3016645, IEEE
Transactions on Visualization and Computer Graphics

IEEE TRANS. ON VIS. AND COMP. GRAPHICS, VOL. XX, NO. YY, MM YYYY 5

is the Euclidian distance from vertex v′ to the nearest vertex in
mesh M. Note that dH calculated by Equations (3) and (4) is
asymmetric, i.e., dH(M,M′) 6= dH(M′,M) (see Figure 2, where
dH(M,M′) < dH(M′,M) because d(v,M′) < d(v′,M)), while
Equation (2) is its symmetric counterpart [11], [47], [50].
Mean distance [49] is another metric, which is calculated as the
surface integral of the distance divided by the area of the mesh M.
We have

dmean(M,M′) =
1
|M|

∫
v∈M

d(v,M′)dM, (7)

where |M| is the area of the surface mesh M. Similarly, the root
mean square distance (dRMS) is also used to measure the geometric
approximation [50]. Following Equation (7), dRMS is calculated as

dRMS(M,M′) =

√
1
|M|

∫ ∫
v∈M

d(v,M′)2dM. (8)

3.3 Vertex regularity
The valence of a vertex (number of all adjacent edges to a vertex),
called vertex regularity, is another quality metric used in surface
remeshing algorithm analysis [1], [30]. Valence-6 vertices are op-
timal (regular) vertices in the interior of a mesh, whereas valence-
4 vertices are optimal vertices at the boundary of a mesh [1],
[30]. Vertices with optimal valence (valence 6) or near to optimal
valence (valence 5 or 7) are well-suited to surface remeshing. In
this regard, V567% is typically used as a quality measurement;
V567% represents the percentage of vertices with optimal or near
optimal valence (i.e., 5, 6, or 7) [5], [11], [30], [51].

3.4 Visual perception
In addition to quantitative metrics, visual perception is also impor-
tant. Visual results are used to examine different aspects, including
sharp feature preservation (see Figure 11), shrinkage, adaptivity,
and regularity of the mesh. Furthermore, the ratio of low-quality
elements can also be highlighted visually (see Figure 19 for the
ratio of obtuse triangles and Figure 23 for vertex regularity).
Typically, the surface mesh is given with highlights on different
elements to show the visual quality.

3.5 Validity and complexity
The output mesh should be valid. Mesh validity ensures that the
mesh is a closed and simple manifold [2]. The mesh complex-
ity (number of mesh elements) has a trade-off with efficiency,
memory usage, and accuracy [52], [53]. Complex meshes are
more accurate (see Figure 3), whereas simple meshes are more
efficient (see Figure 4). Therefore, remeshing algorithms aim
to maintain a balance between mesh complexity and efficiency.
Some algorithms [3], [54], [55] insert new points for mesh quality
improvement. An algorithm that reaches a target quality limit
with minimal point insertion is preferred over the algorithm that
requires more point insertions. Sifting ratio α [56] is another
metric used to represent the percentage reduction of vertices
during mesh simplification.

3.6 Execution time
Similar to other algorithm analyses, execution time is also used
for analysis of different remeshing algorithms [3], [5], [11], [39],

Figure 3. Impact of mesh complexity on accuracy: Hausdorff distance
versus number of faces. A comparison of fast simplification (FMSIM) [57]
and quadric simplification (QSlim) [58]. For both methods, the Hausdorff
distance decreases with increasing number of faces. These results are
taken from FMSIM [57].

Figure 4. Timing statistics versus mesh complexity. A comparison
among the latest methods, including RAR [59], instant field meshing
(IFM), and vertex insertion methods (VIM simple and VIM modified) [5].
Note that the convergence time increases with increasing number of
vertices. These results are taken from VIM [5].

[59], [60]. In addition to other metrics, it is important to consider
the execution time of the remeshing algorithm. The impact of
the remeshing algorithm on the efficiency of the downstream
application is also significant. However, some algorithms only
consider quality without considering time, whereas others consider
only improving the efficiency of existing methods while achieving
the same quality. For example, Figure 4 shows a time comparison
among different state-of-the-art methods.

3.7 Algorithm robustness
Some algorithms work only for a specific domain, while others
are more generic and work on arbitrary models. Similarly, some
algorithms only work on small models but fail on large mod-
els [30], [61], [62]. Robustness is measured by remeshing different
models with arbitrary complexity. Occasionally, the output mesh
is checked in the downstream application for success or failure [1],
[63]. For example, the outputs of SMOPT [63] and another local
refinement method [1] have been checked in their downstream
application, in this case TetGen [64].

4 SELECTED ARTICLES WITH IN-DEPTH ANALYSIS

Surface remeshing methods overlap with each other in differ-
ent aspects, such as having similar remeshing objectives, same
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Table 1
Metrics for analysis of surface remeshing algorithms adopted in the reviewed literature, where e is the triangle’s shortest edge, R is its

circumradius, and r is its in-radius.

Metric No. of Articles References
Q(t) = 6√

3
At

St Et
29 [1], [3], [5], [11], [12], [30], [32], [33], [44], [60], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83]

θmin 45 [3], [5], [11], [12], [30], [33], [36], [54], [56], [59], [60], [65], [66], [67], [68], [70], [71], [72], [80], [84], [85], [86], [87], [88], [89], [90], [91], [92], [93]
[1], [10], [32], [43], [63], [74], [76], [77], [78], [81], [82], [83], [94], [95], [96], [97]

θmax 28 [1], [3], [5], [11], [12], [30], [33], [36], [43], [44], [54], [56], [60], [63], [65], [70], [71], [72], [74], [77], [78], [82], [84], [85], [87], [92], [96], [97]
θ min 21 [1], [3], [5], [12], [30], [33], [43], [59], [66], [67], [70], [76], [77], [78], [80], [81], [82], [86], [88], [89], [94]
Aspect ratio (AR) 15 [1], [3], [12], [30], [36], [45], [74], [88], [95], [98], [99], [100], [101], [102], [103]
dH (Hausdorff distance) 37 [5], [6], [9], [11], [30], [33], [36], [53], [56], [58], [59], [65], [70], [71], [72], [74], [75], [77], [78], [84], [87], [88], [89], [94], [95], [100], [104], [105]

[32], [38], [48], [82], [83], [99], [106], [107], [108]
V567% 9 [5], [6], [11], [30], [70], [71], [72], [77], [78]
Vertices Regularity 9 [1], [5], [6], [11], [12], [74], [84], [86], [89]
dRMS 19 [5], [11], [30], [33], [45], [48], [53], [56], [58], [59], [60], [67], [70], [72], [74], [78], [80], [106], [109]
radii ratio 4 [38], [101], [102], [103]
Execution time 73 [3], [5], [11], [31], [39], [45], [59], [60], [61], [65], [71], [72], [77], [79], [80], [84], [88], [90], [91], [92], [93], [101], [107], [110], [111], [112], [113], [114]

[9], [10], [32], [33], [36], [44], [56], [70], [74], [75], [76], [78], [86], [89], [99], [100], [103], [105], [106], [109], [115], [116], [117], [118], [119], [120], [121]
[43], [48], [63], [81], [82], [83], [94], [97], [104], [108], [122], [123], [124], [125], [126], [127], [128], [129]

Radius edge ratio = R
e 8 [9], [40], [74], [85], [115], [122], [123], [128]

Sharp features 16 [11], [33], [45], [52], [74], [75], [92], [96], [100], [102], [106], [107], [112], [116], [119], [125]
Genus 7 [1], [39], [61], [63], [66], [99], [113]
Standard deviation 4 [3], [61], [82], [94]
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Figure 5. Histogram of the metrics used for analysis of surface remesh-
ing methods. The frequency is calculated as the number of articles from
our selection that use each particular metric.

methodology, or same specific domain. We classified the selected
articles into 9 different categories based on their remeshing
methodologies. Table 2 indicates how the articles overlap in
different categories. However, a detailed description of each article
is provided under its most relevant category. Figure 6 shows our
classification of these articles. The articles in each category are
described in the following subsections. Figure 7 shows the year-
wise distribution of the selected articles. Figure 8 shows the quality
assessment scores for all selected articles.
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Figure 6. Classification of selected articles.
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Figure 7. Year-wise distribution of selected articles.
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Figure 8. Histogram of quality assessment, indicating the quality of each
article calculated based on its citations, quality of publication venue,
proposed method, results, and relevance to this survey.

4.1 Remeshing with simplification

Algorithms generate meshes in complex form (with greater de-
tails) for a better approximation of the surface. However, mesh
complexity affects efficiency in downstream applications. There-
fore, mesh simplification is used to minimize the input mesh
complexity for efficient computation and optimal memory con-
sumption [20], [53]. To balance the tradeoff between accuracy
and efficiency, the mesh must be simplified to an optimal level of
detail.
Various methods have been proposed for mesh simplification.
Some of these methods, such as that in [130], have improved
efficiency but consume more memory. Other methods improve
efficiency and use optimal memory. For example, the half-edge
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Figure 9. Results from recent methods of mesh simplification. Note that the method of Yi et al. [104] is better in Hausdorff distance (in terms of
minimal error) than other methods, such as the methods of Liu et al. [105] and Dyer et al. [87], in geometry-altering (GA) and geometry-preserving
(GP) mode even though there is no significant improvement in the visual results. These results are taken from Yi et al. [104].

collapsing scheme [58], which collapses edges without introduc-
ing new vertices, improves efficiency with optimal memory usage.
Normal field deviation [57], which uses geometric fidelity, is two
times faster than [130] while also consuming less memory.
Distance measurement is used to compute geometric distortion,
which is combined with field deviation strategy [57] to reach
an optimal mesh decimation [117]. This method [117] maintains
an optimal trade-off among accuracy, efficiency, and memory
usage. However, there is no significant improvement in mesh
quality. The half-edge collapsing scheme was recently extended
to consider edge length during simplification for further efficient
processing [53]. This method [53] uses Euclidean distance to
ensure decimation validity. The results show that this method
performs better than previous methods [57], [58], [117] in terms of
efficiency and approximation error control. However, there is no
significant improvement in mesh quality rather than simplification.
Feature preservation is also important in mesh simplification. In
this regard, Wei and Lou [108] proposed a new approach for mesh
simplification with feature preservation via a feature sensitive
metric. However, it is slower than other quadratic error metric
(QEM) simplifications [130], which can be improved in the future.
Similarly, Cai et al. [131] used optimal geometric partition for
surface approximation. They used principle component analysis
(PCA)-based energy, which guarantees polygonal approximation
and improves efficiency by avoiding connection information dur-
ing optimization. However, the triangular approximation is lacking
optimality, which is a future challenge.
Constraint re-sampling [56] is another method that uses differ-
ent re-sampling operators (including vertex translation, vertex
removal, and vertex insertion in a feasible way) to generate high-
quality meshes. The advantage of constraint re-sampling is that
it can simplify Delaunay meshes with preservation of element
quality and elimination of obtuse angles and short edges. However,
its failure in obtuse angle elimination from complex input is its
main limitation, while it also fails in sharp feature preservation.
Dyer et al. [87] presented an algorithm for Delaunay mesh gener-
ation from a typical triangle mesh using edge-based operations.
Their method is based on non-locally Delaunay (NLD) edges.
An edge is locally Delaunay if the sum of its opposite angles
is 180o; otherwise, it is an NLD edge. Their method flips NLD
edges if the dihedral angle is zero; otherwise, they handle it with
an edge split. They also proposed a mesh decimation scheme to
simplify Delaunay triangulation (DT) to a given level of detail.
This method can generate geometry-preserving Delaunay meshes
with simplification. However, the mesh quality has no significant

improvement (e.g., the minimal angle is still < 2o). Liu et al. [105]
proposed another NLD edge refinement strategy for simplification
of Delaunay meshes using QEM [130]. Their method is simple,
easy to implement, and efficient. However, its space complexity
is O(Kn), where n is the number of vertices and K is a model-
dependent constant. Minimization of this complexity to O(n) is a
possible future work.
Recently, a differential evolution-based method (DESIMP) [104]
that gives a Delaunay mesh after its simplification was proposed.
DESIMP gives better approximation than previous methods [87],
[105] and is good for CAD and man-made models with sharp
features. However, it is limited to 2-manifold meshes, and it does
not significantly improve visual effects (see Figure 9). Further-
more, it is 10 to 100 times slower than the method proposed by
Liu et al. [105]. Ozaki et al. [109] proposed another QEM-based
method that divides large meshes into patches and then simplifies
them. The method is efficient and can handle large models;
however, parallel processing of the patches can further improve
the efficiency. Another limitation is that the size of patches is not
same, which is another future direction.
Furthermore, a CVT-based method [65] that leads to uniform
coarsening and simplification of input meshes was proposed. This
method [65] uses CVT [132] to simplify a complex mesh into a
mesh with fewer elements. The method [65] is efficient and easy
to implement with low memory requirements. However, it fails
with sharp features and adaptive meshes. An extended version of
this algorithm has already been proposed for anisotropic discrete
centroidal Voronoi diagrams (DCVDs) [33]. DCVD [33] is an
extension of the uniform CVT [65] to non-uniform and anisotropic
meshing. DCVD also simplifies a mesh into a user-given number
of elements. It is able to process complex meshes up to several
millions of triangles, but it is computationally slow.
Triangle contraction is another approach to mesh simplification;
it uses the Hausdorff distance to ensure geometric approxima-
tion [48]. Yue et al. [84] presented a method for mesh quality
improvement of CAD models that uses an edge-based operation
for vertex sampling, weighted CVT for regularity, and signal
processing modules for mesh de-noising. In addition, it has an
optimization module for vertex connectivity. This method [84] is
robust, preserves features, and avoids shape deviations. However,
it is specific to CAD models. Furthermore, the angle quality is
still very low. For example, the results still have a minimal angle
of 10.2o.
The main challenge of mesh simplification is to find an optimal
balance among accuracy, efficiency, and memory management.
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DESIMP [104] is the latest method that preserves sharp features
and gives minimal error, but its visual effects and efficiency are
still lower than those of a previous method [105]. Similarly, the
method of Liu et al. [105] also yields good visual results with
satisfactory control over the approximation error (see Figure 9).
Further investigation is required to improve efficiency, and more
semantics can be utilized to highlight important parts of the input
mesh as priority regions.

4.2 Remeshing with local modification
Local modifications change only some parts of the mesh with local
operators, such as edge flipping, edge collapsing, edge splitting,
and vertex translation [11], [58], [59], [84], [87], [93]. Figure 10
illustrates local operators and how they improve θmin.

Figure 10. Local Operators. The top and bottom rows show local regions
before and after applying local operators, respectively. In each sub-
figure, the left side shows local regions on the inner, while right shows
local regions on the boundary. The green faces are directly affected by
local operations. The yellow color represents θmin [11].

Among recent works, real-time adaptive remeshing
(RAR) [59] is an efficient method that works with local
operators. In addition to its efficiency, RAR is easy to control and
simple to implement. The efficiency of RAR makes it suitable
for real-time applications. This method uses an adaptive sizing
function to compute the edge length L(ei) for an edge ei with
vertices vs and vt at its two ends. We have

L(ei) = min{L(vs),L(vt)}, (9)

where the sizing field L(vi) is calculated for vertex vi as

L(vi) =
√

6ε/κi−3ε2, (10)

where ε is an error tolerance and κi is the maximum absolute
curvature of a vertex. An edge with an actual length shorter
than 4

5 L(ei) is collapsed, and if its actual length is longer than
4
3 L(ei), it is split. In addition to edge splitting and collapsing,
RAR attempts to optimize vertex valence through edge flipping.
Valence 6 for interior vertices and 4 for boundary vertices are
considered optimal. Furthermore, RAR translates each vertex vi to
its new position. The new position is computed using the weighted
average ci of its one-ring neighborhood with net weight ∑

N
j=1 w j

with N vertices projected onto the plane (vi, ni) as

ci =
∑

N
j=1 w jv j

∑
N
j=1 w j

,vi← ci +nnT (vi− ci). (11)

RAR is efficient and can be used in real-time applications; how-
ever, it fails to handle raw and defective input meshes, such as
molecular surface meshes. Another drawback of RAR is that the
approximation error tolerance ε is not necessarily satisfied due
to the discrete nature of curvature and computation of the sizing
field. Furthermore, it has minimal improvement in angle quality.
Recently, Cheng et al. [94] used RAR [59] as part of their method
for error-bounded remeshing. They proposed a robust and efficient

method that can remesh an input model within a given error
bound. They added new vertices during remeshing to remesh
the input while satisfying the input approximation. Although they
achieved robustness, efficiency, and error control, there are still a
few open challenges for the future. First, they added new vertices
for error bounding, increasing the mesh complexity. Secondly, like
RAR, it has no significant improvement in mesh quality, as the
minimal angle is still less than 20o. Thirdly, the method [94]
is limited to isotropic remeshing and has no theoretical proof;
therefore, extension to anisotropic meshes and theory-based study
are interesting future directions. Lastly, it can also be extended to
compatible and all-hex meshing.
Recently, Khan et al. [1] proposed a method that begins with an
initialization using RAR [59], followed by aspect ratio enhance-
ment and a cut-and-fill module to eliminate invalid regions and
small triangles. These selected regions are further improved with
edge splitting, edge collapsing, and vertex translation. This method
is capable of generating a good-quality mesh with an angle bound
of [30o, 120o]. However, its efficiency and robustness still require
improvement. Furthermore, minimizing the maximal angle up to
90o is also a future direction. In addition, it is specific to molecular
surface remeshing [1].
Explicit surface remeshing (ESR) [89] is another mesh smoothing
method that uses local operators to improve mesh quality. To deal
with models with arbitrary genus, this method uses patch-wise
parametrization. Unlike other typical remeshing methods, this
method avoids global operations and 3D mesh optimization. This
method uses local modifications; hence, it is comparatively more
efficient than other methods [133], [134]. In addition to efficiency,
this method improves the mesh quality in term of the minimal
angle and regularity, and it can handle arbitrary complex meshes.
However, ESR does not consider maximal angle improvement, and
minimal angle is also below the limit of recent methods (i.e., 30o),
with some triangles with angles of < 10o. Furthermore, area-based
smoothing methods cannot improve vertex sampling beyond the
boundaries defined by feature edges [89]. This can be considered
as a future direction. There are two possible improvements. One
is to use post-processing, which restores the feature edges after
the smoothing process using an existing approach [135]. Another
solution is to lock the feature edges during the smoothing process;
for example, the line drawing scheme [12] locks the sharp features
during remeshing.
Guo et al. [70] proposed an efficient algorithm for high-quality
remeshing of CAD models. Their main goal was to improve
efficiency without using the two approaches in typical remeshing
algorithms: parametric-based remeshing and direct remeshing in
3D space. Alternatively, this algorithm [70] uses scalable locally
injective mappings (SLIM) parametrization [136] to map different
patches of the input mesh into a 2D domain and improves this
using constrained DT (CDT). The 2D projection is mapped back
to 3D space, and the mesh regularity and angle quality are further
improved with modified global isotropic remeshing. The algorithm
is robust, with consideration of degeneracies, sharp boundaries,
and artifacts. The advantages of the algorithm are simplicity, effi-
ciency, and robustness for high-quality automatic mesh generation.
Its limitation is that there is no mechanism to handle models
with geometric errors, such as self-intersection. Zangeneh and
Ollivier-Gooch presented a method of multi-threading and parallel
processing of element-based operators, including vertex insertions
and face and edge swapping [114]. The authors concluded that the
efficiency can be improved by at least 50% for parallel execution
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on 24 threads. However, the study was mostly concerned with
efficiency; therefore, there was no significant improvement in
mesh quality. The same mechanism can be applied to high-quality
surface remeshing, such as with an angle bound of > 30o or non-
obtuse remeshing.
Dassi et al. [101] proposed a curvature adaptive mesh optimization
method for CAD models. Inspired by a previous work [137],
which embedded the surface in higher-dimensional space, the
surface is remeshed uniformly. They use surface normal and
embed the surface into higher-dimensional space R6. This directly
optimizes the mesh in 3D space and uses the embedding space
R6 for mesh size and quality evaluations. For mesh refinement,
this method uses local modification operators, including edge
flipping, edge collapsing, and vertex insertion and translation.
The method is curvature adaptive with sharp feature preservation
and gives nicely shaped meshes. However, this method does not
consider the mesh quality (such as the minimal and maximal
angles or AR) in R3. Another improvement in higher dimensional
embedding (HDE) is coupling surface reconstruction via radial
basis functions [102]. Here, the only input is an initial mesh,
taken from discrete surface data sets instead of CAD models,
like in the previous method [101]. The mesh improvements are
decided based on the target edge length. The improvement is either
simplification of input, remeshing, or a fill-in. The method gives
an acceptable trade-off between complexity and accuracy. The
main limitation of this method is the smoothing of sharp edges
for complex inputs [102].
Local operators are efficient and simple to use. They allow
different parts/regions of the model to be remeshed independently
of the remaining parts/regions. However, it is challenging to ensure
that each local operator will not affect the topology and geometry
of the input model. Sharp feature preservation is also difficult
with local operators (see Figure 11). Additional constraint and
segmentation lines [12] can preserve sharp features but degrade
the efficiency. Therefore, further research is required to minimize
the approximation error and to preserve sharp features with the
same level of efficiency, similar to that of RAR [59].

4.3 Remeshing with segmentation

Local operators (Section 4.2) may process some regions in the
mesh while keeping other regions unchanged. However, com-
pletely independent remeshing cannot be achieved. To deal with
this issue, mesh segmentation is used to subdivide the input mesh
into segments, where the segments can be remeshed independently
and then stitched back together.
There are two main categories of segmentation-based remeshing.
One category [45], [95], [118] first defines a coarse mesh (or base
mesh) over the input mesh by mesh simplification. Then, the base
mesh is mapped back to the original mesh and further subdivided
to form a semi-regular output mesh. Another category [12], [67],
[125], [138], [139], [140] starts with segmentation of the input
mesh. Then, each mesh segment is remeshed individually, and
finally, all individual segments are combined. In the following, we
summarize some state-of-the-art methods of segmentation-based
surface remeshing.
The unified subdivision method [118] approximates an arbitrary
surface by a displaced subdivision surface. In addition to sur-
face remeshing, this subdivision scheme can be used in many
other applications, including geometry compression, animation,
editing, scalability, and adaptive rendering. This scheme is simple

and efficient for evaluation of surface properties. However, this
method loses sharp features and sometime suffers from distortion
error. Mansouri and Ebrahimnezhad [95] presented an alternative
method of curvature-adapted subdivision, which achieves lower
distortion error and higher AR than the subdivision method [118].
However, the method [95] is based on semi-regular remeshing,
which cannot modify the mesh connectivity arbitrarily, causing
distortion in highly curved regions.

Figure 11. Remeshing of the lion-head model. Left: RAR method [59]
(without feature preservation). Right: With sharp feature preserva-
tion [12]. Red color shows angles < 30o.

Edwards et al. [67] used variational shape approximation
(VSA) [141] for mesh segmentation and CVT [80] for remeshing.
Many other segmentation methods are also used to define the
feature skeleton of input meshes, such as IsoChart [142], Ex-
oskeleton [143], and LiveWire [144]. Because most segmentation
algorithms use triangles as their basic primitives for clustering,
the segmentation boundaries are not smooth enough, especially
for inputs with badly-shaped triangles. Such boundaries lead to
low triangle quality in the output mesh. Peyre and Cohen [52]
proposed a geodesic extension of the Lloyd algorithm for con-
struction of geodesic centroidal tessellation. The method starts
with mesh segmentation using centroidal tessellation, followed by
refinement. This method solves some existing limitations, includ-
ing topological errors and remeshing large models. However, the
method is slow, which is a possible future improvement.
Harmonic map-based surface remeshing is another technique [99]
to obtain a high-quality mesh from an input mesh with arbitrary
complexity. It depends on the parametrization of a genus zero sur-
face mesh with a harmonic map. The authors used a cavity check
strategy to ensure one-to-one mapping. Their method outputs
higher-quality meshes compared to the convex combination map
of Floater [145]. Furthermore, the method is easy to implement,
robust, and efficient. The main drawback is its applicability to
only genus zero surfaces. For arbitrary genus surfaces, it might be
extended with further modules.
Recently, Khan et al. [12] proposed a segmentation-based method
for preservation of sharp features during surface remeshing. This
method starts with line drawing (using LiveWire [144]) over the
mesh to identify segments. After mesh segmentation, it applies
segment-based surface remeshing. The lines are used to preserve
sharp features (see Figure 11). This method is able to preserve
sharp features, but the sequential order of segment remeshing
is not efficient. Parallel remeshing of all the segments could
improve the efficiency [12]. Segmentation-based methods are able
to remesh large models in a divide-and-conquer manner. This
helps to provide a feature skeleton that reduces the approximation
error. However, boundaries between the segments are difficult to
improve. Moreover, some methods are slow due to segmentation
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time [12]. An interesting future work is the parallel remeshing of
segments to improve efficiency. We refer the reader to the survey
article [21] for more details on mesh segmentation.

4.4 Remeshing with Delaunay triangulation

Figure 12. Delaunay criterion. Left side
is Delaunay mesh, where circumcircle
of each triangle does not contain any
node. The middle and right side meshes
violate the Delaunay criterion [146].

The Delaunay
criterion [147] plays
a vital role in
mesh processing and
computation geometry.
This criterion ensures
the empty sphere/circle
property, which means
that the circumscribed circle/sphere of any triangle/tetrahedron
in a mesh will have no node inside it (see Figure 12) [15].
Insertion algorithms insert new points into a DT while keeping
the Delaunay criterion [148]. Triangle removal is another
strategy [106] for constructing DT while handling noise and sharp
features. Sink-insertion [122] can be used to improve efficiency
while maintaining the mesh quality of DT.
Chen et al. [149] proposed optimal DT (ODT). They use
several local mesh smoothing and global mesh optimization
schemes based on minimizing energies related to a weighted
interpolation error. Although this method can produce well-
shaped triangulations with considerably high quality, it still
cannot guarantee that all bad triangles are eliminated from
the mesh. Furthermore, because it does not modify the local
connections, if the initial triangulation is not regular enough, the
results will be poor. Similarly, weighted triangulation [150] is
another approach; it is equipped with a scalar weight per vertex,
and it generalizes the DT to surface meshes. This approach
uses the limited memory Broyden-Fletcher-Goldfarb-Shanno
(L-BFGS) method [151] to optimize vertex positions for well-
centered triangulation. The approach is efficient, robust, and
can generate well-centered meshes, self-supporting surfaces,
and sphere packing. However, it is more general to geometric
processing rather than specific to remeshing; therefore, it is
missing other mesh quality considerations.
Cheng et al. [40] proposed another method for the sampling
and triangulating smooth surfaces. This method ensures bounded
aspect ratio, size optimization, and smoothness of the output
mesh. The main advantage of this method is that it does not
need to compute local feature sizes to generate sample points,
which was a major bottleneck in previous methods [152], [153],
[154]. The cost of critical point computations is the limitation of
the algorithm. The off-center method [54] is another Delaunay
refinement scheme that generates size-optimal meshes with
guaranteed quality. It has the same level of guarantee as Ruppert’s
method [155]. The advantage of the off-center method [54] is that
it inserts fewer Steiner points than other methods. For example,
for a minimal angle of 20o, the off-center method inserts 40%
fewer Steiner points than circumcenter insertion algorithms [55].
However, this method is limited to the 2D domain only.
Efficient DT [85] is another method for refinement of DT in
optimal time. For Steiner points, this method adopts the off-center
method [54]. However, this method [85] avoids computing very
skinny Delaunay triangles, and instead it uses a scaffold quadtree
structure to compute, locate, and insert the off-center Steiner
points in an efficient manner. In this way, the time-optimality is
enhanced. However, it is still limited to the 2D domain.

Chen et al. [10] proposed a GPU-based algorithm for 2D
Delaunay refinement. They insert Steiner points as input to
a planar straight line graph (PSLG) to generate a constraint
DT with minimal angle improvement up to a given threshold.
The method is efficient, robust, and controls the degeneracy.
However, for some models, such as synthetic data, the speed
is not satisfactory. Boubekeur and Schlick previously used the
GPU for adaptive mesh refinement [156]. This method uses the
CPU for global operations (such as depth tagging for vertex
attribute) and the GPU for local fast refinement. Though there is
no specific consideration of mesh quality, this method is flexible
with access to adaptive level of detail, allows crack-free adaptive
multi-resolution mesh refinement, and uses single-pass vertex
tessellation. Therefore, the method [156] can be used to achieve
efficiency in recent high-quality meshing algorithms.
Sparse Voronoi refinement (SVR) [123] is another work that
maintains the Delaunay criterion and an optimal radius-edge ratio
throughout the remeshing process. SVR keeps the degree of most
vertices constant, thereby achieving a constant processing time.
However, SVR is still slow because it works sequentially. This
issue has been solved by another variation of DT refinement
called parallel SVR [9], which is an extension SVR [123]. Parallel
SVR [9] improves efficiency by parallel instead of sequential
processing. Parallel SVR also considers feature preservation.
However, there is no specific attempt towards mesh quality
improvement, such as minimal/maximal angle, and valence
optimization.
Ma et al. [68] used the uniformization concept via dynamic
discrete Yamabe flow and Delaunay refinement that can handle
complex models without any partitioning. This method converts
the 3D surface into a 2D plane, making it independent of
dimensions. Furthermore, it is robust with a theoretical proof.
Experimental results revealed a significant improvement in
mesh quality and a minimal angle above 30o. However, there
is no consideration of the maximal angle and sharp features. A
similar parametrization-based method that also uses DT for mesh
refinement was recently proposed by Su et al. [107].
Similarly, maximal Poisson disk sampling (MPS) [72] was used
for surface remeshing generalized from a 2D algorithm [157]. This
study [72] considered maximal Poisson-disk sets with variable
radii and their geometric analysis. An algorithm was proposed
for gap detection considering dynamic updates with changes in
radii or disk insertion/deletion/movement. Gaps were updated in
the context of regular triangulations and the power diagram [72].
The results reveal that the mesh quality (2D mesh and surface
mesh) is improved in terms of minimal angles, maximal angles,
vertices regularity, triangle quality, and other quality metrics. The
main limitations of the method are that it fails to deal with sharp
features and self-intersections. These issues were addressed in
a later study [71]. Yan et al. [78] generalized the MPS method
to unbiased isosurface sampling and meshing. However, it is not
efficient and fails with thin features. Guo et al. [71] used MPS
for surface remeshing to improve quality with consideration of
efficiency and memory usage. Unlike previous methods [72], this
one can handle sharp features and self-intersections. However,
the input model must have connectivity information, as it fails
to handle triangle soups and noisy data. This is an open future
challenge.
Boltcheva et al. [119] proposed a feature-preserved DT method for
multi-material 3D segmented images. It detects corners and edges
in input images. These corners and edges are used as constraints
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for DT in the next step. The method is efficient enough to be
used for realistic visualization. However, the method is limited
to meshes generated from segmented images, and extending it
to generic surface remeshing is a future consideration. DT also
works for compatible meshing [90], [91].
DT-based methods are easy to implement with a strong theoretical
baseline. They have been used in many surface remeshing
methods. However, in some cases, their efficiency is not
sufficient, while in other cases, DT methods fail to preserve sharp
features. Furthermore, these methods often fail with noisy data
and defective inputs or require special care to handle such defects.
A number of methods are available for significant improvement
in DT given additional special care. For example, MPS [71] can
be improved in efficiency and memory management, whereas
suboptimal DT [92] can preserve sharp features. The GPU
implementation of DT [10] is a recent attempt towards efficiency
enhancement. Efficient DT [85] is in an optimal method for 2D
DT that can be extended to surface remeshing.

4.5 Remeshing with advancing-front

Figure 13. Advancing-front strategy.
Left: Placing a new node. Middle: Con-
necting the new node with the front.
Right: Adapting the front [146].

Figure 13 illustrates
the process of mesh
generation with the
advancing-front method.
This method starts
with an un-meshed
domain front, meshing
it element-by-element,
and connecting new elements with a mesh in a sequential order.
The process is repeated until all elements are connected with
the mesh [158]. This method was introduced for the first time in
1971 [159]. Researchers have used the advancing-front method
for different mesh processing objectives. It uses the metric map to
handle changes in parametrization of the surface [160].
Schreiner et al. [100] used the advancing-front method for a
complete mesh as well as to remesh some portions locally.
Their method is efficient and suitable for real-time applications.
However, the approximation error for some meshes is higher
than the theoretical bound. Similarly, other methods [103], [161],
[162], [163] have also used advancing-front for surface remeshing.
The advancing-front method is comparatively more robust in
extremely anisotropic elements, such as in fluid mechanics
applications [148].
Dietrich et al. [38] proposed a method called marching cubes
using edge transformations (Macet). Macet eliminates poor-
quality triangles by edge transformation in MC [164]. The edge
transformation is performed such that the geometry of the input
mesh is preserved. Macet is simple, fast, open source, and able
to eliminate poor-quality elements. The main limitation of Macet
is that it is not applicable to sharp corners and adaptive versions
of MC [165], [166], which is highlighted as a future research
direction.
The loss of important details in surface mesh generation is
another issue with previous methods, such as marching cube
(MC) [164]. Schreiner et al. [103] proposed an algorithm to
solve this issue. They generated triangular surface meshes from
regular and irregular volumetric data in an advancing-front
manner. They extended a previous advancing-front method [100]
to design a new algorithm for isosurface generation. Triangle
quality, adaptivity, fidelity, and direct downstream applicability

of the mesh were the key meshing objectives. Generalization for
processing gigantic data and to give triangle shape guarantees for
the meshes generated by the algorithm [103] are the highlighted
future directions.
Liu et al. [39] proposed a new method for triangulation of implicit
surfaces. The algorithm starts by uniformly sampling the implicit
surface, followed by reconstruction of triangular meshes from the
sample points using the ball pivoting algorithm (BPA). A 1-to-4
subdivision approach is then applied to obtain a high-quality
implicit surface mesh. The main advantages of this method [39]
are as follows: (1) The method works for algebraic surfaces and
dynamic implicit surfaces. (2) The generated triangles are close
to equilateral triangles. (3) A user-defined resolution is used to
approximate the implicit surface. (4) The LOD representation
of an implicit surface is taken automatically. The experimental
results are shown with simple models, and it is not clear how this
method will work with complex models and sharp edges.
In 2013, Lo [79] proposed a dynamic grid scheme for adaptive
meshing with the advancing-front method. This method [79]
reduces search time over the generation front by partitioning the
domain. Experimental results revealed that the efficiency can be
improved fivefold with the use of a partition grid compared to
other conventional methods (those without a background grid).
The limitation of this method is that it is limited to the 2D
domain; therefore, it is a future direction to extend it to surface
meshes and higher dimensions. The main focus is on efficiency,
and the mesh quality has not yet been properly considered.
The advancing-front method is robust and able to generate well-
shaped and geometry-aware meshes of different types including
triangular, quadrilateral, tetrahedral, and hexahedral. However, the
main problem with these methods is low efficiency. Specifically,
handling a large mesh and ensuring avoidance of self-intersection
are time-consuming [79]. Local region processing [100] can
improve the efficiency, but it fails to control the approximation
errors. An extension of Macet [38] to handle sharp features
and adaptive density [165], [166] can be considered as a future
work. In summary, the advancing-front method is good for mesh
generation. However, for surface remeshing, it fails to find an
optimal balance between efficiency and approximation error.

4.6 Laplacian smoothing

Figure 14. Example of Laplacian
smoothing [110].

Laplacian smoothing [167],
[168], [169] is a well-known
and the simplest method for
mesh smoothing; it moves
each vertex to the central
position of its neighbors. A
simple example is shown in
Figure 14. Here, the new position pi of a free vertex vi is calculated
as the mean of all of its neighbors’ positions q1, q2, q3, ..., qn:

pi =
1
n

n−1

∑
j=0

q j, (12)

where n is the number of vertices adjacent to vi.

Although the Laplacian method is attractive for its simplicity, it
is not guaranteed to converge, and often only the first few sweeps
are beneficial. Furthermore, it can produce inverted elements (i.e.,
negatively signed area for triangles) [167]. Some of these issues
have been addressed in later research on Laplacian smoothing.
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Another variation of Laplacian smoothing uses weighted Lapla-
cian and discrete mean curvature normal [75]. The weighted
Laplacian [75] is an efficient method that improves mesh quality
with feature preservations. However, the weight and feature selec-
tion are set manually. Automatic feature selection could further
improve its efficiency.
Vollmer et al. [110] addressed the issue of deformation and
shrinkage. Unlike the Laplacian method [167], this method [110]
has a better preservation of shape and size of the input model.
The algorithm [110] is faster than the Laplacian method while
achieving the same degree of smoothing. It can be applied to noisy
point sets or meshes. However, it cannot significantly improve
mesh quality. Another aspect is GPU implementation [111] to
improve the efficiency of the Laplacian method.
Similarly, Liu et al. [112] proposed a global optimization scheme
that works with both a global Laplacian operator for mesh fairing
and constraints to ensure mesh fidelity. The target applications
for this global optimization are noisy mesh smoothing, improving
a simplified mesh, and subdivision connectivity-based geometric
modeling. Although global optimization is slower, this method
is still efficient in that it is non-iterative. It smooths the mesh
without any shrinkage or distortion. However, there is neither
any quantitative improvements for mesh quality nor thresholds
(such as minimal and maximal angle or error-bound) to ensure
mesh quality. Furthermore, Chen et al. [98] proposed an improved
version of the Laplacian algorithm. This method checks feature
nodes, and the mesh is optimized with a quadratic penalty scheme
that handles the issues of shrinkage and inverted elements. How-
ever, this method fails for complex surface meshes. Furthermore,
there is very little improvement in mesh quality.
ISO2mesh [62] is a free MATLAB/Octave-based toolbox used for
mesh generation and processing. It is used to create a tetrahedral
mesh from a surface mesh, 3D binary, and gray-scale volumetric
images, such as segmented MRI/CT scans. ISO2mesh is also
used for mesh smoothing [1], [63], but it fails to handle self-
intersecting triangle pairs and small-angle triangles. SMOPT [63]
is another improvement of Laplacian smoothing that improves
the mesh quality with elimination of redundant vertices and self-
intersecting faces from raw molecular surface meshes generated
by TMSmesh [170]. The improved Laplacian smoothing used by
SMOPT is given in Equation (13).

p′ = (1−β )qi +
β

Ni

Ni

∑
j=1

q j, (13)

where β ∈ [0, 1] is a metric to control the rate of smoothing, p′ is
the new position of a vertex, Ni is the number of vertices in one
ring, and q j represents the position of the jth adjacent vertex in the
one-ring of the ith vertex. SMOPT’s results show a significant im-
provement in mesh quality. There still exist very small angles that
destroy the quality of triangles. The main drawback of SMOPT is
that the mesh quality, including the minimal and maximal angles
and other quality metrics, are still very low. For example, in some
cases, the minimal angle is less than 1o.
Laplacian-based methods are simple and easy to implement. These
methods give good results with few iterations. However, higher
approximation error has been reported, especially in the case
of more iterations, and sometimes inverted elements are intro-
duced [167]. Topology distortion, deformation, and shrinkage are
its other limitations. Similarly, feature preservation also requires
special care [75].

4.7 Remeshing with optimization

Optimization-based methods are available with either local op-
erations [59], [135], [171], [172] or global energy minimization.
The global optimization approaches can be further classified as
parametrization-based [76], [173], [174], [175], [176], [177],
discrete clustering [33], and direct 3D optimization [30], [66],
[80], [81], [86], [88], [178], [179].
The Taubin method [180] uses a signal processing approach that
combines two Laplace-like filters, one with positive weight and
another with negative weight. It finds new position p′ for each
vertex calculated from previous position p in (14):

p′ = p+λ

n

∑
j=1

ω(q j− p), (14)

where ω is the weighting factor, which is commonly given as
ω = 1

n · λ . The weighting factor is dynamically replaced with
another factor µ = −(λ + ε), where ε = 0.02 is a small value.
ε is used to set the value of µ to be slightly smaller than −λ . λ

and µ are alternatively applied for backwards translation [180].
The Taubin method [180] provides a significant improvement,
even for complex meshes. However, there is no specific threshold
for mesh quality, such as minimal and maximal angles. Xing et
al. [124] introduced a semi-automatic algorithm, where users set
the front-view of the input model manually, which is used for
mesh extraction by gaining five more orientations automatically.
They used parallel remeshing to achieve efficiency and extract
perceptual features (from the input model’s image) to control the
geometric error. One possible future direction is to fully automate
this algorithm [124].
Hierarchical Poisson Disk sampling multi-triangulation (HPDS-
MT) [36] combines HPDS and MT. The key objective is to
generate a high-quality adaptive mesh. High accuracy, theoretical
guarantee, and topology preservation are the advantages of HPDS-
MT. Its results [36] show a minimal angle of > 30o and maximal
angle of < 120o. The mesh’s geometry is preserved by approxi-
mating the distribution of the Poisson disk radii over the surface.
This method [36] works for meshes with an empty boundary, and
representation of a surface with a boundary is a future work.
ODT [181] minimizes the interpolation error of DT with the
same number of vertices. Chen and Xu introduced ODT in a
previous research [182]. Their method [181] improves DT by
considering interpolation error as mesh quality, and it translates
vertices to their new positions to reduce interpolation error. Several
mesh smoothing schemes have been used in ODT, including
Laplacian smoothing as a special case. ODT is applicable to both
isotropic and anisotropic cases. ODT gives better results than
Laplacian and CVT in terms of efficiency, triangulation shape,
and interpolation error. ODT improves the quality dramatically in
a simple and efficient manner. However, if the initial triangulation
is irregular, it will give poor results as there is no mechanism for
modification of the local connections. The method is also limited
to the 2D domain, but it was extended to surface meshing in later
research [88], [149].
Chen and Holst proposed various smoothing approaches (local
and global) with ODT and centroidal patch triangulation (CPT),
applicable in both isotropic and anisotropic cases [149]. CPT is
triangulation in which each vertex is the centroid of a patch with
respect to the assigned density. This method [149] has similar
remeshing objectives to a previous 2D method [181], with a few
improvements, including non-uniform density function, avoiding
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degeneration of elements near the boundary, global mesh opti-
mization, and 3D numerical results. The authors plan to combine
3D mesh optimization and surface mesh optimization in future.
Chen et al. [88] generalized the CPT method to surface meshes.
They proposed a parametrization-free method for constrained cen-
troidal Delaunay meshing. They used a vertex relocation strategy,
which computes a new position for each vertex as the centroid of
the 1-ring neighborhood. They generalized CPT [149] from the
2D domain to surface meshes. This method is efficient in that
it is parametrization-free and avoids geodesic information. The
output mesh is well-shaped and of considerable quality. However,
further improvement in the mesh quality is desired; for example,
the minimal angle is still < 20o in some cases. Furthermore, there
is no theoretical proof of the optimization scheme.
Ruiz-Girones et al. [73] proposed an algorithm to optimize a
curved high-order mesh with optimal balance between mesh
quality and geometric approximation. This method [73] combines
two objective functions: element quality and L2-disparity. These
objective functions are optimized with a penalty method to achieve
the desired balance between mesh quality and geometric approxi-
mation. The final mesh is non-interpolative, making it more accu-
rate. The main drawback is that it generates ill-conditioned Hes-
sian matrices when the penalty parameter increases, which may
reduce the mesh quality. Farthest-point optimization (FPO) [183]
uniformly distributes the points in the plane with optimal blue
noise properties. Yan et al. [77] generalized FPO to non-uniform
sampling and blue-noise remeshing. Non-uniform FPO [77] is a
simple yet efficient method. However, it fails with noisy meshes.
A point insertion method (PIM) [5] was recently proposed for
obtuse triangle removal and minimal angle improvement. PIM
improves the surface mesh to an angle bound of [30o, 90o] while
also improving quality measurements such as efficiency, valence
optimization, and feature preservation. It splits the long edge of
obtuse angles and then flips an edge near the new vertex (the
vertex created with the edge split) for valence optimization. Later,
smoothing and other operations are also applied for further quality
improvement. Figure 19 compares different methods, demonstrat-
ing that PIM is the only method to eliminate all obtuse angles
from the input mesh. It can handle complex models and near sharp
edges that other previous methods [30] fail to remesh. However,
for more complex meshes, such as molecular meshes [1], the PIM
method [5] may not succeed to eliminate all obtuse angles. There-
fore, non-obtuse remeshing for molecular meshes is an interesting
future direction. Furthermore, GPU implementation [184] and an
extension to anisotropic remeshing are also interesting directions
for future research.
Field-based methods: The field-aligned method starts with de-
signing a frame field to guide the interior and boundary lay-
out of the parametrization. Mesh generation and parametrization
are consecutively performed in alignment with the given frame
field [185]. In this context, Jakob et al. [97] proposed a field-
aligned meshing method for isotropic triangular/quad-dominant
remeshing with a local smoothing operator and sharp features
control. However, the approximation error and element quality
saw no significant improvements. Lai et al. [127] proposed an
automatic N-RoSy field design scheme for arbitrary surfaces. The
method [127] gives the user full control over the singularities
(with global constraints) and the iterations. This method reduces
the complexity of the design via the flat cone metric. It aims
to simplify the Riemannian metric. The main drawback is that
the computation of the flat cone metric is based on Ricci flow.

Furthermore, it is a nonlinear method, making it slower than linear
methods.
In addition to previous studies [97], [127], [185], a recent arti-
cle [186] proposed a hex-dominant mesh generation with a field-
aligned strategy. Field-aligned methods can generate high-quality
isotropic and anisotropic tetrahedral meshes [187]. These methods
are closely related to anisotropic remeshing. Some methods [82],
[83] focus on Riemannian distance, while others [60], [97] focus
on the control of direction.
Optimization-based methods attempt to minimize the energy and
provide an optimal balance between interpolation error, mesh
complexity, and other quality metrics. ODT [181] and its improved
version [149] are among the significant methods for mesh opti-
mization. The error-bounded meshing proposed by Hu et al. [11]
gives better results by providing an optimal balance between
geometric error, mesh complexity, and element quality. Similarly,
among recent studies, non-obtuse remeshing methods [5], [30]
also give significant improvements in mesh quality. The general-
ization of these methods to complex and defective meshes, such as
molecular surface meshes, is still challenging and may be a future
research direction.

4.8 Centroidal Voronoi tessellation (CVT)

Figure 15. DT (dotted lines)
and corresponding CVT (solid
lines) [188].

CVT [132] makes a great con-
tribution to surface remeshing.
The Voronoi diagram (Voronoi
tessellation) and DT are very
closely related (see Figure 15);
a Voronoi tessellation is called
CVT when the generating point
of each Voronoi cell is also its
mean (center of mass). For uni-
form CVT, the density ρ(x) is
kept constant [132]. Figure 16 shows CVT from 10 random points.
CVT of n distinct vertices (seeds) V = {vi}n

i=1 in R3 is a special
type of Voronoi diagram (VD) that minimizes the following energy
function:

FCV T (V ) =
n

∑
i=1

∫
Ω

ρ(v)‖v− vi‖2dσ , (15)

where Ωi = {v ∈ R3 |‖v− vi‖ ≤ ‖v− v j‖,∀ j 6= i } is the Voronoi
cell of vertex vi, and ρ(v) ≥ 0 is a density function defined over
the domain. In CVT, each vertex vi coincides with v∗i , the mass
center of its Voronoi region Ωi, which is defined as

v∗i =

∫
Ωi

ρ(v)vdσ∫
Ωi

ρ(v)dσ
. (16)

The Lloyd method [189] and quasi-Newton-like solver optimiza-
tion [31] are the most popular implementations of CVT. The
Lloyd method [189] is very straightforward; it moves each ver-
tex to the centroid of the corresponding Voronoi cell. Newton
optimization [31] uses a quasi-Newton-like solver, such as L-
BFGS [151], [190]. The Lloyd method [189] is slower, with
linear convergence, compared to Newton optimization [31], with
quadratic convergence. Figure 17 shows an analysis of the rates
of convergence of the Lloyd and L-BFGS (Newton optimization)
methods. Although CVT is a well-known method, it is still not
sufficient for mesh quality improvement such as to eliminate all
obtuse angles, especially in adaptive density meshes.
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Figure 16. CVT example. Left: VD with 10 random points. The dots are
the Voronoi generators, and the circles are the centroids of the Voronoi
cells. Right: Corresponding CVT [132].

Figure 17. Comparison of rate of convergence between Lloyd [189] and
L-BFGS (Newton optimization) [31] methods: Bimba model with 5000
sites [66].

CVT extensions: A number of methods have used/improved the
CVT energy computation for various surface remeshing methods,
and a few of them are discussed here. Yan et al. [30] improved
the CVT energy function by adding a penalty term to avoid short
edges that cause obtuse triangles (see Figure 18). In this way, they
proposed a new CVT-based method for quality surface remeshing,
avoiding small and obtuse angles. The improved energy function
is given in Equations (17) and (18). The angle bound is [30o, 90o],
and the vertex regularity for V567% is near to 100. However,
it fails with models having sharp edges or noise. It also fails
to eliminate all obtuse triangles in complex models. A recent
method [5] that can be used directly or as post-processing with
other methods (such as CVT) solves these limitations (as described
in Section 4.7). We have

F(V ) = FCV T (V )+λR(V ), (17)

where
R(V ) =

n

∑
i=1
|| ∑
(vi,v j)∈RDT

wi, j(vi− v j)||2 (18)

is the penalty term used to avoid short Voronoi edges. Further-
more, wi, j =

||(vi,v j)||
||dual(vi,v j)||+ε

, where ε is a small value for avoiding a
zero denominator. Here, (vi,v j) is a triangle edge, and dual(vi,v j)
is its dual (i.e., Voronoi edge) [30]. This method gives a significant
improvement in the mesh quality, but for complex models and
sharp features, the results are not satisfactory (see Figure 19).

Du et al. [191] proposed constraint centroidal Voronoi tessel-

Figure 18. Illustration of short edges and obtuse angles. Left: Short
Voronoi edge (white color) and its relation with an obtuse triangle (red
color). The largest edge of the obtuse triangle is dual to the short Voronoi
edge [30]. Right: CVT optimized VD and short Voronoi edges. Red color
shows the Voronoi cells incident to an edge shorter than 5% of the given
threshold length of a Voronoi edge [121].

lation (CCVT) on a surface, which is given as

FCCV T (V ) =
n

∑
i=1

∫
Ri

ρ(v)‖v− vi‖2dσ . (19)

In CCVT, each vertex vi ∈ M is the constrained centroid of Ri,
which is defined as

v∗i = argminy∈M

∫
Ri

ρ(v)‖y− v‖2dσ . (20)

CCVT performs better than other previous methods [192]; how-
ever, the local minimum problem of the energy function is an open
challenge. Similar to a previous CCVT method [191], Nguyen et
al. [34] proposed two CVT variants for a general planar domain.
They use an extended domain Ωε instead of the domain Ω itself
for computing the centroids. The extended domain Ωε avoids
centroids to be located near the boundary. Furthermore, their
study [34] presented several quality metrics for uniform grids.
However, the study was limited to the planar domain only.
Yan et al. [80] presented another CVT-based method for comput-
ing the exact restricted VD by using an efficient quasi-Newton
method. This method is efficient, robust, and can remesh large
models. However, the computation of an exact restricted VD in
each iteration is time consuming. Another limitation is the lack
of termination guarantees for more complex models. Recently, Du
et al. [60] further extended their model to CVT for field-aligned
surface remeshing (see Equations (21) and (22)). We have

F2(V ) = FCV T (V )+λE2(V ), (21)

E2(V ) =
n

∑
i=1

∑
j∈N(i)

wi j ·Di j, (22)

where Di j represents directional distance of edge ei j, N(i) repre-
sents the set of its adjacent points, and wi j represents its weight.
This method shows a significant improvement in meshing quality
over CVT and other state-of-the-art methods. However, due to the
conflict of density function and field alignment constraints, the
adaptive remeshing results are inferior to those of CVT [80]. Field
interpolation is also time-consuming in this method.
Khan et al. [3] applied the point insertion method to the local
region around each obtuse angle to remove obtuse angles and
then applied CVT and other smoothing operations to achieve a
high-quality mesh with an angle bound of [30o, 90o]. However,
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Figure 19. Comparison of different remeshing approaches. The input David’s head model (60k vertices and 120k triangles) is remeshed with
approximately 60k faces using each method. From left to right are the results of MPS [72], RAR [59], minimal angle improvement (MAI) [11],
CVT [80], non-obtuse remeshing (NOB) [30], and PIM by Wang et al. [5]. Note that PIM [5] is the only one that completely removed the obtuse
triangles colored in pink. Here, #obt indicates the number of obtuse triangles after remeshing. This figure is taken from the article [172].

this method is limited to 2D mesh generation. Lp CVT [96] is a
feature-sensitive CVT that injects normal anisotropy into the CVT
energy function. Lp CVT is a generalization of CVT to anisotropic
and quad/hex-dominant meshing. The method is able to preserve
sharp features during remeshing. However, it fails in complex and
defective models. For example, it misses triangles when there are
gaps in the input model.
Edwards et al. [67] proposed another variation of CVT called
k-CVT, which divides the input mesh into segments for segment-
wise remeshing. The method is independent of local feature size
and can achieve topological correctness in all flat regions. Al-
though this method outperforms several CVT methods, especially
in terms of error control and high-quality remeshing with fewer
points, the mesh quality is still very low. For example, in some
models, the minimal angle is below 10o. Feature preservation is
also not considered. A recent study [193] extended CVT to a
practical and efficient resampling method for point cloud datasets.
The method [193] is robust and efficient; however, it fails to
preserve sharp features. Alliez et al. [120] proposed a method
for isotropic remeshing. This method specifies a density function
over the surface, which is partitioned into samples of the same or
near to the same density. It uses weighted CVT [132], where the
calculated density is used as weighting. The main limitation of
this method is the sampling of genus > 0 surfaces. This issue can
be solved by avoiding the global parametrization in [174].
Similarly, You et al. [69] proposed an adaptive meshing framework
that generates meshes for heterogeneous materials. It uses a spe-
cific density function depending on the heterogeneity of material
and material variations. Finally, CVT and mesh subdivision are
applied. Experimental results show that this method is able to deal
with complex heterogeneous materials models, minimize mesh
complexity, and generate high-quality meshes for heterogeneous
materials by maintaining a balance between accuracy and mesh
complexity. However, it is limited to only 2D heterogeneous
objects; it can be extended to 3D in the future.
Rong et al. [113] extended CVT from Euclidean space to spherical
and hyperbolic space. They defined CVT energy functions in
these spaces and provided their theoretical proofs. The study [113]
revealed the convergence of the Lloyd algorithm in spherical and
hyperbolic spaces. The results show that spherical and hyperbolic
CVTs have the same properties as Euclidean CVT. Furthermore, it
combines spherical and hyperbolic CVTs into a single framework
and applied uniform partitions and achieved high-quality remesh-
ing for surfaces with arbitrary genus. However, the method is slow
because it computes the VD on the universal covering space with

all points, including initial sites and the points in their neighbor
domains. GPU-assisted CVT [61] is another variation that con-
siders efficiency. Nguyen et al. [34] conducted a comparison of
several CVT-based methods with different quality metrics.
Hu and Zhang [140] used CVT-based hexahedral mesh gen-
eration for automatic polycube construction. Similarly, Hu et
al. [139] used CVT for segmentation-based remeshing of tetrahe-
dral/hexahedral meshes. These methods [139], [140] are used for
tetrahedral/hexahedral meshes, and their extension to high-quality
surface remeshing is an interesting future direction. The optimized
VD [121] is a 2D CVT-based method that removes short edges
(which are the main cause of numerical instabilities). It attempts to
minimize the distance between the circumcenter and in-center of
a triangle. However, the OVD method is not considerably accurate
in approximation. CVT has also been generalized for anisotropic
meshes, called anisotropic CVT (ACVT) [126], [128], [194].
The two most popular implementations of CVT are the Lloyd
method [189] and Newton optimization [31]. Newton optimization
is more efficient than the Lloyd method (see Figure 17). The CVT
energy function has been extended with additional modules in
various surface remeshing methods. There are a number of CVT-
based methods [3], [69] in 2D that can be extended to surface
meshes. Other methods are limited to specific applications [43],
[193] and can be generalized in the future. Efficiency improvement
is also a future direction for various CVT implementations [113],
[120]. VoroCrust [74] is another recent and powerful imple-
mentation for Voronoi meshing that can robustly handle meshes
with arbitrary curved boundaries and sharp features. CVT-based
methods have also been used in anisotropic meshing [126]. Further
research is required for anisotropic CVT to deal with highly
anisotropic regions.
Geodesic-based remeshing: Geodesic-based remeshing [52],
[66], [86], [144], [195], [196], [197] is also an extension of CVT.
This method compute geodesic distance for quality improvement;
however, it is slow due to geodesic path computation during the
remeshing process.
Wang et al. [66] proposed two intrinsic algorithms to compute the
center of mass for any geodesic VD efficiently. The first method
is based on the Lloyd iterations, where the Riemannian center and
center of mass of any GVD are computed and the corresponding
point (seed/generator) is translated. The second is the L-BFGS
method, which improves the efficiency of intrinsic CVT (see
Figure 17). Unlike previous CVT methods, this method [66] is
independent from the embedding space and does not require global
parametrization; therefore, it can work with complex models.
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However, there is no significant improvement in quality. For
example, the minimal angle is smaller than 30o.
Fu and Zhou [86] extended the 2D Poisson disk sampling
method [198] for surface remeshing with consideration of
geodesic distance as a distance metric and the Lloyd relaxation
for smoothing sampling points. The method gave a significant
improvement in the minimal angle and vertex regularity. However,
due to geodesic isoline computation, this method is not efficient.
Liu et al. [81] used manifold differential evolution (MDE) for
computing globally optimal geodesic CVT. However, the method
is slow due to geodesic computation. Further CVT-based meth-
ods [33], [65], [84], [199] are discussed in Sections 3 and 4.2.

4.9 Anisotropic surface remeshing

Anisotropic surface remeshing is typically found with different
meshing goals from isotropic meshes. However, in some cases,
similar meshing goals are also achieved via different approaches
in both categories. For example, non-obtuse remeshing in both
anisotropic [43], [44] and isotropic remeshing [3], [5], [30]
have similar goals. Isotropic meshing generally focuses on reg-
ular face shape, i.e., equilateral triangles and optimal vertex
valence, whereas anisotropic meshing is adaptive to local surface
anisotropy [44]. Unlike isotropic Euclidean metrics, anisotropic
meshes are typically defined with some anisotropic metrics, such
as Riemannian metrics (either specified by users or from surface
curvature tensors) [82], [200], [201]. The evaluation of mesh
quality in the anisotropic case requires triangles to be transformed
back to Euclidean space by the local Riemannian metric at each
triangle. The anisotropy of these meshes is typically related to the
optimal approximation of a given surface [202], [203]. Anisotropic
remeshing is related to field-aligned remeshing, but they are
not exactly the same. Field-alignment includes the alignment of
both Riemannian distances and directions. The control of both
Riemannian distances and directions can provide better quality for
anisotropic triangular meshing [187].
In its early years, local connectivity and optimization of the
vertices [204] were used for anisotropic meshing, but these meth-
ods were not efficient. In later years, anisotropic meshing was
given its own implementations of well-known methods, such as
CVT [126], particle-based optimization [83], DT [128], [197],
[205], ODT [129], and discrete VD [33], [41]. ACVT [126] is an
anisotropic extension of the Lloyd [189] method that uses a given
Riemann metric to handle the anisotropy. Further investigation is
required in various directions, including efficiency, application to
numerical PDEs, and theoretical study of the duality of ACVT and
anisotropic DT. Particle-based optimization [83] gives a metric-
adapted mesh from a given input mesh and specified number of
vertices. Here, the anisotropic space is mapped to an embedding
space (i.e., a higher-dimensional isotropic space) [206] and then
mapped back to the original space after processing. The process-
ing includes uniform sampling and optimization with the quasi-
Newton algorithm [31]. Although it gives better results than other
previous methods, its efficiency and approximation still require
further improvement. Anisotropic VD [41] is another work as an
extension of the weighted VD to ensure high-quality anisotropic
meshing.
Anisotropic ODT [82], [129] is a generalization of CVT that
employs first-type Bregman diagrams [207]. It refines anisotropic
meshes with controllable density and small approximation error.
However, this anisotropic ODT [129] fails to handle the possible

conflict between anisotropy and local geometry, i.e., to generate
a well-adapted mesh with anisotropy. Fu et al. [82] previously
addressed this issue by preventing further refinement if the edge
length in the local metric of the anisotropic meshes becomes
too small. However, this cannot conform to the Hessian matrix
of the input function. Furthermore, even if this method [82] is
efficient and can be bound to geometric error when the anisotropy
is derived from the curvature, it still fails to achieve the desired
geometric approximation if the anisotropy is otherwise specified
(i.e., not related to the domain’s curvature).
Furthermore, Delaunay refinements [128], [200] utilize local ver-
tices’ connectivity, which is derived from the Delaunay criterion.
However, this requires a significant number of refinement oper-
ations. Anisotropic DT [128] is a simple and generic algorithm
that can handle various types of meshes with complex shapes and
anisotropic metric fields. However, it may fail to preserve sharp
features. Zhong et al. [76] used a global conformal parametrization
on a surface with simple topology, followed by remeshing with
CVT in 2D. This is an extension of isotropic CVT [113], [208] to
ACVT. The CVT is computed in a 2D parametric domain, which
makes it efficient. However, this method may lead to an illegal
triangulation if the input mesh density is not sufficient to catchup
the desired anisotropic metric. This causes failure of the conformal
embedding formulation.
A hexagonal Minkowski metric was used to define an anisotropic
CVT, which significantly reduced the number of obtuse trian-
gles [43] . However, it is very slow and cannot eliminate all
obtuse triangles. A recent method [44] addressed this issue and
can efficiently eliminate all obtuse triangles. It is a generic method,
i.e., not specific to a certain type of anisotropic mesh. However,
face anisotropy is difficult to maintain and evaluate after applying
this method. Perhaps this method [44] works better than all
previous methods for angle improvement in anisotropic meshing.
Mapping the input mesh to high-dimensional space [209] is an-
other approach to anisotropic meshing. Recently, Zhong et al. [32]
proposed an algorithm that computes anisotropic VDs. It computes
Euclidean embedding without any self-intersection used for VDs
and conducts remeshing with Riemannian metrics. Being the latest
work and a pioneering algorithm towards self-intersection-free
Euclidean embedding [32], it has several advantages over pre-
vious anisotropic meshing methods. Further work could possibly
robustly deal with discontinuities in the input metric.

5 RECENT ADVANCES IN REMESHING OBJECTIVES

In this section, we summarize various surface remeshing objec-
tives, recent achievements, and possible further improvements.
Figure 20 presents our classification of surface remeshing objec-
tives.

5.1 Angle improvement and non-obtuse remeshing
Concerning its quality improvements, the angles in triangulation
have gained attention from researchers [210], [211]. Angle im-
provement, including maximal and minimal angle improvement,
are important mesh quality metrics. It is necessary to eliminate
all small and large angles from the input meshes. Typically,
researcher uses 30o as a threshold for the minimal angle and
120o or 90o for the maximal angle. Besides the fact that the
minimal angle (θmin) and maximal angle (θmax) are closely related
in triangulation, the minimal angle has received comparatively
more attention in surface remeshing (see Table 1). In this regard, a
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Table 2
A brief summary of all articles included after final selection.

Article ID Method name /short title Remeshing Challenges Category Year

S01 [58] Surface simplification using Quadric error metric Fast simplification Simplification 2003
S02 [117] Efficient simplifications for generating high quality meshes Efficient with less memory Simplification 2009
S03 [53] Simplification of 3D mesh for level of detail computation Simplification, efficiency Simplification 2014
S04 [56] Constraint re-sampling method Simplify DT; improve quality; eliminate obtuse triangles Simplification, DT, Non-obtuse 2017
S05 [87] Delaunay Mesh Construction Delaunay Generation DT, Simplification 2007
S06 [105] Efficient construction and simplification of Delaunay meshes Arbitrary mesh simplification Simplification, DT 2015
S07 [65] CVT for Uniform Polygonal Mesh Coarsening Reducing the complexity of the mesh Simplification, CVT extensions 2004
S08 [48] Mesh Simplification Using Hausdorff Distance Simplification with geometric approximation Simplification 2012
S09 [109] Out-of-core Framework for QEM-based Mesh Simplification Simplification of large meshes Simplification, Segmentation 2015
S10 [108] Feature preserving mesh simplification using FS metric Feature sensitive metric Simplification, Features preservation 2010
S11 [104] Delaunay mesh simplification with differential evolution Reduction of approximation error Simplification, DT 2018
S12 [33] Remeshing with Metric-Dependent Discrete VD Complex meshes to an arbitrary number of elements Simplification, CVT, Isotropic/anisotropic 2008
S13 [84] Triangular Mesh Optimization for CAD Optimizing the raw mesh generated from CAD models Simplification, optimization, CVT 2007
S14 [101] Curvature-Adapted Remeshing of CAD Surfaces Features and topology preservation Local modification, Anisotropic 2014
S15 [102] HDE with Radial Basis Functions Optimization between complexity and accuracy Local modification, Anisotropic 2016
S16 [59] Real-time adaptive remeshing (RAR) Real-time remeshing Local modification 2013
S17 [89] Explicit Surface Remeshing Avoiding global operations and optimization Local modification 2003
S18 [70] Automatic and high quality CAD meshing Efficiency, automation, avoiding parametric remeshing Local modification, CAD meshing 2019
S19 [114] Thread-parallel mesh improvement Efficiency and optimal memory usage Local modification, efficient remeshing 2018
S20 [93] High quality compatible triangulations Compatible triangulations of planar polygons Compatible remeshing, Local operators 2004
S21 [116] Dynamic Remeshing and Applications Avoiding global parametrization Local modification, efficiency 2003
S22 [6] 5-6-7 Remeshing Regularity improvement Local operators, valence optimization 2012
S23 [1] Molecular surface remeshing with local regions refinement Angle improvements in molecular meshes Local modification, Molecular surfaces 2018
S24 [94] Practical error-bounded remeshing by adaptive refinement Efficiency and error-bound Local operators, features and error-bound 2019
S25 [118] Displaced Subdivision Surfaces Mesh subdivision Segmentation-based remeshing 2000
S26 [95] Segmentation-based semi-regular remeshing distortion error control Segmentation-based remeshing 2016
S27 [52] Segmentation Geodesic Centroidal Tessellation Large models, topological error CVT, Segmentation, Geodesic 2004
S28 [12] Remeshing with robust user-guided segmentation Preservation of sharp features Segmentation-based remeshing 2018
S29 [99] High-quality surface remeshing using harmonic maps Efficiency and robustness Segmentation 2011
S30 [45] Feature-preserving semi-regular remeshing Bypassing parametrization and preserving features Feature, CVT, segmentation 2011
S31 [125] A Parallel Remeshing Method Efficiency Parallel remeshing, Segmentation 2011
S32 [150] Weighted Triangulations for Geometry Processing Well-center triangulation Weighted Triangulations 2014
S33 [40] Sampling and Meshing with Guaranteed Topology Avoiding local feature size computation DT 2007
S34 [54] Off-centers Steiner points for DT refinement Fewer Steiner points Delaunay insertion 2004
S35 [85] Time-Optimal Delaunay Refinement Avoid computing very skinny DT Delaunay insertion 2005
S36 [10] Delaunay Refinement Using the GPU GPU implementation of DT DT, GPU-based remeshing 2017
S37 [9] Parallel Sparse Voronoi Refinement Simultaneous processing of the operations in SVR Delaunay insertion 2007
S38 [68] Surface remeshing based on uniformization quality enhancement without partitioning Delaunay refinement 2017
S39 [72] Gap Processing for Adaptive MPS MPS for surface and quality remeshing MPS, Sampling 2013
S40 [119] Feature preserving DT from 3D images DT with sharp features DT, segmentation 2009
S41 [149] Efficient mesh optimization with ODT Efficient optimization Optimization, DT, Anisotropic/Isotropic 2011
S42 [106] A simple triangle removal approach Feature preservation, surface reconstruction DT, Sharp Feature preservation 2017
S43 [107] Curvature adaptive surface remeshing Feature preservation, efficiency Local modification, DT, Feature preservation 2019
S44 [92] Feature-preserving mesh smoothing via suboptimal DT Feature-preserved ODT ODT, Feature-preservations 2013
S45 [90] High Quality Compatible Triangulations for 2D Shape Morphing Improve minimal angle with fewer Steiner points DT, Compatible meshing 2015
S46 [91] High quality compatible triangulations and interactive animation To improve minimal angle with fewer Steiner points Compatible meshing 2018
S47 [71] Efficient MPS and Remeshing on surfaces Memory usage and efficiency in MPS MPS, Sampling 2015
S48 [115] Point Cloud Meshing (PCMesh) Efficiency improvement 2D, PCD, DT 2018
S49 [122] Sink-insertion for mesh improvement Efficiency Delaunay triangulations 2001
S50 [123] Sparse Voronoi Refinement (SVR) DT in arbitrary dimension in optimal time DT 2006
S51 [78] Unbiased sampling and meshing of Isosurfaces Generalization of MPS DT, MPS 2014
S52 [103] High-Quality Extraction of Isosurfaces High quality and fidelity Advancing-front technique 2006
S53 [38] Marching Cubes using Edge Transformations (Macet) Poor quality and degenerated triangles of MC Edge based operation, MC 2009
S54 [39] High quality triangulation of implicit surfaces Dynamic implicit surfaces and algebraic surfaces subdivision 2005
S55 [79] Dynamic grid for mesh generation by the advancing-front method Efficiency Advancing-front 2013
S56 [100] Direct (re)meshing for efficient surface processing Avoid parametrization Advancing-front, surface-reconstruction 2006
S57 [167] Laplacian smoothing Mesh smoothing Laplacian, DT 1988
S58 [110] Improved Laplacian smoothing for noisy surface meshes Shrinkage and deformation Laplacian, DT 1999
S59 [112] Non-iterative approach for global mesh optimization Fairness and fidelity optimization 2007
S60 [98] Improved Laplacian Smoothing To avoid shrinkage and inverted elements Laplacian, Optimization 2007
S61 [75] Laplacian Mesh Optimization Feature preserving Laplacian smoothing Laplacian, Optimization, Features 2006
S62 [111] 3D Laplacian smoothing using the GPU Improving efficiency with GPU Laplacian, DT, GPU 2019
S63 [63] Quality improvement and molecular surface mesh optimization Improve raw molecular meshes Molecular surface remeshing 2017
S64 [62] ISO2mesh Meshing 3D binary and gray-scale volumetric images Medical/Molecular meshing 2009
S65 [5] Remeshing without Large and Small Angles Obtuse/small angles removal, even in complex models Optimization, Non-Obtuse 2018
S66 [180] Taubin method Surface fairing using signal processing High quality meshing 1995
S67 [36] HPDS-MT Efficiency, quality and fidelity HPDS, MT 2018
S68 [181] Optimal Delaunay Triangulation (ODT) Minimizing interpolation error Optimization, DT, 2D, Anisotropic/Isotropic 2004
S69 [88] Constrained Centroidal Delaunay Meshing Efficient optimization; CPT for surface mesh Optimization, DT 2012
S70 [73] High-order meshes with optimal quality and geometric accuracy Quality and geometric accuracy Optimization 2016
S71 [11] Error-Bounded and Feature Preserving Remeshing Balance among error-bound, quality and complexity optimization, error-bounded 2016
S72 [124] Parallel Algorithms for Visual Perception Guided Remeshing Efficiency, Visual fidelity Optimization 2014
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A brief summary of all articles included after final selection (Table 2 continued).
Article ID Method name /short title Remeshing Challenges Category Year

S73 [97] Instant Field-Aligned Meshes To handle large meshes Field-Aligned meshes 2015
S74 [127] Metric-Driven RoSy Field Design and Remeshing To simplify the Riemannian metric Field-Aligned meshes, Optimization 2010
S75 [77] Blue-noise remeshing with farthest point optimization Generalization of the FPO Optimization 2014
S76 [189] Lloyd CVT CVT implementation CVT 1982
S77 [31] Newton optimization for CVT Quick convergence of the CVT CVT 2009
S78 [30] Non-Obtuse Remeshing with CVT Obtuse removal Non-Obtuse, CVT extension 2016
S79 [191] Constrained CVT centriod out of surface CVT extensions 2003
S80 [80] Remeshing with Restricted Voronoi Diagram Efficient and exact computation of RVD CVT extensions 2009
S81 [60] Field-aligned CVT (FCVT) Field-aligned remeshing CVT extensions, field-aligned 2018
S82 [3] High quality 2D non-obtuse remeshing Elimination all obtuse triangles in 2D CVT extension, non-obtuse, 2D 2017
S83 [199] Valence optimization for CVT Valence optimization CVT extension 2018
S84 [96] Lp CVT CVT Generalization to anisotropic, and Quad/Hex CVT extension 2010
S85 [67] k-CVT Fewer points, avoiding small local feature size CVT, segmentation, sampling 2012
S86 [120] CVT for isotropic surface remeshing user specified density for sampling and weighted CVT Parameterizations-based, CVT 2005
S87 [69] Adaptive Meshing for FEA of Heterogeneous Materials Meshing for heterogeneous materials heterogeneous materials, 2D, CVT 2015
S88 [113] CVT in universal covering space of manifold surfaces CVT for spherical and hyperbolic spaces CVT extension 2011
S89 [34] CCVT (modified) and comparison of mesh generators Avoiding centroid near boundary in CVT CVT extension 2009
S90 [61] GPU-assisted CVT GPU implementation to speed up the CVT CVT extension, GPU-based meshing 2011
S91 [86] Direct sampling for high quality remeshing High quality remeshing CVT extension, Geodesic 2008
S92 [74] VoroCrust: Voronoi Meshing Without Clipping Robust polyhedral meshing Feature preservation, VD 2019
S93 [121] Optimized Voronoi Diagram (OVD) Elimination of short edges CVT extension, 2D 2010
S94 [66] Intrinsic Geodesic CVT Independence from embedding space CVT extension, Geodesic 2015
S95 [81] Manifold Differential Evolution (MDE) for Geodesic CVT Computing globally optimal geodesic CVT, Geodesic, Optimization 2016
S96 [82] Anisotropic Simplicial Meshing Using Local Convex Functions Mapping Riemannian metric locally Anisotropic meshing 2014
S97 [44] Non-obtuse Anisotropic Surface Remeshing Obtuse triangles elimination Anisotropic meshing 2019
S98 [126] Anisotropic CVT Generalization of the standard CVT Anisotropic remeshing, CVT 2005
S99 [128] Anisotropic Delaunay meshes of surfaces DT for Anisotropic meshing Anisotropic meshing, DT 2015
S100 [129] Optimal Voronoi tessellations with Hessian-based anisotropy Anisotropic ODT and its dual of ACVT Anisotropic meshing, CVT 2016
S101 [76] Anisotropic surface meshing with conformal embedding Remeshing via embedding in a 2D parametric domain Anisotropic mesh, Parametrization, CVT 2014
S102 [83] Particle-based anisotropic surface meshing Mapping anisotropic space into a higher dimension space Anisotropic meshing 2013
S103 [43] Obtuse triangle suppression in anisotropic meshes Obtuse removal from anisotropic meshes Anisotropic, CVT, Optimization 2011
S104 [32] High-dimensional Euclidean embedding from Riemannian Metric Avoiding self-intersection Anisotropic meshing 2018
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Figure 20. Classification of surface remeshing objectives.

number of methods (such as [1], [11], [12]) should be considered
for further improvements of the maximal angle (preferably to an
angle bound of [30o, 90o]) as a future research direction. Angle-
bounded remeshing has also received strong attention for quad and
tetrahedral meshing [4], [8].
Non-obtuse triangulation, which eliminates all obtuse angle trian-
gles (≥ 90o) from the input mesh, has also gained researchers’
attentions in recent years. Non-obtuse remeshing has been used
since at least 1988 [212]. There are many works in this field,
but we will mention only a few latest methods. Yan et al. [30]
found that short edges cause obtuse angles in triangulations (see
Figure 18 (left)). They added a penalty extension to CVT for
elimination of obtuse angles and achieved non-obtuse results
for most of the input meshes. However, for some cases, it still
failed to eliminate all obtuse angles (e.g., see Figure 19). Khan
et al. [3] proposed a method of point insertion near obtuse
triangles to eliminate them, followed by point removal and se-

lective smoothing operators. This method is efficient and able to
generate high-quality well-shaped meshes with an angle bound of
[30o, 90o]. However, it has no theoretical guarantee. In addition,
the current implementation is limited to the 2D domain only. A
similar method [172] eliminates obtuse angles from a surface
mesh. To the best of our knowledge, the most recent method was
proposed by Wang et al. [5]. This method [5] is similar to the 2D
method [5] with further constraints for surface meshes. Figure 19
compares different methods, where only this method can eliminate
all obtuse angles from the input mesh. The main drawback of this
method is that it fails to eliminate all obtuse angles from complex
meshes, such as molecular surface meshing. Therefore, non-obtuse
remeshing for complex models, such as molecular meshes, is still
s challenge for future research. The two methods [1], [5] can be
merged with some special optimization for possible non-obtuse
remeshing of molecular surfaces.

5.2 Feature preservation and error control

Feature-preserved remeshing generates an output mesh with min-
imal distortion in features, such as sharp edges, corners, and
geometry of the input mesh. In the following, we describe a few
articles in terms of feature preservations and error-bounded surface
remeshing.
A number of studies [11], [213], [214], [215], [216], [217], [218]
have proposed various remeshing objectives with feature preser-
vation. The simplest approach to preserving remeshing features
is automatically predefining feature curves, either by a user or
by algorithms (e.g., using dihedral angles) [80], [219]. Such
a scheme functions well for models with sharp features, such
as CAD models and man-made objects. However, this scheme
cannot be applied naturally to free-form objects. Various solutions
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Table 3
Advantages and limitations of state-of-the-art methods. Q.A score is the quality assessment score calculated for each article based on its number
of citations, quality of publication venue, remeshing method, and results (see Section 2.4). The score is calculated based on the relevance to this

survey, which means that some good-quality articles might still have lower scores.
Article ID Advantages Limitations Q.A score

S01 [58] Efficient Consumes more memory 2.0
S02 [117] Efficient and consumes less memory Minimal quality considerations 2.0
S03 [53] Efficient with good approximation of input Minimal quality considerations 2.0
S04 [56] Multiple objective at same time: Simplification, quality, obtuse removal Fails in complex models and sharp features 3.0
S05 [87] DT for any arbitrary triangulations; simplification to multiple levels of detail Minimal Quality improvement 3.5
S06 [105] Fast, simple and easy to use Complexity is still above O(n) 4.0
S07 [65] Efficient, low memory and easy to implement Not applicable for sharp features. 3.5
S08 [48] Geometric approximation Minimal improvements in angles quality 2.0
S09 [109] Can simplify large meshes, efficient Sequential, patches are different in size 2.5
S10 [108] Feature preservations Slower than existing method [130] 3.0
S11 [104] Fully automatic, effective for CAD, better approximation, preserves sharp features Slow and poor in visual results 4.0
S12 [33] Can handle complex models with several million triangles Lower approximation 4.0
S13 [84] Robust, with feature preservation, and avoids shape deviations Specific to CAD models 2.5
S14 [101] Nicely shaped output with topology and features preservations No quality consideration in 3D space 3.0
S15 [102] Acceptable trade-off between complexity and accuracy Destroys sharp features 2.5
S16 [59] Simple, efficient remeshing in real time Fails to handle raw and defective input meshes 3.5
S17 [89] Efficient being using local operators Mesh quality is still low 3.0
S18 [70] Fast, robust, high quality Fails with geometric errors 3.5
S19 [114] Efficient with optimal memory usage Improvement in mesh quality is not significant 3.0
S20 [93] Robust and fast No specific limit on the number of Steiner points 2.5
S21 [116] Efficient Minimal quality considerations 2.5
S22 [6] Regular meshes with feature preservation Slow 2.5
S23 [1] High quality meshing with minimal angle > 30o Slow; Maximal angle is still not good (120o) 3.5
S24 [94] Robust, efficient with error-bound Increases complexity, minor improvement in quality, no theoretical proof 4.0
S25 [118] Simple and efficient Failure in sharp edges; no specific improvement in mesh quality 3.0
S26 [95] Lower distortion error and higher aspect ratio fails in highly curved regions 3.0
S27 [52] Remeshing of complex models, minimize topological error Low speed performance 2.5
S28 [12] Robust segmentations avoiding small triangles; sharp feature preservations Slower due to sequential execution 3.0
S29 [99] Simple, robust and efficient Works only on genus zero surfaces 3.0
S30 [45] AR improvement with preservation of sharp features Maximal and minimal angles are not considered 2.5
S31 [125] Efficient, and well-shaped remeshing Intersections need special care 2.0
S32 [150] Efficient, robust and can generate well-centered meshes Very General, not specific to remeshing 3.5
S33 [40] It avoids to compute local feature size for generating the sample points The cost of critical point computations. 3.5
S34 [54] Fast being fewer Steiner points, high quality and size optimality Only for 2D domain 3.0
S35 [85] Efficient being avoiding very skinny DT computation Only for 2D domain 2.5
S36 [10] Efficient, robust and handle degeneracy Losses efficiency for some data 2.5
S37 [9] More efficient than sequential SVR No quality consideration 2.0
S38 [68] Efficient, robust, can handle large models without partitioning Maximal angle and sharp features are not considered 2.5
S39 [72] First theoretical analysis of MPS for surface and quality remeshing Fails in sharp edges and complex input 4.0
S40 [119] Real-time visualization with sharp features Low quality in sharp edges 2.5
S41 [149] Efficient, with consideration of connectivity, regularity and density Fails in complex surface meshes 3.5
S42 [106] Sharp feature preservation Parametric algorithm, based on trial and error 2.0
S43 [107] Better feature preservation and Efficient Lack of other quality metrics 3.5
S44 [92] Noise removal, and quality improvement with sharp feature preservations Fails to improve angle quality in sharp features 3.5
S45 [90] Robust, efficient, and uses fewer Steiner points to improve minimal angle Fails with holes and limited to 2D only 2.0
S46 [91] Simple, robust, works efficiently in real-time Fails with holes and limited to 2D only 3.5
S47 [71] Efficient, optimal memory usage, quality improvement Fails with noisy inputs 4.0
S48 [115] Improved efficiency with bypassing the curve reconstruction Fails in curves with singularities, limited to 2D 3.0
S49 [122] Simple parallelization, efficient Lack of boundary refinement and slivers removal 2.5
S50 [123] Achieves DT in arbitrary dimension in optimal time A sequential method; that is improved in parallel SVR [9] 3.0
S51 [78] Generalized MPS and high quality meshing with angle bound Failure with sharp features 3.0
S52 [103] High quality mesh, fidelity, efficient, improved memory usage and curvature adaptive no triangle shape guarantees 3.5
S53 [38] Fast, simple, high quality, and topology preservation Fails in sharp coroners and adaptive versions of MC [165], [166] 4.0
S54 [39] High quality and auto multi-resolution It might fail with complex meshes 2.0
S55 [79] Fast and robust Limited to 2D only 3.0
S56 [100] A fast, robust, and simple method High approximation error 3.5
S57 [167] Simple and easy to implement Only first few iterations are good; deformation and shrinkage 3.0
S58 [110] Faster; avoid shrinkage and deformation Mesh quality is still low 2.5
S59 [112] Mesh smoothing without any shrinkage or distortion No qualitative improvement in mesh quality 3.0
S60 [98] Simple and controls inverted elements and shrinkage Minimal quality improvement 2.0
S61 [75] Fast, well-shaped with features preservation No automatic feature selection 3.0
S62 [111] Efficient GPU cost; same limitations as Laplacian 2.0
S63 [63] Avoiding redundant elements, and intersections Still have very small angles 2.0
S64 [62] Open source toolbox It fails to handle self-intersections and small angles 2.5
S65 [5] Efficient and can eliminate obtuse and small angles Fails with more complex models like molecular meshes 4.0
S66 [180] Robust, fairing very large surfaces Minimal quality improvement 3.5
S67 [36] High accuracy, theoretical guarantee, and topology preservation Works only with empty boundary surfaces 4.0
S68 [181] Efficient, with minimal interpolation error Limited to 2D domain 3.5
S69 [88] Efficient, well-shaped, high quality surface remeshing with preserved topology No theoretical proof 3.0
S70 [73] Balance between quality and geometric accuracy Ill-conditioned Hessian matrices when penalty parameter increases 3.0
S71 [11] Minimal angle improvement up to 35o, with error-bound No significant improvement in θmax and failure in noisy and complex meshes 4.0
S72 [124] Efficient, and high visual fidelity Semi-automatic, i.e., need user guidance for input models 2.5
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Advantages and limitations of state-of-the-art methods (Table 3 continued).
Article ID Advantages Limitations Q.A score

S73 [97] Robust and can handle large meshes No significant improvement in approximation error and quality 4.0
S74 [127] Simple and flexible, Mesh simplification with user control Slow convergence 3.5
S75 [77] Simple, efficient, and generalized Fails with noisy models 3.5
S76 [189] Simple and straightforward not efficient/ Linear convergence 4.0
S77 [31] Locally convergent at a quadratic rate Still does not reach high quality like obtuse removal 4.0
S78 [30] Eliminates all obtuse triangles and small angles with topology preservation Fails with noise, sharp edges and complex models 4.0
S79 [191] Constrained CVT to be on surface Global minimization is still desired 3.5
S80 [80] Efficient, and robust Lack of termination guarantee for complex models 4.0
S81 [60] simple yet able for high quality remeshing no significant improvement in adaptive remeshing 4.0
S82 [3] Eliminates all obtuse angles, and generate well-shaped and high quality 2D mesh No theoretical guarantee, limited to 2D 3.5
S83 [199] Generates highly regular meshes Limited to uniform sampling/meshing 2.5
S84 [96] Sharp feature preservation Fails with defects in input models 4.0
S85 [67] Topological correctness regardless of local feature size, remeshing with fewer points Mesh quality is still low 2.5
S86 [120] High quality meshing, weighted CVT with user given density sampling to genus > 0 surfaces 3.5
S87 [69] Balance between accuracy and mesh complexity Limited to 2D meshes 2.5
S88 [113] Spherical CVT and hyperbolic CVT with theoretical proofs Slow convergence 3.0
S89 [34] Triangulation of planner region and detailed quality analysis Limited to planner and strongly dependent on previous methods 2.5
S90 [61] Efficient CVT using the GPU Fails with complex shapes and larger number of sites 4.0
S91 [86] High quality remeshing, valence optimization Slow 3.5
S92 [74] High quality meshing with sharp features Fails to eliminate short edges and hole filling 4.0
S93 [121] Simple , efficiently remove short edges from CVT, preserves shape Lower approximation accuracy, 2D only] 3.0
S94 [66] Independence from embedding space can handle Large models Quality can be further improved 4.0
S95 [81] Convergence to the global optimum Slow due to computational cost of Geodesic 4.0
S96 [82] Efficient and maintains anisotropy with bound geometric error No theoretical guarantee, may fail if we change the anisotropy 3.5
S97 [44] Efficient and eliminates all obtuse triangles Fails to preserve face anisotropy 4.0
S98 [126] Generalization of the CVT Anisotropic DT with Riemannian metric is time-consuming 3.5
S99 [128] Theoretical guarantees, Generic, Simple Fails for sharp features 4.0
S100 [129] Simple yet powerful extension of CVT, Minimal geometric error Conflict between anisotropy and geometry 3.5
S101 [76] Efficient as CVT is computed in 2D It requires sufficiently dense input to compute conformal embedding space 3.0
S102 [83] Efficient energy optimization The mapping back is still a speed bottleneck 4.0
S103 [43] Minimizes the number of obtuse triangles Slow convergence, Cannot eliminate all obtuse angels 3.0
S104 [32] Computes self-intersection free Euclidean embedding Failure with discontinuities in input metric 4.0

(e.g., feature-sensitive remeshing [96] and implicit feature preser-
vation [11], [33]) have been proposed to preserve the features
of general objects. However, these solutions cannot successfully
handle thin and sharp features, such as the ear of the lion-head
model (see Figure 11).
Error-driven remeshing attempts to optimize the tradeoff between
mesh complexity (number of elements) and accuracy (geometric
fidelity or approximation error). Typically, remeshing algorithms
aim to find a satisfactory balance between three factors: geometric
fidelity (the output mesh should be a good approximation of
the input), mesh quality, and mesh complexity (number of mesh
elements) [11]. Geometric fidelity ensures topology and shape
preservation. It is typically measured with an approximation error
or Hausdorff distance. With the improvement of mesh quality, it
is desired to minimize the approximation error to an acceptable
threshold [11]. Similarly, although some methods maintain an
acceptable approximation between the input and output meshes,
they fail to preserve sharp features [12]. For example, see the
ear of the lion-head model in Figure 11(left) generated with the
RAR [59].
VoroCrust [74] is an algorithm for conforming Voronoi meshing
used for quality improvement of surface and volume meshes with
the preservation of sharp features. However, there are a number of
limitations for future consideration, such as the presence of short
Voronoi edges in output and failure in hole filling and handling
undesirable cracks. Hu et al. [11] proposed a surface remeshing
algorithm that takes a user-given minimal angle threshold and
error bound. The algorithm improves the mesh quality by local
operators (including edge flipping, edge splitting, edge collapsing,
and vertex translation) while considering the given input thresh-
olds. In this manner, the algorithm is able to give a high-quality

mesh above the minimal angle threshold within the error bound. It
uses the Hausdorff distance to measure the distance between the
input and output meshes, which controls the error bound. Prior to
applying any local operation, the Hausdorff distance is calculated
to ensure that it does not go beyond the error bound; if it does, the
local operation is skipped. This method gives a good optimization
in terms of three remeshing objectives: error bounding (geometric
fidelity), mesh quality, and mesh complexity. The method gives
minimal angle improvement up to 35o and also improves other
quality metrics with error bounding and feature preservation.
However, there is no significant improvement in the maximal
angle, and it only tackles two-manifold meshes. Furthermore,
it also fails for noisy and complex models. A triangle removal
algorithm [106] can be used to preserve sharp features during
surface reconstruction. However, it is a parametric algorithm,
requiring a trial and error mechanism for its determination.
Su et al. [107] proposed a curvature adaptive meshing algorithm
by extending the conformal parametrization technique. Unlike
other typical methods, this method samples the normal cycle of
the surface instead of the surface itself. The main steps of this
method are as follows: (1) Conformal parametrization (CFP) of
the surface using dynamic discrete surface Yamabe flow [220]. (2)
Curvature adaptive parametrization of the normal cycle (CAP).
(3) Sampling the n points of (P) uniformly in the CAP domain.
(4) Mapping (P) to CFP. (5) Compute DT after mapping, and
fullback DT to the original mesh to get the final output. Its
results reveal that remeshing with curvature adaptive sampling
better preserves the geometry than that with uniform sampling
(see Figure 21). Furthermore, this method [107] is based on solid
theoretic foundations and is faster than other existing methods.
However, there is no quantitative analysis of mesh quality to
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examine the improvement in mesh quality. The authors plan to
combine this method with CVT in their future work.

Figure 21. Superiority of curvature adaptive sampling over uniform
sampling. From left to right: input, two uniform samplings, and two
models with remeshing results for curvature adaptive sampling [107].

Feature-preserved remeshing with DT [92] is another remesh-
ing method that uses the previously proposed ODT [149], [181],
[182] with additional constraints for feature preservation. A
quadratic optimization scheme is used for mesh quality refinement
and minimization of interpolation error between a parabolic func-
tion and its piecewise linear interpolation on the surface mesh.
A suboptimal DT is used to improve efficiency with minimal
loss in accuracy. The main advantages include efficiency, quality
improvement with sharp feature preservation, and removal of
noise. However, the maximal and minimal angles have not been
significantly improved. Even in some inputs with a sharp-featured
model, the minimal angle approaches zero. The same failure of
quality improvement occurs when dealing with self-intersections.
A user-guided method [12] has addressed this issue by improving
the minimal angle with preservation of sharp features. However,
automatic remeshing is still a challenge for future research.
Chiang et al. [45] proposed a parametrization-free remeshing
algorithm for semi-regular meshes. This algorithm [45] uses two-
step segmentation (normal-based and CVT-based) to reconstruct
a high-quality base mesh. Furthermore, this method improves
the mesh quality by quadratic error-based mesh relaxation. The
authors compared their results in terms of AR, approximation
error, and triangle quality (Equation (1)); they found a significant
improvement. Their method is able to handle sharp features and
self-intersections in 3D models. However, there is no consideration
of angle quality. It is not clear whether the sharp edges will have
small triangles or not. Furthermore, the method is for semi-regular
remeshing and requires generalization in the future.

5.3 Valence optimization
The number of adjacent edges to a vertex is called its valence.
Valence 6 is the optimal valence for a vertex [6], [31], [84].
Valence optimization makes remeshing algorithms converge faster.
Different researchers [31], [84] have used valence optimization as
a submodule in their remeshing algorithms. Other researchers [6],
[199] specifically worked on valence optimization.
Valence optimization (i.e., regular remeshing or structured
remeshing) generates a structured mesh from a given unstructured
input mesh. In a structured mesh, all vertices have a constant
number of adjacent edges. Structured meshes (also called regular
meshes) can be further classified into semi-regular and highly
regular meshes. Semi-regular remeshing works with regular sub-
division of the input irregular mesh to generate a mesh where
most of the vertices are regular. In highly regular remeshing, a
regular mesh is often generated without the subdivision. A number
of techniques, such as parametrization [221], [222] and shrink

wrapping [223], have been used for structured remeshing as well
as unstructured meshing [15].
Aghdaii et al. [6] proposed a new method for generating regular
meshes called 5-6-7 meshes. We know that valence-6 vertices are
called regular vertices [6], [31], [84]. However, it is not easy
to ensure all vertices have valence 6. Therefore, 5-6-7 meshes
attempt to make each vertex regular (valence 6) or close to regular
(valence 5 or 7). In the first phase, a 5-6-7 mesh is achieved with
geometric preservation. However, this phase increases the number
of elements in the input mesh by a factor of 10. Therefore, a
simplification module is applied in the second phase to minimize
the number of elements while preserving the 5-6-7 mesh. This
method is able to convert an arbitrary mesh into a 5-6-7 mesh. It
preserves sharp features with a considerable geometrical approxi-
mation. However, the mesh simplification phase is slow.
A recent method [199] attempted CVT valence optimization by
merging and splitting operations over Voronoi cells. This valence
optimization [199] finds three different types of local clusters and
applies local operations to each local cluster. Figure 22 shows
three atomic operations applied to different types of local clusters.
A local cluster with four adjacent Voronoi cells (two with valence
5 and two with valence 7) is treated by merging the two valence-
5 cells using edge collapsing. A similar edge collapsing is also
applied when these two cells are valence 7 or one is valence 6 and
the other is valence 5 (V 757). The third type of cluster (V 575)
is treated with vertex insertion. Regular vertices are easier to im-
prove than irregular vertices. Several methods have been used for
valence optimization in CVT [31], [84] and remeshing [11], [59].
Valence optimization can be achieved with cell-based operations,
including splitting and merging operations [224]. Global Monte-
Carlo optimization [225] and hierarchical optimization [226] are
among the other methods used for valence optimization. Figure 23
shows valence optimization results using different state-of-the-art
methods.

Figure 22. Three local atomic operations for valence optimization with
Men et al.’s method [199]. From left to right: V 5577, V 757, and V 575.

5.4 Compatible remeshing

Compatible remeshing uses a given set of meshes to generate
a new set of meshes with well-shaped elements with common
connectivity, good approximation of the input, and proper cor-
respondence. Compatible remeshing is typically desired in ap-
plications where element connectivity is more important than
quality. A typical example of compatible remeshing is the joint
parametrization method [227].
Liu et al. [90] proposed an algorithm for high-quality compatible
meshing of two polygons to find a smooth transformation between
them. This method works in three steps: (1) The source and
target polygons are decomposed into sub-polygons, where each
sub-polygon is triangulated. (2) Triangulation of the source sub-
polygon is mapped onto that of the target sub-polygon, which
generates compatible meshes between source and target. (3) The
compatible meshes are refined for high-quality planar shape mor-
phing with textures. This method [90] improves the results by
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(a) 80.99% (b) 83.33% (c) 85.26% (d) 90.28% (e) 92.95%

Figure 23. Comparison of different valence optimization methods computing the CVT. Kitten model (3,000 points) with % values of v6: (a) Quasi-
Newton solver for CVT [31] (90 iterations), (b) Monte-Carlo optimization [225] (1,500 iterations), (c) Hierarchal method [226] (90 iterations), (d)
and (e) Men et al.’s method [199] with 90 and 270 iterations, respectively. Magenta color represents valence 5, and blue color represents valence
7. The others are valence 6, i.e., regular cells. This figure is taken from [199].

minimizing the numbers of small triangles and Steiner points.
The method is limited to the 2D domain and also fails to handle
polygons with holes. In addition, the method considers only the
minimal angle as a quality measurement without other considera-
tions, such as the maximal angle or regularity of vertices. It only
considers the balance angle partition for target polygons; therefore,
the source polygon may still have small triangles. This method
was recently extended [91] to be more flexible, use fewer Steiner
points, and achieve better mesh quality. The extended version [91]
can better improve the minimal angle, considering both source and
target polygons. Furthermore, it is simple and fast enough for real-
time morphing. However, it still suffers from the abovementioned
limitations, including failure for holes in the input and restriction
to the 2D domain.
Surazhsky and Gotsman proposed a compatible triangulation
method for a planar polygon [93]. They added Steiner points in
a compatible way to improve the mesh quality. The method is
efficient and works robustly to produce valid results. In addition to
compatible meshing, this method [93] uses area-based remeshing
to improve the spatial distribution of vertices over the total mesh
area. This method is used for planner inputs and can be generalized
to other inputs. Although this method uses few Steiner points,
there is still no limit to how many Steiner points are sufficient for
remeshing with a particular complexity.

5.5 Efficiency in surface remeshing
It is evident that mesh quality improvement leads to efficiency
improvement of downstream applications, such as simulations and
modelling. However, the time consumption of mesh improvement
itself is an issue. Therefore, most applications prefer faster pro-
cessing of the input mesh for possible quality refinement. In this
subsection, we describe the efficiency of the remeshing algorithm
itself. Researchers aim to improve the efficiency of remeshing
algorithms.
RAR [59] (described in Section 4.2) is a local operation-based
method that is efficient enough to be used for real-time appli-
cations. Similarly, among the CVT methods, the latest Newton
optimization (L-BFGS) [31] improves the efficiency over the pre-
vious implementation of the Lloyd method [189] (see Figure 17).
Another attempt to improve the efficiency of CVT was the use

of GPU-assisted CVT [61]. This method [61] stores geometric
images in the GPU for surface representation and computing VD
on the surface. It works for 2D CVT as well as surface mesh CVT.
The method implements two common CVT algorithms on the
GPU: the Lloyd method and L-BFGS. The Lloyd method is fully
implemented on the GPU, while L-BFGS is partially implemented
using only the major computational parts. The results show a
significant improvement over those of the CPU implementation.
However, the current implementation [61] works well only for
a limited number of sites (up to 10,000). If the number of sites
is increased, this method leads to poorer quality due to its large
approximation error. It also fails with complex-shaped models.
Another study [228] used both CPU and GPU systems for efficient
parallel processing capable of handling large meshes; however, it
is only applicable to tetrahedral meshes. We suggest a similar work
for surface meshing as a future work.
Several algorithms for parallel remeshing [124], [125], [229]
are available with interesting future improvements. For example,
Nunes et al. [125] used parallel remeshing by decomposing the in-
put mesh into different sections. However, the interfaces between
two sections require special care. In the future, these interfaces
can be treated by local modification, as used by Khan et al. [12].
A recent study [111] improved the efficiency of the Laplacian
method by using GPU implementation. Although the cost of the
GPU is a limitation, GPU implementation of the other surface
remeshing techniques might still be considered as an interesting
future direction. Another improvement [63] is discussed in a later
section. Chen et al. [10] implemented 2D Delaunay refinement
with a GPU to improve efficiency. Parallel SVR [9] also uses the
GPU and a parallelism mechanism to improve efficiency.
Guo et al. [71] used MPS to improve mesh quality in an efficient
and memory-optimal manner. They considered two main issues of
MPS: conflict checking and detection of empty regions and their
filling for maximal sampling. The method [71] uses a local region-
growing-based approach for conflict checking instead of a global
grid, avoiding possible misclassification. Secondly, it improves
efficiency by generalizing an efficient 2D algorithm [157], which
avoids computation of the restricted power diagram in a similar
way to Yan and Wonka [72]. Unlike the previous method [72],
this method [71] can deal with sharp features and avoid self-
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intersections. Efficiency, optimal memory usage, quality improve-
ment with valid topology, avoiding self-intersection, and handling
sharp sheets are the key advantages of this method over other state-
of-the-art methods. The main limitation to be considered as future
work is the failure to handle triangle soups or noisy models by
losing the connectivity of the input mesh. Further considerations
for future work are GPU implementation for efficiency and further
generalization to volumetric meshing.
Singh et al. [115] proposed an algorithm called point cloud
meshing (PCM) to generate an unstructured Delaunay mesh of
a 2D domain from a given boundary specified by point cloud data
(PCD). In general, such algorithms have two main steps: extracting
the model definition from PCD and unstructured mesh generation
using this model definition. This involves a curve reconstruc-
tion phase, which is dependent on the size of the given PCD.
Therefore, for densely sampled PCD, the algorithm becomes time-
consuming. This method [115] bypasses the curve reconstruction
phase by accessing the model information implicitly from well-
sampled PCD. In this way, the time consumption of boundary
computation is avoided. The reconstruction at local level and inter-
section calculation using the Voronoi edges are also advantageous.
The limitations of this method are that it fails for curves with
singularities and it is limited to the 2D domain. Furthermore, there
are fewer quality considerations, i.e., circumradius to edge ratio.
Vorsatz et al. [116] proposed an optimization algorithm that avoids
global parametrization (which slows down the processing) and
uses local parametrization. In this way, the efficiency of the
remeshing algorithm is improved. This method is implemented in
a framework with both interactive and automatic remeshing with
quality constraints in terms of short edge, long edge, feature, and
valence optimization. However, there is no specific focus on the
minimal angle and triangle quality.

6 DISCUSSION AND CONCLUSION

In this section, we present a general discussion on our findings
with a summary of open challenges for future research. We
also describe the limitations of our survey, our future plans, and
concluding remarks.

6.1 Surface remeshing techniques
Surface remeshing techniques improve mesh quality by
rearranging the mesh elements. Typically, elimination of the
large and small angles has remained a key focus of researchers.
Bad triangles (small and large) make the algebraic system of
equations ill-conditioned [125]. The angle improvement is related
to the AR [121] of triangles as well as short Voronoi edges [30].
Non-obtuse remeshing methods with a typical angle range of
[30o, 90o] have been achieved in recent works [3], [5]. Similarly,
feature preservation [11], [12] and error-bounded remeshing [11],
[94] have potential significant improvements.
There are different categories of surface remeshing methods
to improve the mesh quality. Mesh simplification aims to
minimize the number of vertices to make the mesh processing
operation efficient and memory-optimal. However, in terms
of mesh complexity (number of vertices), there is a tradeoff
between accuracy and efficiency; complex meshes are more
accurate, while simple meshes are more efficient. Therefore, an
optimal balance is desired between accuracy and efficiency. Local
modifications [53], [56], [58] for surface remeshing are efficient,
but they do not lead to significant improvement in quality.

Segmentation-based remeshing can be performed in two different
ways. It can generate a base mesh that is mapped to the original
mesh later. Alternatively, the input mesh can be segmented and
each segment remeshed independently [12], [67]. Similarly,
DT-based methods [10], [40], [54], [85], [150] depend on
the empty circle property of DT. Furthermore, advancing-front
methods [103], [158], [159], [162], [163], Laplacian methods [75],
[110], [167], [167], CVT [31] and their variants [66], [72], [121],
[149], [225], [230] have also seen growing attention in the past
two decades.
Surface remeshing with optimization, which includes
parametrization-based methods [76], [173], [174], [175],
[177], discrete clustering [33], and direct 3D optimization [30],
[66], [80], [81], [86], [88], [178], [179], is also an interesting
direction. Similarly, blue-noise remeshing [77] and curved optimal
DT [231] have also been proposed.
In terms of efficiency, there are two concerns: (1) efficiency of
downstream applications, which is typically achieved with mesh
simplification and quality refinement, and (2) efficiency of the
surface remeshing algorithm itself. In this regard, GPU-based
meshing [10], parallel remeshing [124], [125], [229], and local
operators [59] have been found to be comparatively more efficient
for surface remeshing.
Valence optimization [199], [232] is important in improving
efficiency. Note that valence 6 is the optimal value for an inner
vertex, while valence 4 is the optimal valence for a boundary
vertex. Different methods [11], [59] have used edge flipping
operations for vertex valence optimization during their surface
remeshing pipelines. There are some algorithms specially
designed for valence optimization. For example, a recent method
proposed by Men et al. [199] is used for regularity improvement
of CVT results.
Application-specific remeshing methods, such as CAD model
remeshing [70], molecular surface remeshing [1], [63], [105],
[170], and modeling and simulation [233], [234], [235], have their
own additional challenges. Similarly, anisotropic meshing is also
different as it considers the anisotropy, which brings about further
challenges in remeshing [82], [200], [201]. For future directions,
we highlighted the limitations of each article. Some interesting
challenges for future research are described as follows.

6.2 Summary of open challenges

In this review, we have described the limitations of each article in-
cluded in our final selection. These limitations are open challenges
for future research. Here, we summarize a few of them.
(1) Efficiency: The efficiency of different algorithms [1], [6],
[11], [12], [33], [81], [86], [113], [127] can be considered for
improvement in future research. The use of GPU computing is
a feasible solution. Similarly, there are different methods that
divide the input mesh into segments; however, all the segments are
executed in a sequential order [12], [109], [123]. Therefore, par-
allel execution of these segments (like in parallel SVR [9]) could
improve the efficiency. Avoiding global parametrization [100] is
another approach for efficient remeshing.
(2) Generic non-obtuse surface remeshing: Non-obtuse meshing
in 2D [3], [212], isotropic surface remeshing [5], [30], and
anisotropic surface remeshing [43], [44] have been proposed.
However, these methods do not work in complex meshes, such
as molecular surface meshes. Therefore, a non-obtuse mesh gen-
eration generic for all meshes with arbitrary complexity or only
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for molecular surface meshes is in demand.
(3) Molecular surface remeshing: For molecular surface remesh-
ing [1], [63], pattern analysis-based mesh quality enhancement is
also an interesting direction. Molecular models have sphere-like
structures, meaning that patterns can be identified for segmenting
the model and applying segment-based remeshing. In addition, a
good mesh generation alternative to TMSmesh [170] is also an
important direction to generate surface meshes from Protein Data
Bank (PDB) files (https://www.rcsb.org/).
(4) Sharp feature preservation: Feature-preserved remesh-
ing [11], [12] is a considerable achievement in preserving the
features and topology of the input model. However, preserv-
ing sharp edges/corners is still challenging. Some user-guided
methods [12], [56], [65], [75] have the ability to preserve sharp
features; however, there is no automatic feature selection for sharp
edges. This can be considered as another future work. Similarly,
anisotropic meshing [44] also requires extension for sharp feature
preservation.
(5) Optimal memory usage: Memory consumption is another
major challenge in surface remeshing [58]. Although there are
some methods [53], [65], [114], [117] with optimal memory
usage, these methods still suffer from either lower efficiency,
minimal quality improvements, or failure in sharp feature preser-
vation. Therefore, a new method to provide a balance between
mesh quality and memory consumption with preservation of sharp
features is needed.
(6) Extending 2D meshing methods to surface meshing: Exist-
ing 2D meshing methods [3], [54], [69], [79], [85], [181] can be
generalized to surface meshing.
(7) Handling defective inputs: There might be special defects,
such as self-intersections, noise, or high complexity, in input
meshes, where remeshing methods might fail. Therefore, special
treatment of these defects or some modules in existing methods,
such as [30], [61], [62], would be helpful to work with arbitrary
input meshes.
(8) Extending existing methods for high-quality remeshing:
Some methods [53], [87], [101], [114], [117] have mostly focused
on either simplification or efficiency rather than improving the
mesh quality, such as angle improvement and AR. These methods
can be further improved for high-quality remeshing.
(9) Practical applications for end-users: A number of methods
are available with easy to use tools, such as MeshLab [236],
Graphite [237], Triangle [238], and ISO2mesh [62]. These tools
are significantly helping the community in their research and
developments. However, some methods do not have practical
availability to end-users or developers. In particular, for molecular
surface remeshing, such tools are in high demand.
(10) Isotropic to anisotropic extension: A number of methods
for isotropic meshing [80], [88], [94], [107] can be extended to
anisotropic meshing.
(11) Remeshing with highly anisotropic regions: The mesh
quality in anisotropic meshing [44] has no significant improve-
ment, especially in highly anisotropic regions, which can be
improved by extending the adopted anisotropic metrics.
(12) Abrupt discontinuities in input anisotropic metrics: Han-
dling anisotropy is challenging and is achieved either manually or
with automatic algorithms. Although there has been significant
work on the implementation of anisotropic metrics [32], [44],
handling abrupt discontinuities in the input is still challenging and
could be considered in the future.
(13) Theoretical studies on empirical methods: Most of the

existing methods [3], [5], [11], [88], [94] have been empirically
analyzed but have no theoretical proof. Therefore, theoretical
studies regarding these methods are also an interesting direction
for future work. For example, researchers in theoretical physics
often use results from applied physics as a starting point for their
theoretical research.

6.3 Limitations of this survey

There are two main limitations of our survey.
(1) The classification of methods overlaps. This means that an
article may simultaneously belong to more than one category.
However, we describe each article as being in only one category,
which makes for an unbalanced categorization.
(2) Although we have used the SLR methodology, snowballing,
and manual search to ensure the inclusion of all relevant articles,
due to the huge number of articles in the primary search, it is
possible that we may have excluded some relevant articles in the
primary selection.

6.4 Our future plan

Remeshing algorithms have been analyzed by comparing their
results. However, some algorithms may perform better on some
models while failing on others. For a fair comparison, we require
a list of models to be remeshed by all methods included in the
survey. This is only possible with cooperation of the authors. In
the future, we plan to follow the crowd authoring concept [239]
and invite different researchers from the meshing domain to
participate. We will use specific input models to be remeshed by
authors using different methods from their previous researches.
Then, we will compare all results based on the mesh quality
metrics presented in Section 3. We also plan to apply the general
remeshing methods to molecular surface remeshing and conduct
a comparative study of the latest methods. Furthermore, we are
working on non-obtuse remeshing of molecular surfaces.

6.5 Conclusion

In this article, we presented a comprehensive SLR of surface
remeshing methods. We selected 104 articles for detailed analysis
and data extraction. The parameters considered for data extraction
included: (1) the main remeshing method, (2) the quality
measurements used, (3) the pros and cons, and (4) possible future
research directions. We classified the articles based on their
remeshing techniques and remeshing objectives. We conclude
that surface remeshing has made rapid progress in recent years.
Furthermore, there still exist a number of issues and challenges
for future research.
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