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We extend the recently introduced divergence-conforming immersed boundary (DCIB) 
method [1] to fluid-structure interaction (FSI) problems involving closed co-dimension one 
solids. We focus on capsules and vesicles, whose discretization is particularly challenging 
due to the higher-order derivatives that appear in their formulations. In two-dimensional 
settings, we employ cubic B-splines with periodic knot vectors to obtain discretizations 
of closed curves with C2 inter-element continuity. In three-dimensional settings, we 
use analysis-suitable bi-cubic T-splines to obtain discretizations of closed surfaces with 
at least C1 inter-element continuity. Large spurious changes of the fluid volume inside 
closed co-dimension one solids are a well-known issue for IB methods. The DCIB method 
results in volume changes orders of magnitude lower than conventional IB methods. This 
is a byproduct of discretizing the velocity-pressure pair with divergence-conforming B-
splines, which lead to negligible incompressibility errors at the Eulerian level. The higher 
inter-element continuity of divergence-conforming B-splines is also crucial to avoid the 
quadrature/interpolation errors of IB methods becoming the dominant discretization error. 
Benchmark and application problems of vesicle and capsule dynamics are solved, including 
mesh-independence studies and comparisons with other numerical methods.
© 2020 The Authors. Published by Elsevier Inc. This is an open access article under the CC 

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Immersed approaches for fluid-structure interaction (FSI) have been used to tackle a wide range of open questions involv-
ing the interaction of incompressible viscous fluids with incompressible elastic solids. However, the reliability of immersed 
approaches, such as the immersed boundary (IB) method [2–9] and the ficticious domain (FD) method [10–14], is often 
jeopardized by large errors in imposing the incompressibility constraint at the Eulerian and/or Lagrangian levels [15–19]. 
Although this issue was first mentioned more than two decades ago [15], solving this problem at its root and without side 
effects that limit the applicability of the resulting immersed method has proven to be extremely challenging. In the case 
of discretizations based on finite differences or finite volumes, the dominant error is due to the fact that the Lagrangian 

* Corresponding author.
E-mail address: hugocp@andrew.cmu.edu (H. Casquero).
https://doi.org/10.1016/j.jcp.2020.109872
0021-9991/© 2020 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

https://doi.org/10.1016/j.jcp.2020.109872
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jcp
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jcp.2020.109872&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:hugocp@andrew.cmu.edu
https://doi.org/10.1016/j.jcp.2020.109872
http://creativecommons.org/licenses/by-nc-nd/4.0/


H. Casquero, C. Bona-Casas, D. Toshniwal et al. Journal of Computational Physics 425 (2021) 109872
velocity obtained from the Eulerian velocity using discretized delta functions is far from being a solenoidal field even if 
the Eulerian velocity is properly enforced to be divergence-free with respect to the finite-difference/finite-volume approx-
imation of the divergence operator [15,20,21]. In the case of discretizations based on finite elements, the dominant error 
is due to the fact that the weakly divergence-free Eulerian velocity is far from being a solenoidal field [22,23,18]. Most 
of the proposed solutions to reduce the incompressibility errors do not tackle the aforementioned root causes and try to 
mitigate their effects instead. To name a few, penalty terms are often added to try to decrease the spurious change of fluid 
volume inside closed co-dimension one solids [24–26], a post-processing correction using a Lagrange multiplier is used after 
each time step to slightly change the nodal coordinates of closed co-dimension one solids to preserve their inner volume 
[27,21,8], and extremely large grad-div stabilization is added near the fluid-solid interface to obtain a velocity field that is 
closer to a solenoidal field in this region [22,18]. There are some recent solutions that effectively tackle the aforementioned 
root causes, but compromise the applicability of the resultant numerical method. In [20], a finite-difference discretization 
is proposed that results in Lagrangian velocity fields that are solenoidal, but the method is limited to periodic domains. In 
[28,18], an extended finite-element discretization is proposed that leads to weakly divergence-free Eulerian velocities that 
are good approximations of a solenoidal field by capturing the pressure discontinuity at the fluid-solid interface, but the 
method has only been developed for two-dimensional settings thus far.

Since the advent of isogeometric analysis (IGA) [29,30], spline-based discretizations of immersed approaches for FSI prob-
lems have proliferated [31–42]. This includes NURBS-based and T-spline-based generalizations of the IB method [32,34] and 
the FD method [33,35,38], which are two of the most widespread immersed approaches for challenging FSI applications. 
Unfortunately, the issue found in classical finite-element discretizations of weakly divergence-free Eulerian velocities not 
being a good approximation to a solenoidal field persists in spline-based discretizations [33,43]. A definitive solution to this 
problem is to use Eulerian discretizations that result in pointwise satisfaction of the incompressibility constraint. However, 
such discretizations are scarce and a price is often paid in an other aspect of the numerical method in comparison with a 
standard discretization. Scott-Vogelius elements [44] were initially developed for two-dimensional settings. Although there 
have been attempts to generalize Scott-Vogelius elements to three-dimensional settings [45,46], a full generalization is still 
out of reach [46]. In addition, the proof of inf-sup stability of Scott-Vogelius elements is not trivial and different proofs 
are available in the literature under different assumptions [44,47,48]. Raviart-Thomas elements [49] are not H1-conforming 
and therefore the Galerkin method cannot be used to discretize the Navier-Stokes equations in primal form. In [50,51], 
the higher inter-element continuity of splines was leveraged to define a smooth generalization of Raviart-Thomas elements, 
the so-called divergence-conforming B-splines. Divergence-conforming B-splines are pointwise divergence-free, inf-sup stable, 
H1-conforming, non-negative, and pressure-robust [52–54]. Moreover, their higher inter-element continuity is highly bene-
ficial in IB and FD methods avoiding the necessity of performing numerical integration of integrands that include Eulerian 
functions with jumps in the interior of Lagrangian elements [5,55,56,1]. As a result, divergence-conforming B-splines are 
an ideal candidate for the Eulerian discretization of immersed approaches for FSI.1 Divergence-conforming B-splines have 
already been used in a generalization of the FD method that considers open co-dimension one solids, the so-called immer-
sogeometric method [58], and in a generalization of the IB method that considers co-dimension zero solids, the so-called 
divergence-conforming immersed boundary (DCIB) method [1]. In [58,1], negligible incompressibility errors were obtained 
at the Eulerian level. In [1], it was also shown that the spurious change of solid volume was orders of magnitude lower 
than in other IB methods.

The capability of divergence-conforming B-splines to preserve the fluid volume inside a closed co-dimension one solid 
has not been studied yet. This is needed in a variety of FSI applications, such as studying the behavior of capsules and 
vesicles under flow. Both capsules and vesicles contain a viscous fluid in their interiors, but their walls are very different. 
A capsule wall is a thin polymeric sheet, has shear resistance, and is extensible. A vesicle wall is a phospholipid bilayer, 
has bending resistance, and is inextensible. Both capsules and vesicles can be engineered in laboratories and are often used 
in bioengineering applications, such as drug delivery [59], encapsulation of hemoglobin for artificial blood [60], and con-
struction of cell-like bioreactors [61]. Vesicles are also present at the boundary of biological cells, playing a key role in 
intercellular communication and in pathological processes such as cancer and autoimmune diseases [62,63]. Capsule and 
vesicle formulations are often combined to be used as numerical proxies for red blood cells [64–66]. Developing discretiza-
tions of capsule and vesicle formulations as well as coupling these formulations with a fluid solver are active fields of 
research [67,68]. The main benchmark problem consists in replicating the motions of vesicles and capsules in Couette flow. 
The two principal motions are tank treading (TT) and tumbling (TU). In the TT motion, the wall and the inner fluid rotate 
resembling the tread of a tank. In the TU motion, the wall and the inner fluid undergo a flipping motion resembling a rigid 
body. A significant challenge of capsule and vesicle formulations is to accurately compute the high-order derivatives present 
in their formulations. Instead of using directly the formulae of differential geometry to evaluate the normal vector, the cur-
vature, or the second derivatives of the curvature, various workarounds have been used such as spring-like discretizations 
for two-dimensional vesicles [69,70], C0-continuous triangular meshes using trigonometric formulae for three-dimensional 
vesicles [71,72], C0-continuous triangular meshes using quadratic interpolation for three-dimensional vesicles [25,73], and 

1 In [57], inf-sup stable, pointwise divergence-free, H1-conforming, and pressure-robust tetrahedral elements on simplicial triangulations are constructed. 
The pressure space is simply the space of piecewise constants and the velocity space consists of piecewise cubic polynomials enriched with rational 
functions. Although these tetrahedral elements do not have the higher inter-element continuity of divergence-conforming B-splines, their use in immersed 
approaches for FSI is also worth consideration.
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C0-continuous triangular meshes for three-dimensional capsules [74–76]. However, the higher inter-element continuity of 
splines opens the door to direct evaluation of the aforementioned quantities using the formulae of differential geometry.

In this work, the DCIB method is applied to FSI problems involving closed co-dimension one solids. The accuracy of the 
DCIB method preserving the fluid volume within closed co-dimension one solids is compared with respect to conventional 
IB methods [77,16] and IB methods tailored to have improved volume conservation [15,20]. In order to discretize closed 
curves with up to C p−1 inter-element continuity, instead of working with open knot vectors as it is done in conventional 
IGA, we work with B-splines of degree p defined on periodic knot vectors. In order to discretize closed surfaces with at 
least C1 inter-element continuity, we use analysis-suitable T-splines [78–82]. These spline-based discretizations of closed 
co-dimension one solids in conjunction with performing integration by parts enables the computation of the forces exerted 
by capsules and vesicles on the fluid by directly evaluating formulae of differential geometry. We consider a Heaviside 
function and its associated equation is coupled to the Navier-Stokes equations in order to consider inner and outer fluids 
with different viscosities, which is the most straightforward manner to trigger the transition from TT motion to TU motion 
in Couette flow. Several quantitative comparisons are included with respect to the boundary integral method (BIM) [83], an 
IB method based on the lattice-Boltzmann method (LBM) [26], and IB methods based on finite differences [84,20].

The paper is outlined as follows. Section 2 defines the kinematic concepts that are needed to handle closed co-dimension 
one solids in the DCIB method. Section 3 sets forth the governing equations for closed co-dimension one solids that have 
inner and outer fluids with different viscosities. Section 4 describes the variational form of the FSI problem, which is 
the starting point to perform the discretization process. Section 5.1 presents the spline-based spatial discretization of the 
DCIB method for closed co-dimension one solids. Section 5.2 describes the fully-implicit time discretization based on the 
generalized-α method. Section 5.3 describes the block-iterative solution strategy used to solve the final system of nonlinear 
algebraic equations. Section 6 includes five numerical examples. The first example is a two-dimensional problem involving 
a closed curve with active behavior. This is a benchmark problem for studying how accurately IB methods preserve the 
area of fluid inside the closed curve. The performance of the DCIB method is compared with other IB methods. The second 
and third examples consider common benchmark problems for formulations of vesicles and capsules under flow, respec-
tively. Quantities of interest, such as the TT inclination angle, the TU period, the Taylor deformation parameter, and shear 
stresses, are compared with other numerical methods. Taking advantage of the geometrical flexibility of the DCIB method, 
the fourth and fifth examples study vesicle dynamics in Taylor-Couette flow and capsule segregation in Hagen-Poiseuille 
flow, respectively. Conclusions are drawn in Section 7.

2. Kinematics

The IB method solves the (Eulerian) Navier-Stokes equations in both the fluid and solid domains with added (Lagrangian) 
source terms that depend on the position of the solid. In order to have a closed system of equations, the Navier-Stokes 
equations are coupled with the kinematic equation that relates the Lagrangian displacement of the solid with the Eulerian 
velocity of the Navier-Stokes equations.

Let d = {2, 3} and (0, T ) be the number of spatial dimensions and the time interval of interest, respectively. In the rest 
of this section, we define Lagrangian and Eulerian quantities that are needed to state the governing equations of the IB 
method for closed co-dimension one solids, with emphasis on two-dimensional vesicles and three-dimensional capsules.

2.1. Lagrangian description

We consider solids whose kinematics are described by closed curves and closed surfaces in d = 2, 3, respectively. The 
solid occupies, at time t , the region �t ⊂ Rd , which can be obtained as the image of a reference configuration �R ⊂ Rd

through the mapping ϕ : �R × (0, T ) �→ �t . Let X ∈ �R be a material particle. The Lagrangian unknown of the mathematical 
model is the Lagrangian displacement u : �R × (0, T ) �→Rd , verifying ϕ = X + u. The deformed configuration, the reference 
configuration, and the Lagrangian displacement can be parametrized in space using d − 1 parametric coordinates.

2.1.1. Closed curve
Let ξ L be the parametric coordinate. When working with two-dimensional vesicles, it is common to reparametrize the 

closed curve in terms of its arc length s, which is done taking into account that

ds =
∣∣∣∣∣
∣∣∣∣∣ dϕ

dξ L

∣∣∣∣∣
∣∣∣∣∣dξ L , (1)

where || · || denotes the length of a vector. Using the arc length as the parametric coordinate, the unit tangent vector to the 
closed curve is obtained by

t = dϕ

ds
. (2)

The curvature of the closed curve is obtained by
3
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C= det

⎛⎜⎝ dϕx

ds

dϕy

ds
d2ϕx

ds2

d2ϕy

ds2

⎞⎟⎠. (3)

The sign of C depends on the orientation of the curve provided by the parametrization. We always use closed curves whose 
parametric coordinate moves counterclockwise. As a result, a circle has positive curvature. The unit outward normal vector 
to the closed curve is obtained by

n =
{

dϕy

ds
,−dϕx

ds

}
. (4)

2.1.2. Closed surface
Let ξ L = {ξ L

1 , ξ L
2 } be the parametric coordinates. In the following, indices in Greek letters take the values 1,2 and sum-

mation over repeated Greek indices is implied. Non-unit tangent vectors to the closed surface are obtained by

aα = ∂ϕ

∂ξ L
α

. (5)

The unit outward normal vector to the closed surface is obtained by

n = a1 × a2

||a1 × a2|| , (6)

where the parametric coordinates ξ L
1 and ξ L

2 have been chosen in such a way that a1 × a2 points in the outward direction. 
The covariant metric coefficients of the closed surface are defined as

aαβ = aα · aβ . (7)

The contravariant metric coefficients can be computed as the inverse matrix of the covariant coefficients, i.e., 
[
aαβ
] =[

aαβ

]−1. The contravariant metric coefficients are used to obtain the contravariant base vectors from the covariant base 
vectors, namely, aα = aαβaβ . The covariant curvature coefficients of the closed surface are defined as

bαβ = ∂aα

∂ξ L
β

· n. (8)

The Christoffel symbols are defined as

�
γ
αβ = ∂aα

∂ξ L
β

· aγ . (9)

The quantities in Eqs. (5)-(9) are defined with respect to the deformed configuration, but analogous quantities are defined 
with respect to the reference configuration and denoted by åα , n̊, åαβ , åαβ , åα , b̊αβ , and �̊γ

αβ .

2.2. Eulerian description

Let 	 ⊂ Rd be the time-independent region containing both the fluid and the solid and let x ∈ 	 be a spatial position. 
For the sake of brevity and since it holds true in all the examples of this paper, we assume that the solid is fully immersed 
in the fluid, i.e., �t ∩ ∂	 = ∅ ∀t ∈ (0, T ). The Eulerian variables of the mathematical model are the Eulerian velocity v :
	 × (0, T ) �→Rd , the pressure p : 	 × (0, T ) �→R, and the Heaviside function H : 	 × (0, T ) �→R (the Heaviside function is 
only needed when fluids with different inner and outer viscosities are considered). The physical domain 	 and the Eulerian 
variables can be parametrized in space using d parametric coordinates.

3. Governing equations

At the continuous level, the mathematical model of the IB method is equivalent to the boundary-fitted FSI formulation 
[5,55]. The strong form of the IB method for closed co-dimension one solids with different inner and outer viscosities 
is stated as follows: Given ρ ∈ R+ , μo ∈ R+ , μi ∈ R+ , g V ∈ 	 × (0, T ) �→ Rd , v0 : 	 �→ Rd , u0 : �R �→ Rd , and v B :
∂	 × (0, T ) �→Rd , find v : 	 × (0, T ) �→Rd , p : 	 × (0, T ) �→R, H : 	 × (0, T ) �→R, and u : �R × (0, T ) �→Rd , such that,

ρ

(
∂ v

∂t

∣∣∣∣
x
+ ∇x · (v ⊗ v)

)
= ∇x · (2μ∇sym

x v) − ∇x p + g V +
∫
�t

f δ(x − ϕ(X, t)) d�t in 	 × (0, T ) , (10)

∇x · v = 0 in 	 × (0, T ), (11)
4
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∂u

∂t

∣∣∣∣
X

=
∫
	

vδ(x − ϕ(X, t)) d	 in �t × (0, T ), (12)

�x H = −∇x ·
∫
�t

nδ(x − ϕ(X, t)) d�t in 	 × (0, T ), (13)

μ = μi H + μo(1 − H) in 	 × (0, T ), (14)

v = v0 on 	 × {0}, (15)

u = u0 on �0 × {0}, (16)

v = v B on ∂	 × (0, T ), (17)

H = 0 on ∂	 × (0, T ), (18)

where ρ is the density, μi and μo are the inner and outer fluid viscosities, respectively, g V is an external force per unit 
of volume acting on the system, ∇sym

x (·) is the symmetric gradient operator defined by ∇sym
x v = (∇x v + ∇x v T )/2, v0 is 

the initial velocity, u0 is the initial displacement, v B is the boundary velocity, δ(x − ϕ(X, t)) =∏d
i=1 δ(xi − ϕi(X, t)) is the 

d-dimensional Dirac delta function, and f : �R × (0, T ) �→ Rd is the force exerted by the solid on the fluid. The notation 
∂ v

∂t

∣∣∣∣
x

and 
∂u

∂t

∣∣∣∣
X

indicates that the time derivative is taken holding x and X fixed, respectively.

Eqs. (10)-(12) represent the linear momentum balance equation, the mass conservation equation, and the kinematic 
equation that relates the Lagrangian displacement with the Eulerian velocity, respectively. Eqs. (13)-(14) are added to the 
standard IB formulation when μi �= μo . The derivation of Eqs. (13)-(14) can be found in [85]. For brevity and since it 
holds true in all the examples of this paper, we assume that the inner fluid, the outer fluid, and the solid have the same 
density ρ . Inner and outer fluids with different densities can be considered using the Heaviside function H akin to the case 
μi �= μo . A closed co-dimension one solid with different density than the fluid can be considered in an analogous manner 
as we considered co-dimension zero solids with different density than the fluid in [1] provided that a solid formulation 
with a consistent time evolution of its thickness is used. Eqs. (15)-(16) define the initial condition for the velocity and 
the displacement, respectively. Eqs. (17)-(18) define the boundary condition for the velocity and the Heaviside function, 
respectively. For brevity Dirichlet boundary conditions for the velocity are applied on the whole boundary in Sections 3, 4, 
and 5, but Neumann and periodic boundary conditions can be applied in the DCIB method following the standard procedures 
of variational methods as done in Section 6.

The expressions of f for two-dimensional vesicles and three-dimensional capsules are detailed below.

3.1. Two-dimensional vesicles

As derived in [86], the Lagrangian force per unit length exerted by the vesicle on the fluid is

f =
(
κ

d2C
ds2

+ κ
C3

2
− Cζ

)
n + dζ

ds
t, (19)

where κ is the bending rigidity of the vesicle, ζ is a Lagrange multiplier that enforces the vesicle deformations to be locally 
inextensible, and a null spontaneous curvature is considered. Note that Eq. (19) depends on the deformed configuration, but 
not the reference configuration. In order to circumvent numerical instabilities, we replace ζ by the following expression

ζ = 4C Iλ
(
λ2 − 1

)
, (20)

where C I is the dilatation modulus and λ = ||dϕ(ξ L, t)/dξ L ||/||dϕ(ξ L, 0)/dξ L || is the stretch ratio. Eq. (20) is equivalent to 
considering a capsule with perimeter strain-energy function or Helmholtz free energy given by

W I = C I

(
λ2 − 1

)2
. (21)

Eq. (21) is a two-dimensional analog to the dilatational component of the surface strain-energy function proposed in [87].

3.2. Three-dimensional capsules

As derived in [88], the Lagrangian force per unit area exerted by the capsule on the fluid is

f =
(

∂T αβ

∂ξ L
α

+ �α
αλT λβ + �

β
αλT αλ

)
aβ + T αβbαβn, (22)

with
5
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T αβ = 2

J s

∂W s

∂ I1
åαβ + 2 J s

∂W s

∂ I2
aαβ , (23)

I1 = åαβaαβ − 2, (24)

I2 = det(åαβ)det(aαβ) − 1, (25)

J s =√I2 + 1, (26)

where T αβ are the contravariant coefficients of the membrane forces in the deformed configuration, W s is the surface 
strain-energy function, I1 and I2 are the invariants of the deformation, and J s is the ratio of deformed local surface area to 
reference local surface area. Note that Eq. (22) depends on both the deformed and reference configurations. Eqs. (22)-(26)
define a membrane formulation, i.e., transverse shear and bending are neglected. This membrane formulation takes into 
account both geometric and material nonlinearities. Examples of constitutive equations are the neo-Hookean law and the 
Skalak law [87] defined as

W s = Gs

2

(
I1 − 1 + 1

I2 + 1

)
, (27)

W s = Gs

4
(I2

1 + 2I1 − 2I2) + C I

4
( J 2

s − 1)2, (28)

respectively, where Gs is the surface shear modulus. When C I 
 Gs , the Skalak law leads to locally inextensible mem-
branes, but it can be used to model other types of membranes when C I � Gs . The neo-Hookean and Skalak laws result in 
significantly different material responses under large deformations, e.g., under uniaxial extension, the neo-Hookean law is 
strain-softening whereas the Skalak law is strain-hardening [89].

4. Variational formulation

Given suitable trial solution spaces (Sv , Sp , Su , and SH ) and weighting function spaces (Vv , Vp , Vu , and VH ), the 
variational form of the IB method is stated as follows: Find v ∈ Sv , p ∈ Sp , u ∈ Su , and H ∈ SH , such that,

B ((w,q, s, M), (v, p, u, H)) − L (w) = 0 ∀(w,q, s, M) ∈Vv ×Vp ×Vu ×VH , (29)

with

B ((w,q, s, M), (v, p, u, H)) =
(

w,ρ
∂ v

∂t

∣∣∣∣
x

)
	

− (∇x w,ρv ⊗ v)	

− (∇x · w, p)	 + (∇x w,2μo∇sym
x v

)
	

+ (∇x w,2H(μi − μo)∇sym
x v

)
	

+ (q,∇x · v)	

− (w ◦ ϕ, f )�t
+
(

s,
∂u

∂t

∣∣∣∣
X

− v ◦ ϕ

)
�t

+ (∇xM,∇x H)	 + (∇xM ◦ ϕ,n)�t
, (30)

L (w) = (w, g V

)
	

, (31)

where (·, ·)	 and (·, ·)�t denote the L2 inner product over the domains 	 and �t , respectively. As mathematically shown in 
[5,6], the variational formulation of the IB method enables the elimination of the Dirac delta functions. Note that Eq. (13) is 
not considered in [5,6], but its Dirac delta function is eliminated in the same way.

4.1. Two-dimensional vesicles

In this case, f contains a term involving one factor with fourth-order derivatives (d2C/ds2) and another factor with 
second-order derivatives (n). Therefore, integration by parts in the variational form can be applied once to remove the 
fourth-order derivatives from the variational form, namely,∫

�t

κ
d2C
ds2

n · (w ◦ ϕ) ds = −
∫
�t

κ
dC
ds

dn

ds
· (w ◦ ϕ) ds −

∫
�t

κ
dC
ds

n · d(w ◦ ϕ)

ds
ds, (32)

where we have assumed that κ is a constant. As a result, a discretization of the closed curve with C2 inter-element conti-
nuity is needed to directly compute the term (w ◦ ϕ, f )� .
t

6
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4.2. Three-dimensional capsules

In this case, f contains a term involving one factor with second-order derivatives (bαβ ) and another factor with first-
order derivatives (T αβ ). Therefore, integration by parts cannot be used to decrease the order of these derivatives and a 
discretization of the closed surface with C1 inter-element continuity is needed to directly compute the term (w ◦ ϕ, f )�t

.

5. Discretization

This section describes the DCIB method for closed co-dimension one solids. The DCIB method discretizes the variational 
formulation defined in Eqs. (29)-(31). Thus, devising smeared delta functions is not needed in the DCIB method. By contrast, 
IB methods that discretize the strong form defined in Eqs. (10)-(18) require smeared delta functions.

5.1. Spatial discretization

In addition to the difficulty of accurately imposing the incompressibility constraint in IB methods, an additional challenge 
is to accurately compute integrals in which both Eulerian and Lagrangian functions are involved. The spatial discretization 
of the DCIB method has been purposefully designed to tackle these two challenges.

5.1.1. Closed curves
We discretize closed curves using B-splines of degree p with periodic knot vectors and global C p−1 continuity. Let us 

start defining the mapping F L : [0, 1] �→ �R using B-splines as follows

F L
(
ξ L
)

=
nL∑

C=1

P L
C N̂ L

C

(
ξ L
)

, ξ L ∈ [0,1], (33)

where the superscript L stands for “Lagrangian”, {P L
C }nL

C=1 are the control points that define the reference configuration of 
the solid, and {N̂ L

C }nL

C=1 are uni-variate B-spline basis functions.
Uni-variate B-spline basis functions are computed from a knot vector � using the Cox-de Boor recursion formula [90,29]. 

A knot vector is a finite non-decreasing sequence of real numbers � = {ξ1, ξ2, ..., ξnL+p+1}, where ξi is the i-th knot, p is 
the polynomial degree, and nL is the number of uni-variate B-spline basis functions. The parametric domain of the curve 
is defined by the interval [ξp+1, ξnL+1] (we impose ξp+1 = 0 and ξnL+1 = 1). A knot span is the difference between two 
consecutive knots (�ξ i = ξi+1 − ξi ). Inside nonzero knot spans, B-spline basis functions are polynomials of degree p. Since 
the knots can be repeated, we define a sequence of knots without repetitions (called breakpoints) η = {η1, η2, ..., ηm} and 
another sequence with the knot multiplicities r = {r1, r2, ..., rm}. Knot multiplicity controls the continuity of B-spline basis 
functions at breakpoints, namely, B-spline basis functions have αi = p − ri continuous derivatives at ηi .

An open (or clamped) knot vector is obtained when r1 = rm = p + 1. Open knot vectors facilitate the strong imposition 
of Dirichlet boundary conditions, which has made open knot vectors the standard choice in IGA. However, when using open 
knot vectors, imposing periodic boundary conditions requires building a system of constraints. These constraints get more 
complicated as the continuity at the periodic boundary is increased (see [91] for a description of how to impose C1 period-
icity with open knot vectors). An alternative is to build the periodicity into the B-spline space. This is accomplished using 
periodic (or uniform) knot vectors instead of open knot vectors. Periodic knot vectors have no repeated knots and the knots 
are evenly distributed. Reference [92] builds the geometry using open knot vectors. After that, the knot vectors are un-
clamped, i.e., transformed into periodic knot vectors, which requires modifying the control points to preserve the geometry. 
This strategy is appropriate to impose C p−1 periodicity in geometries that are not closed, e.g., imposing C p−1 periodicity to 
the velocity and the pressure in a straight channel. However, when the geometry is closed and C p−1 periodicity must be 
imposed to both the geometry and the unknowns of the problem, periodic knot vectors must be used from the beginning. 
This is the strategy that we follow here for the closed curve and the Lagrangian displacement. To obtain C p−1 periodic-
ity, the last p control points must be wrapped with the first p control points, namely, P L

nL−p+1
= P L

1, P L
nL−p+2

= P L
2, ..., 

P L
nL = P L

p . An example of a B-spline closed curve is shown in Figs. 1 and 2.
Invoking the isoparametric concept, the Lagrangian displacement is parameterized as follows

û hL
(
ξ L, t

)
=

nL∑
C=1

uC (t)N̂ L
C

(
ξ L
)

, ξ L ∈ [0,1], (34)

where uC (t) are the control variables of the Lagrangian displacement. As a result, the deformed configuration is parameter-
ized as follows

ϕ̂ hL
(
ξ L, t

)
=

nL∑
P L

C N̂ L
C

(
ξ L
)

+
nL∑

uC (t)N̂ L
C

(
ξ L
)

, ξ L ∈ [0,1]. (35)

C=1 C=1

7
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Fig. 1. Given the periodic knot vector � = {−0.6, −0.4, −0.2, 0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6} and p = 3, the B-spline basis functions {N̂ L
C }8

C=1 are 
plotted.

Fig. 2. Two B-spline curves are plotted using � = {−0.6, −0.4, −0.2, 0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6} and p = 3. (a) An open curve in which all the 
control points have different coordinates. (b) A C2-continuous closed curve obtained by wrapping the last 3 control points with the first 3 control points, 
i.e., P L

6 = P L
1, P L

7 = P L
2, and P L

8 = P L
3. The control points are denoted by red squares and the B-spline curves are colored in blue. (For interpretation of the 

colors in the figure(s), the reader is referred to the web version of this article.)

The nonzero knot spans define the elements of a mesh ML in [0, 1], this mesh is called the Lagrangian mesh from now on. 
The Lagrangian mesh can be pushed forward to the reference configuration and the deformed configuration using Eq. (33)
and Eq. (35), respectively. All the integrals posed on the domain �hL

t = ϕ̂ hL
([0,1], t) are computed using Gauss quadrature 

in the elements of the Lagrangian mesh, namely, p + 1 quadrature points are used per element. Using the Bubnov-Galerkin 
method, the discrete trial and weighting function spaces for the Lagrangian displacement are defined as follows

ShL

u =
{

uhL | uhL ◦ F L = û hL
, û hL

(·, t) ∈ span{N̂ L
C (ξ L)}nL

C=1

}
, (36)

VhL

u =
{

shL | shL ◦ F L = ŝ hL
, ŝ hL

(·, t) ∈ span{N̂ L
C (ξ L)}nL

C=1

}
. (37)

5.1.2. Closed surfaces
We discretize closed surfaces using bi-cubic analysis-suitable T-splines (AST-splines) with at least C 1 inter-element con-

tinuity. AST-splines are unstructured and eight extraordinary points with valence three are enough to build simple closed 
surfaces such as a sphere in the “soccer ball” parameterization. A detailed explanation of how to construct the AST-spline 
surfaces that we use in this work can be found in [81].

5.1.3. Navier-Stokes equations
The spatial discretization of the Eulerian velocity, the pressure, and their weighting functions is performed using 

divergence-conforming B-splines, which are smooth generalizations of Raviart-Thomas mixed finite elements.
8
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Let us start by defining the mapping F E : 	̂ �→ 	hE
using non-uniform rational B-splines (NURBS) as follows

F E
(
ξ E
)

=
nE∑

i=1

P E
i

wi N̂ E
i

(
ξ E
)

∑nE

j=1 w j N̂ E
j

(
ξ E
) , ξ E ∈ 	̂, (38)

where the superscript E stands for “Eulerian”, 	̂ = [0, 1]d , {P E
i }nE

i=1 are the control points that define the geometry of 
the physical domain, {wi}nE

i=1 are the weights associated with the control points, and {N̂ E
i }nE

i=1 are a set of d-variate basis 
functions. The d-variate B-spline basis functions are obtained as the tensor product of uni-variate B-spline basis functions 
[90,29]. NURBS basis functions reduce to B-spline basis functions when wi = 1 ∀i ∈ 1, 2, ..., nE since B-spline basis functions 
form a partition of unity. The main reason to consider weights wi �= 1 is to exactly represent certain geometries such as a 
circular cylinder.

The nonzero knot spans of the d knot vectors used to obtain the basis functions {N̂ E
i }nE

i=1 define the elements of a mesh 
ME in 	̂; this mesh is called the Eulerian mesh from now on. The Eulerian mesh can be pushed forward to the physical 
domain 	hE

using Eq. (38). All the integrals posed on the domain 	hE
are computed using Gauss quadrature in the elements 

of the Eulerian mesh.
The discrete trial and weighting function spaces for the velocity and the pressure are defined using the Piola and integral-

preserving transformations, respectively, as follows

ShE

v =
{

vhE | vhE ◦ F E = D F E v̂ hE

det(D F E)
, v̂ hE

(·, t) ∈ ̂V E L
hE

, v̂ hE · n̂ hE = v̂ B · n̂ hE
on ∂	̂ × (0, T )

}
, (39)

ShE

p =

⎧⎪⎨⎪⎩phE | phE ◦ F E = p̂ hE

det(D F E)
, p̂ hE

(·, t) ∈ ̂P R E
hE

,

∫
	̂

p̂ hE
d	̂ = 0

⎫⎪⎬⎪⎭ , (40)

VhE

v =
{

whE | whE ◦ F E = D F E ŵhE

det(D F E)
, ŵhE

(·) ∈ ̂V E L
hE

, ŵhE · n̂ hE = 0 on ∂	̂ × (0, T )

}
, (41)

VhE

p =
{

qhE | q hE ◦ F E = q̂ hE

det(D F E)
, q̂ hE

(·) ∈ ̂P R E
hE
}

, (42)

with

̂V E L
hE

=
{
Sk+1,k

k,k−1(M
E) ×Sk,k+1

k−1,k(M
E) if d = 2,

Sk+1,k,k
k,k−1,k−1(M

E) ×Sk,k+1,k
k−1,k,k−1(M

E) ×Sk,k,k+1
k−1,k−1,k(M

E) if d = 3,
(43)

̂P R E
hE

=
{
Sk,k

k−1,k−1(M
E) if d = 2,

Sk,k,k
k−1,k−1,k−1(M

E) if d = 3,
(44)

where D F E is the gradient of the mapping F E , n̂hE
is the unit outward normal to 	̂, and Sp1,p2,...,pd

α1,α2,...,αd
(ME ) is the d-variate 

B-spline space of basis functions defined on ME that, in direction i, have degree pi and Cαi continuity at all interior knots. 
In Eqs. (39)-(44), we defined divergence-conforming B-spline spaces of maximal continuity since these will be the spaces 
used throughout the examples of this paper. Note that only the normal Dirichlet boundary condition has been imposed on 
the velocity discrete space, the tangential Dirichlet boundary conditions will be imposed weakly using Nitsche’s method 
in the semi-discrete form. Let us define the basis functions {N̂ E

vl ,Al
}nvl

Al=1 and {N̂ E
p,B}np

B=1 such that span{N̂ E
v1,A1

(ξ E )}nv1
A1=1 ×

... × span{N̂ E
vd,Ad

(ξ E )}nvd
Ad=1 = ̂V E L

hE

and span{N̂ E
p,B(ξ E )}np

B=1 = ̂P R E
hE

, where nvl and np are the total number of degrees of 
freedom that the l-th component of the velocity and the pressure have, respectively.

The above choices of spaces are inf-sup stable and the discrete function spaces for the velocity and the pressure are 
H1-conforming and L2-conforming, respectively, for k ≥ 1. In addition, imposing the discrete Eulerian velocity to be weakly 
divergence-free results in a solenoidal field, i.e.,(

qhE
,∇x · vhE

)
	hE = 0 ∀qhE ∈VhE

p =⇒ ∇x · vhE = 0 ∀x ∈ 	hE
,∀t ∈ [0, T ], (45)

as mathematically shown in [52,54]. That is, weak incompressibility implies strong (i.e., pointwise) incompressibility for 
divergence-conforming B-splines.
9
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5.1.4. Heaviside function
The spatial discretization of the Heaviside function and its weighting function is performed using B-splines. The discrete 

trial and weighting function spaces for the Heaviside function are defined as

ShE

H =
{

HhE | HhE ◦ F E = Ĥ hE
, Ĥ hE

(·, t) ∈ ̂H E A
hE

, Ĥ hE = 0 on ∂	̂ × (0, T )

}
, (46)

VhE

H =
{

MhE | MhE ◦ F E = M̂ hE
, M̂ hE

(·, t) ∈ ̂H E A
hE

, M̂ hE = 0 on ∂	̂ × (0, T )

}
, (47)

with

̂H E A
hE

=
{
Sk,k

k−1,k−1(M
E) if d = 2,

Sk,k,k
k−1,k−1,k−1(M

E) if d = 3.
(48)

Let us define the basis functions {N̂ E
H,D}nH

D=1 such that span{N̂ E
H,D(ξ E )}nH

D=1 = ̂H E A
hE

, where nH is the number of degrees 
of freedom that the discrete Heaviside function has. As mentioned in [85], some overshoots and undershoots may take 
place near the interface. When the value of HhE

at a quadrature point is greater than one or less than zero, this value is 
substituted by one and zero, respectively.

5.1.5. Semi-discrete form
The semi-discrete form of the DCIB method for closed co-dimension one solids is stated as follows: Find vhE ∈ ShE

v , 
phE ∈ ShE

p , uhL ∈ ShL

u , and HhE ∈ ShE

H , such that for all whE ∈VhE

v , qhE ∈VhE

p , shL ∈VhL

u , and MhE ∈VhE

H

B
(
(whE

,qhE
, shL

, MhE
), (vhE

, phE
, uhL

, HhE
)
)

− b
(

whE
, vhE

)
− L

(
whE

)
+ l
(

whE
)

= 0, (49)

with

b
(

whE
, vhE

)
=

∑
F∈∂	hE

∫
F

2μo(whE
)|| · (∇sym

x vhE
nhE

)d∂	 −
∑

F∈∂	hE

∫
F

ρ(whE
)|| · vhE

(v B · nhE
)+d∂	

+
∑

F∈∂	hE

∫
F

2μo(∇sym
x whE

nhE
) · (vhE

)||d∂	 −
∑

F∈∂	hE

∫
F

2μo
C pen

hF
(whE

)|| · (vhE
)||d∂	, (50)

l
(

whE
)

=
∑

F∈∂	hE

∫
F

ρ(whE
)|| · v B(v B · nhE

)−d∂	 +
∑

F∈∂	hE

∫
F

2μo(∇sym
x whE

nhE
) · (v B)||d∂	

−
∑

F∈∂	hE

∫
F

2μo
C pen

hF
(whE

)|| · (v B)||d∂	, (51)

where the terms b 
(

whE
, vhE

)
and l 

(
whE

)
have been added to the semi-discrete form to weakly impose the tangential 

Dirichlet boundary conditions using Nitsche’s method, nhE
is the outward unit normal vector to 	hE

, (·)|| = (·) −((·) ·nhE
)nhE

is the vector tangential component, (v B ·nhE
)+ = v B ·nhE

if v B ·nhE
> 0 and 0 otherwise, (v B ·nhE

)− = v B ·nhE
if v B ·nhE ≤ 0

and 0 otherwise, hF is the mesh size in the direction normal to the face F , and C pen is the Nitsche’s penalization parameter. 
All the numerical results of this paper use the value C pen = 5(k + 1) as proposed in [52].

Note that the integrals of IB methods posed on the solid domain include Eulerian functions such as vhE
, whE

, MhE
, 

and their first derivatives. In order to evaluate these Eulerian functions at a quadrature point with given parametric coordi-
nates ξ L

G in the Lagrangian mesh, we follow two steps. First, we compute the physical coordinates xG ∈ 	hE
associated with 

the parametric coordinates ξ L
G as xG = ϕ̂hL

(ξ L
G , t). Then, we compute the parametric coordinates ξ E

G in the Eulerian mesh 
associated with xG as ξ E

G = (F E )−1(xG). The NURBS mapping F E can be inverted analytically in many cases of practical 
interest and when that is not the case, the mapping is inverted solving a d × d system of nonlinear algebraic equations. 
Once ξ E

G is known, Eulerian functions can be evaluated using standard procedures. Thus, no interpolation or approximation 
has been used to evaluate the Eulerian functions at the quadrature points of the Lagrangian mesh. However, the quadrature 
errors of the integrals posed on �hL

t are larger than in standard variational methods since the element boundaries of the 
Eulerian mesh (where the Eulerian functions have reduced regularity) often intersect the interior of the integration regions 
being used (the elements of the Lagrangian mesh). As opposed to standard finite elements, where the inter-element con-
tinuity of vhE

, whE
, MhE

is C0 (and its first derivatives have jumps),2 divergence-conforming B-splines enable us to raise 

2 In [56], to avoid performing numerical integration of integrals that include Eulerian functions with jumps inside the integration regions, vhE
and whE

are projected into the Lagrangian mesh by evaluating the Eulerian functions at the nodes of the Lagrangian mesh to use those values as nodal values of 
10
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the inter-element continuity by increasing k until the quadrature error is not the dominant discretization error. Throughout 
the examples of this paper, the elements of the Lagrangian mesh are chosen to be slightly smaller than the elements of the 
Eulerian mesh.

5.2. Time discretization

The time integration chosen to compute the Lagrangian displacement from the Eulerian velocity has a significant impact 
on how accurately the fluid volume inside a closed co-dimension one solid is preserved. The DCIB method performs fully-
implicit time discretization of Eqs. (49)-(51) based on the generalized-α method. Since the mathematical model of the IB 
method has only first-order time derivatives, we follow the generalized-α method for first-order problems developed in [93], 
which results in second-order accuracy, optimal high frequency damping, and unconditional stability for linear problems.

Let us start dividing [0, T ] into a sequence of subintervals (tn, tn+1) with fixed time-step size �t = tn+1 − tn . We define 
the residual vectors

R M =
{

R M
l

}
, R M

l =
{

R M
l,Al

}
, R I =

{
R I

B

}
, R K =

{
R K

l

}
, R K

l =
{

R K
l,C

}
, R H =

{
R H

D

}
, (52)

with

R M
l,Al

= B
(
(wl,Al ,0,0,0), (vhE

, phE
, uhL

, HhE
)
)

− b
(

wl,Al , vhE
)

− L
(

wl,Al

)+ l
(

wl,Al

)
, (53)

R I
B = B

(
(0,qB ,0,0), (vhE

, phE
, uhL

, HhE
)
)

− b
(

0, vhE
)

− L (0) + l (0) , (54)

R K
l,C = B

(
(0,0, sl,C ,0), (vhE

, phE
, uhL

, HhE
)
)

− b
(

0, vhE
)

− L (0) + l (0) , (55)

R H
D = B

(
(0,0,0, MD), (vhE

, phE
, uhL

, HhE
)
)

− b
(

0, vhE
)

− L (0) + l (0) , (56)

where l is a dimension index which runs from 1 to d, Al ∈ {1, . . . , nvl }, B ∈ {1, . . . , np}, C ∈ {1, . . . , nL}, D ∈ {1, . . . , nH }, 
wl,Al ◦ F E = D F E N̂ E

vl,Al
el/det(D F E), qB ◦ F E = N̂ E

p,B/det(D F E ), sl,C ◦ F L = N̂ L
C el , MD ◦ F E = N̂ E

H,D , and el is the l-th versor 
of the coordinate system.

Let us now define V n , Pn , An , U n , V n , and Hn as the global vectors of control variables of vhE
(·, tn), phE

(·, tn), ∂ vhE

∂t (·, tn), 

uhL
(·, tn), ∂uhL

∂t (·, tn), and HhE
(·, tn), respectively. Using this notation, the fully-discrete form of the DCIB method for closed 

co-dimension one solids is stated as follows: Given V n , An , U n , and V n , find V n+1, An+1, V n+α f , An+αm , P n+1, U n+1, 
V n+1, U n+α f , V n+αm , and Hn+1 such that

R M(V n+α f , An+αm , P n+1, U n+α f , Hn+1) = 0, (57)

R I (V n+α f ) = 0, (58)

R K (V n+αm , V n+α f ) = 0, (59)

R H (U n+α f , Hn+1) = 0, (60)

V n+α f = V n + α f (V n+1 − V n), (61)

An+αm = An + αm(An+1 − An), (62)

U n+α f = U n + α f (U n+1 − U n), (63)

V n+αm = V n + αm(V n+1 − V n), (64)

V n+1 = V n + �t((1 − γ )An + γ An+1), (65)

U n+1 = U n + �t((1 − γ )V n + γ V n+1), (66)

αm = 1

2

(
3 − �∞
1 + �∞

)
, (67)

α f = γ = 1

1 + �∞
. (68)

We use �∞ = 1/2 throughout the examples of this paper, which corresponds to a time discretization scheme with a balance 
between accuracy and robustness.

their Lagrangian counterparts. Then, the Lagrangian counterparts are used for computing the integrals. In this case, the quadrature error has been changed 
to an interpolation error arising from the computation of the Lagrangian counterparts of vhE

and whE
.
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5.3. Solution strategy

The system of nonlinear algebraic equations defined by (57)-(68) is solved using the Newton-Raphson method in a block 
iterative approach [94], namely, we build two tangent matrices: (1) a tangent matrix for R M , R I , and R H in which the 
Lagrangian control variables U n+α f are considered to be constant and (2) a tangent matrix for R K in which the Eulerian 
control variables V n+α f are considered to be constant. A parallel implementation of the DCIB method has been built on 
top of PetIGA [92], PetIGA-MF [95–97], and PETSc [98]. As nonlinear solvers, Newton-Raphson methods with critical-point 
line search [99] and without line search are used for the systems of equations associated with the Eulerian and Lagrangian 
unknowns, respectively. The nonlinear convergence is checked separately for each residual vector (R M , R I , R K , and R H ) 
and the nonlinear relative tolerance is set to 10−4. As linear solvers, flexible GMRES [100] with the block-preconditioning 
strategy described in [96] (we observe that using Block Jacobi instead of algebraic multigrid leads to lower computational 
times for the mesh resolutions used in this paper) and GMRES [101] with incomplete LU preconditioner are used for the 
systems of equations associated with the Eulerian and Lagrangian unknowns, respectively. A linear relative tolerance for R K

is set to 10−10. A linear absolute tolerance for the unpreconditionated residuals R M , R I , and R H is set to 10−10 unless 
otherwise specified in the examples of this paper.

6. Numerical examples

In the examples of this section, the accuracy with which the incompressibility constraint is satisfied at the discrete level 
is measured at the Eulerian and Lagrangian levels. The incompressibility error at the Eulerian level (eD I V ) is defined as the 
L2-norm error of Eq. (11), i.e.,

eD I V (t) =
⎛⎜⎝∫

	hE

(∇x · vhE
)2 d	

⎞⎟⎠
1/2

. (69)

Note that using divergence-conforming B-splines implies that eD I V is exactly zero as long as the final system of algebraic 
equations is solved exactly. However, this is not feasible for large systems of equations which must be solved iteratively up 
to a certain tolerance. In practice, this is not a shortcoming. In Fig. 2 (c) of [1], we showed that, even for moderate toler-
ances, divergence-conforming B-splines were able to decrease the value of eD I V several orders of magnitude in comparison 
with standard weakly divergence-free discretizations when applied to a benchmark problem for IB methods involving co-
dimension zero solids.

In a three-dimensional setting, the fluid volume inside a closed co-dimension one solid is obtained applying Gauss’s 
theorem as V (t) = ∫

�hL
t

1
3 ϕhL

(ξ L
1 , ξ L

2 , t) · nhL
(ξ L

1 , ξ L
2 , t)

√
det(aαβ)dξ L

1 dξ L
2 and the incompressibility error at the Lagrangian 

level (eV C ) is defined as the relative change of the fluid volume inside a closed co-dimension one solid, i.e., eV C (t) =
|V (t) − V (0)| /V (0).

In a two-dimensional setting, the fluid area inside a closed co-dimension one solid is obtained applying Green’s theorem 

as A(t) = ∫
�hL

t

1
2 (ϕhL

x (s, t) dϕhL
y

ds (s, t) − ϕhL

y (s, t) dϕhL
x

ds (s, t))ds and the incompressibility error at the Lagrangian level (eV C ) is 
defined as the relative change of the fluid area inside a closed co-dimension one solid, i.e., eV C (t) = |A(t) − A(0)|/A(0).

The main dimensionless numbers in the study of vesicle and capsule dynamics under flow are the following:

• The viscosity contrast (�). It is the ratio of inner to outer viscosities, i.e., � = μi/μo .
• The swelling degree (�). In a three-dimensional setting, it is defined as the ratio of the vesicle/capsule volume (V ) to 

the volume of a sphere with the vesicle/capsule external area (Ae ), i.e., � = 6
√

π V /
√

A3
e . In a two-dimensional setting, 

it is defined as the ratio of the vesicle/capsule area (A) to the area of a circle with the vesicle/capsule perimeter (P ), 
i.e., � = 4π A/P 2. Note that the swelling degree is supposed to stay constant along the simulation for vesicles, but not 
for capsules. As a result, for capsules, it is more common to just mention its reference shape (e.g., spherical, elliptical, 
etc.) instead of using the swelling degree.

• The confinement degree (χ ). It is the ratio of the effective radius (R0) to the channel half-width (W ), i.e., χ = R0/W . 
In a three-dimensional setting, R0 is defined as the radius of a sphere with the vesicle/capsule volume, i.e., R0 =
(3V /4π)1/3. In a two-dimensional setting, R0 is the radius of a circle with the vesicle/capsule area, i.e., R0 = √

A/π .
• The capillary number (Ca). It quantifies the relative strength of viscous forces to elastic forces. Ca is defined as Ca =

μoγ̇ R3
0/κ and Ca = μoγ̇ R0/Gs for vesicles and capsules, respectively, where γ̇ is a representative shear rate of the flow.

• The Reynolds number (Re). It quantifies the relative strength of convective forces to viscous forces. Re is defined as 
Re = ργ̇ R2

0/μo .
12
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Fig. 3. Amplitude of the closed curve with active behavior. Mesh-independence study using the DCIB method. The results from the literature [20] using 
1282 Eulerian elements are also included.

6.1. Closed curve with active behavior

We first consider a two-dimensional benchmark problem proposed in [20] to study the accuracy with which the incom-
pressibility constraint is imposed in immersed FSI methods involving closed co-dimension one solids. It consists of a closed 
curve that drives the motion of the surrounding fluid by exerting the following force on it

f = κ(t)
∂2ϕ̂

∂θ2
, (70)

where

κ(t) = 10(1 + 0.8sin(10t)), (71)

ϕ̂(θ,0) = (1 + 0.05cos(2θ))(cosθ, sinθ), θ ∈ [0,2π ]. (72)

Eq. (71) defines a periodic time-dependent stiffness coefficient and Eq. (72) defines the initial geometry of the solid, which 
is a unit circle with a small-amplitude radial perturbation. Note that the solid in this example is not parameterized in terms 
of the arc length s, but rather the polar angle θ .

The physical domain 	 is a square with side L = 5 cm. The solid is located at the center of the square. Periodic boundary 
conditions are imposed on all sides of the square. Both the fluid and the solid are initially at rest. The remaining physical 
parameters that define this problem are the following: ρ = 1.0 g/cm3, μo = μi = 0.15 g/(cm · s), and g V = 0.

For the parameter values chosen here, the solid undergoes damped oscillations. A study of this problem for different 
parameter values can be found in [102,103]. As in [20], we assume the following ansatz for the position of the solid

ϕ̂(θ, t) = (1 + ε(t)cos(2θ))(cosθ, sinθ) (73)

and compute the time-dependent amplitude ε(t) applying a fast Fourier transform. In Fig. 3, we perform a mesh-
independence study. We start with a coarse discretization, namely, 32 × 32 Eulerian elements with k = 2, 82 Lagrangian 
elements with p = 2, and time step �t = 1.5625e–3 s. After that, the discretization is refined by performing uniform h-
refinement three times on the Lagrangian and Eulerian meshes and dividing the time step by two each time a new level 
of refinement is introduced. A converged result is obtained as we increase the resolution. In [20], ε(t) is computed for a 
fixed discretization, namely, 128 × 128 Eulerian elements, 328 Lagrangian elements, and time step �t = 3.90625e–4 s; this 
resolution coincides with our resolution after two refinements. The result from [20] is included in Fig. 3. Figs. 4 (a)-(d) show 
the rather complex velocity patterns created by the perturbed circle with periodic stiffness.

The incompressibility test established in [20] consists in measuring eV C during the time interval t ∈ [0.0 s, 10.0 s] using 
128 ×128 Eulerian elements, 328 Lagrangian elements, and time step �t = 3.90625e–4 s. With this discretization, hL ≈ hE/2
and �t = hE/10. In [20], the test is solved using three IB methods based on finite differences, namely, the DFIB method 
proposed in [20], the IBmodified method proposed in [15] and the IBMAC method proposed in [16,104]. These results are 
included in Fig. 5 (a) together with the results obtained using the DCIB method with k = p = 2. The DCIB method is more 
than three orders of magnitude more accurate than the IBMAC and IBModified methods. The DCIB method is more than two 
times more accurate than the DFIB method. Furthermore, the DFIB method can only handle periodic boundary conditions 
as explained by the authors in [20] while the DCIB method can handle Dirichlet and Neumann boundary conditions as well. 
Therefore, the DCIB method is as flexible as a conventional IB method, e.g., IBMAC method, and it is able to impose the 
incompressibility constraint accurately at the same time.
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Fig. 4. Closed curve with active behavior. (a)-(d) Velocity magnitude along with the deformed curve at four different times.

In a conventional IB method, the incompressibility error at the Lagrangian level does not decrease if the Lagrangian 
discretization and the time discretization are refined for a fixed Eulerian discretization [15]. In [20], it was shown that 
the DFIB method is able to overcome this limitation. The authors used a fixed Eulerian mesh with 128 × 128 elements 
and showed second-order convergence of eV C as the time discretization and the Lagrangian discretization were refined 
three times. The results from [20] are plotted in Fig. 5 (b). We now pick a coarse Eulerian mesh with 32 × 32 elements 
and the time and Lagrangian discretizations are refined five times. Since divergence-conforming B-splines lead to negligible 
incompressibility errors at the Eulerian level as long as the final linear system of equations is solved accurately (no matter 
how coarse the Eulerian mesh is), the DCIB method is able to decrease eV C with second-order convergence as shown in 
Fig. 5 (b), thus overcoming the limitation of conventional IB methods as well.

In order to further show that the incompressibility error at the Lagrangian level with the DCIB method shown in Fig. 5
(a) is due to discretization errors of the kinematic equation that is solved to compute the Lagrangian displacement from the 
Eulerian velocity (Eq. (12)) instead of incompressibility errors coming from the Eulerian velocity, we solve the problem with 
an absolute tolerance for the Navier-Stokes equations (atol) varying from 10−8 to 10−14. The incompressibility errors at the 
Eulerian and Lagrangian levels are plotted in Figs. 5 (c)-(d), respectively. While eD I V decreases uniformly as we reduce the 
absolute tolerance, eV C stops decreasing at atol = 10−10. Therefore, eV C can only be decreased further by refining the time 
and Lagrangian discretizations, that is, refining the discretization of the kinematic equation.

In addition to the standard discretization errors in space and time, conventional IB methods also have large quadra-
ture/interpolation errors [5,55,56,1] due to the fact that the integrals that are computed in the elements of the Lagrangian 
mesh have functions in their integrands that are defined on the Eulerian mesh. As a result, Gauss quadrature is performed 
on integrands with lines of reduced continuity within the integration regions (as opposed to applying Gauss quadrature in 
regions where all the functions are C∞ as in standard finite-element problems). In the DCIB method, this issue is alleviated 
by leveraging the higher inter-element continuity of splines. In order to show this, we solved this problem using 128 × 128
Eulerian elements with k = 1, 2, and 3, 328 Lagrangian elements with p = 2, and time step �t = 3.90625e–4 s. The time 
evolutions of eV C and ε for these three discretizations are plotted in Figs. 6 and 7, respectively. The results suggest that 
the quadrature error is the dominant error for k = 1, but not for k = 2 since no additional accuracy is obtained with k = 3. 
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Fig. 5. Incompressibility errors of the closed curve with active behavior. (a) Incompressibility error at the Lagrangian level for the DCIB method and the 
IB methods considered in [20] using the same element sizes and time step in all methods. (b) Convergence study as we refine the discretization of the 
kinematic equation while keeping the Eulerian discretization fixed. Eulerian meshes with 32 × 32 elements and 128 × 128 elements are used for the DCIB 
and DFIB methods, respectively. (c)-(d) Incompressibility errors at the Eulerian and Lagrangian levels for the DCIB method as the absolute tolerance for 
solving the Navier-Stokes equations is decreased.

Note that the optimal convergence rates given by the approximation properties of the discrete spaces are not reached in IB 
and FD methods [5,1,105] due to the reduced regularity of the exact solution, namely, the pressure and the viscous stresses 
are discontinuous at the fluid-solid interface [106,5]. Therefore, the main motivation behind using k = 2 is to decrease the 
quadrature error.

6.2. Vesicle dynamics in Couette flow

We next consider a two-dimensional benchmark problem [83,26] to verify our vesicle discretization. It consists of a 
vesicle in Couette flow. The viscosity contrast is varied over three orders of magnitude to study the vesicle dynamics in 
both TT and TU regimes.

The vesicle is an ellipse whose semiaxes are a = 1.6625e–3 cm and b = 6.015e–4 cm. The effective radius is R0 =
0.001 cm. The physical domain 	 is a rectangle with sides Lx = 25R0 cm and L y = 5R0 cm. The vesicle is located at the 
center of the rectangle. A horizontal velocity of 0.25 cm/s is applied at the top and bottom sides of the rectangle in op-
posite directions. A no-penetration boundary condition is applied at the top and bottom sides of the rectangle. Periodic 
boundary conditions are applied on the left and right sides of the rectangle.3 If there was no vesicle, the applied boundary 
conditions would lead to a pure Couette flow with shear rate γ̇ = 20 s−1. The fluid and the vesicle are initially at rest. The 

3 The presence of periodic boundary conditions means that the vesicle within our simulation domain may interact with the vesicles located to the left 
and to the right of the simulation domain [83]. The interaction between vesicles decreases as Lx/R0 is increased. We ran a simulation with Lx/R0 = 50
and � = 1 and the quantities measured in this benchmark stayed the same, which suggests that the interaction among vesicles for Lx/R0 = 25 is already 
negligible. It is particularly important to keep this effect in mind when comparing simulations with experimental results with only one vesicle.
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Fig. 6. Effect of the discretization order at the Eulerian level for the closed curve with active behavior. Incompressibility error at the Lagrangian level for 
different values of k. For k = 1, the Eulerian velocity has kinks in the interior of the Lagrangian elements and the quadrature error made when integrating 
those kinks seems to be the dominant discretization error when solving the kinematic equation. For k = 2, 3, the Eulerian velocity is already smooth in the 
interior of the Lagrangian elements. The differences between k = 2 and k = 3 are negligible and the largest value of eV C along the considered time interval 
is the same for k = 2 and k = 3.

Fig. 7. Effect of the discretization order at the Eulerian level for the closed curve with active behavior. Amplitude of the closed curve for different values of 
k, the plots with k = 2 and k = 3 are overlapped.

physical parameters defining this problem are the following: ρ = 1.0 g/cm3, μo = 0.01 g/(cm · s), κ = 2.0e–10 g · cm2/s2, 
C I = 0.2 g/(cm2 ·s2), g V = 0, and μi = 0.001, 0.002, 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.1, 0.15, 0.3, 0.5, and 
1.0 g/(cm · s). The dimensionless numbers of this benchmark are � = 0.7, χ = 0.4, Ca = 1, Re = 0.002, and � = 0.1, 0.2, 
0.5, 1, 2, 3, 4, 5, 6, 7, 8, 10, 15, 30, 50, and 100.

The Eulerian mesh has 400 ×80 elements with k = 2, the Lagrangian mesh has 256 elements with p = 3, and a time step 
�t = 1.0e–4 s is used. For this discretization, R0/hE = 16. For � = 5, the vesicle undergoes TT motion. The inclination angle 
(ψ ) is computed as the angle between the minor principal axis of inertia of the vesicle and the horizontal direction (flow 
direction in a Couette flow). We observed that eD I V remained lower than 2.0e–10 throughout the simulation. The value 
of eV C at t = 1.0 s (once the vesicle has already reached a steady inclination angle) is 1.78e–7. For the selected dilatation 
modulus, the relative perimeter change of the vesicle is lower than 2.2e–4. Note that the dynamics of a vesicle are highly 
dependent on the swelling degree [68], which encodes all the geometric information that is needed to define a vesicle. In 
order to perform reliable simulations of a vesicle, the relative changes of inner fluid area and perimeter of the vesicle must 
be negligible so that the swelling degree stays constant along the simulation. Figs. 8 (a)-(b) show the vertical velocity and 
the vesicle deformation for � = 5 at two different times. Some elements of the Lagragian mesh are represented in black 
color to show the TT motion of the vesicle. Figs. 8 (c)-(d) show the vertical velocity and the vesicle deformation for � = 100
at two different times. For this viscosity contrast, the vesicle undergoes TU motion.

In [83], this problem is solved using the BIM. The inclination angle is measured in the TT regime and the period is 
measured in the TU regime. As shown in Figs. 9 (a)-(b), good agreement is found between the DCIB method and the BIM. 
Here, we define the TU period as the time spent by the vesicle to undergo a complete turn in its flipping motion. In [83], 
the TU period is defined as the time spent by the vesicle to undergo half a turn in its flipping motion. Therefore, the results 
from [83] are multiplied by two in Fig. 9 (b). In [26], this problem is solved using the BIM and an IB method in which the 
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Fig. 8. Two-dimensional vesicle dynamics in Couette flow. (a)-(b) Vesicle with viscosity ratio 5.0 undergoes tank-treading motion. (c)-(d) Vesicle with 
viscosity ratio 100 undergoes tumbling motion. In all figures, some Lagrangian elements are represented in black color to know whether or not tank-
treading motion is taking place.

Navier-Stokes equations are discretized using the LBM and the vesicle is discretized using the spring-like method developed 
in [69,70]. The shear stress at the bottom wall and the vertical velocity at the horizontal line that passes through the 
channel center are measured in [26]. As shown in Figs. 9 (c)-(d), good agreement is found between the DCIB method and 
the BIM while the IB-LBM seems to slightly overestimate the shear stress and the vertical velocity. Note that the IB-LBM 
used in [26] requires to add a penalty parameter to keep eV C around 1% while in the DCIB method no penalty parameter is 
added and eV C is five orders of magnitude lower. We have also solved this problem with p = 4 and without integrating by 
parts the force exerted by the vesicle on the fluid; the differences in the quantities plotted in Fig. 9 were negligible.

6.3. Spherical capsule dynamics in Couette flow

We now consider a three-dimensional benchmark problem [88,84,107] to verify our capsule discretization. It consists of 
a spherical capsule under Couette flow with � = 1. For this viscosity contrast, the capsule undergoes TT motion.

The capsule is a sphere with radius R0 = 0.001 cm. The physical domain 	 is a cube with side L = 2π R0. The cap-
sule is modeled with the neo-Hookean constitutive law and is initially located at the center of the cube. Velocities of 
(π/10 cm/s, 0 cm/s, 0 cm/s) and (−π/10 cm/s, 0 cm/s, 0 cm/s) are applied at the top and bottom sides of the cube, re-
spectively. Periodic boundary conditions are applied to the four lateral sides of the cube. If there was no capsule, the 
applied boundary conditions would lead to a pure Couette flow with shear rate γ̇ = 100 s−1. Both the fluid and the capsule 
are initially at rest. Note that the length L = 2π R0 is not large enough for the effect of the periodic boundary conditions 
to be fully negligible, but this is the length for which more data is available in the literature [84]. Therefore, we keep this 
length in order to perform an appropriate comparison. The physical parameters defining this problem are the following: 
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Fig. 9. Two-dimensional vesicle dynamics in Couette flow. (a) Inclination angle in the tank-treading regime. (b) Flipping period in the tumbling regime. 
τc = μo R3

0/κ is the time needed for the vesicle to recover its equilibrium shape if the flow is stopped. (c) Shear stress at the bottom wall. σxy0 is the shear 
stress at the wall for a pure Couette flow with no vesicle. (d) Vertical velocity at the horizontal line that passes through the center of the channel.

ρ = 1.0 g/cm3, μo = μi = 0.01 g/(cm · s), Gs = 1.66667e–3 g/(cm2 · s2), and g V = 0. The dimensionless numbers of this 
benchmark are Ca = 0.6,4 χ = 1/π , � = 1.0, and Re = 0.01.

We start with a coarse discretization, namely, 203 Eulerian elements with k = 2, 366 Lagrangian elements with p = 3, 
and time step �t = 4.e–3 s. After that, the discretization is refined by performing uniform h-refinement four times on the 
Lagrangian and Eulerian meshes and dividing the time step by two each time a new level of refinement is introduced. The 
Lagrangian mesh after one level of refinement is plotted in Fig. 10. For the coarsest discretization R0/hE = 10/π and for 
the finest discretization R0/hE = 80/π . eD I V is smaller than 5.0e–11 for all discretizations considered. The value of eV C at 
t = 0.2 s goes from 4.2e–3 for the coarsest discretization to 1.4e–8 for the finest discretization (second-order convergence). 
In order to show that in the DCIB method eV C is primarily produced by time-discretization errors of the kinematic equation, 
we now solve this problem using the coarsest Eulerian and Lagrangian meshes, but decreasing the time step an order of 
magnitude (�t = 4.e–4 s). The value of eV C at t = 0.2 s is 2.7e–5, that is, it decreased more than two orders of magnitude 
with respect to the value with �t = 4.e–3 s (4.2e–3) showing the second-order convergence of eV C with respect to the time 
step. In [84], it is reported that eV C is approximately 0.001 and the time step is varied from 1.e–4 s to 1.e–6 s. Figs. 11
(a)-(b) show the streamlines colored by the velocity magnitude and the vertical velocity once the capsule has reached a 
steady inclination angle, respectively.

Mesh-independence studies for the inclination angle and the Taylor parameter are shown in Figs. 12 (a)-(b). The incli-
nation angle is computed as the angle between the minor principal axis of inertia of the capsule in the plane of shear 
and the horizontal direction (flow direction in a Couette flow) [108]. The Taylor parameter (D) is a measure of the capsule 
deformation and it is defined as

4 In [84], the capillary number is defined with respect to the Young modulus (Es) instead of the shear modulus Gs as in the present work. Since Es = 3Gs

for a Poisson ratio νs = 0.5 [89], the value of Ca given in [84] needs to be multiplied by 3 to be equivalent to the value of Ca used here.
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Fig. 10. Spherical capsule dynamics in Couette flow. The Lagrangian mesh with eight extraordinary points after one level of refinement is plotted. The 
element boundaries are plotted for the whole mesh and the element interiors are plotted in half of the mesh only.

Fig. 11. Spherical capsule in Couette flow. (a) Streamlines colored by the velocity magnitude along with the deformed capsule. (b) Vertical velocity of half 
of the domain along with the deformed capsule.

Table 1
Comparison with the literature for the spherical 
capsule in Couette flow.

Numerical method ψ (deg) D

DCIB 18.90 0.528
Ref. [84] 19.26 0.496

D = l1 − l2
l1 + l2

(74)

where l1 and l2 are the lengths of the minor and major principal axes of inertia in the plane of shear of an ellipsoid with the 
same moments of inertia as the capsule [108]. In [84], this problem is solved using an IB method in which the Navier-Stokes 
equations are discretized using finite differences and the capsule is treated using the C0 triangular discretization developed 
in [74–76]. In [84], it is reported that D increases 3.1% when the Eulerian mesh is changed from 403 to 803 while D only 
increases 0.3% using the DCIB method, i.e., the DCIB method reaches a converged result with coarser resolutions. Table 1
includes the converged result for the inclination angle and the Taylor parameter obtained with the DCIB method and the 
IB method used in [84]. In [88], an unbounded BIM is used to solve this problem. Although the results in [84] are often 
compared with the results in [88], this comparison is not appropriate since the effect of confinement (top and bottom walls) 
and the effect of periodic boundary conditions are not present in the results from [88]. In an analogous way, the results 
from [107], obtained using an IB method based on finite differences, are often compared with the results from [84] although 
a different simulation domain was used in [107].
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Fig. 12. Mesh-independence studies for the spherical capsule in Couette flow.

6.4. Vesicle dynamics in Taylor-Couette flow

This example studies the dynamics of a vesicle in Taylor-Couette flow [109]. As in Section 6.2, the viscosity contrast is 
varied over three orders of magnitude to study the vesicle dynamics.

The physical domain 	 is an annulus with inner radius R1 = 0.001 cm and outer radius R2 = 0.006 cm. The vesicle 
is an ellipse whose semiaxes are a = 1.6625e–3 cm and b = 6.015e–4 cm (R0 = 0.001 cm), and its center is initially lo-
cated at (0.0 cm, 0.0035 cm). Dirichlet boundary conditions are applied to obtain (if there was no vesicle) a Taylor-Couette 
flow with inner and outer angular velocities of 100 rad/s and 10 rad/s, respectively. Both the fluid and the vesicle are 
initially at rest. The physical parameters defining this problem are the following: ρ = 1.0 g/cm3, μo = 0.01 g/(cm · s), 
κ = 2.0e–10 g · cm2/s2, C I = 0.2 g/(cm2 · s2), g V = 0, and μi = 0.001, 0.002, 0.005, 0.01, 0.05, 0.08, 0.1, 0.2, 0.5, and 
1.0 g/(cm · s). The dimensionless numbers of this problem are � = 0.7, χ = 0.4, Ca = 9.257, Re = 0.0185, and � = 0.1, 
0.2, 0.5, 1, 2, 5, 8, 10, 20, 50, and 100, where the maximum shear rate (obtained in the inner circle) was used to compute 
Ca and Re .

The Eulerian mesh is composed of 80 × 320 elements with k = 2, the Lagrangian mesh is composed of 256 elements 
with p = 3, and a time step �t = 5.e–5 s is used. For � = 1, the vesicle undergoes TT motion. The inclination angle is 
computed as the angle between the minor principal axis of inertia of the vesicle and the angular direction (flow direction in 
the Taylor-Couette flow). eD I V is smaller than 3.0e–10. The value of eV C at t = 1.5 s (once the vesicle has already reached a 
steady inclination angle) is 3.8e–5. For the selected dilatation modulus, the relative perimeter change of the vesicle is less 
than 4.8e–4. Figs. 13 (a)-(b) show the velocity magnitude and the vesicle deformation for � = 1.0 at two different times. 
Some elements of the Lagragian mesh are represented in black color to show the TT motion of the vesicle. Figs. 13 (c)-(d) 
show the velocity magnitude and the vesicle deformation for � = 100 at two different times. For this viscosity contrast, the 
vesicle undergoes TU motion.

As in Couette flow, a transition from TT motion to TU motion takes place as the viscosity contrast is increased. The 
inclination angle is measured in the TT regime and plotted in Fig. 14 (a). The period is measured in the TU regime and 
plotted in Fig. 14 (b). Here, we define the TU period as the time spent by the vesicle to undergo a complete turn in its 
rotation with respect to the angular direction (flow direction in the Taylor-Couette flow). In addition, the vesicle undergoes 
migration toward the inner circle in the TT regime, that is, the vesicle moves toward the region with higher flow line 
curvature. In a Taylor-Couette flow, the shear stress has its maximum at the inner circle and its minimum at the outer 
circle. Therefore, the vesicle is moving toward the region with higher shear stress. Note that in plane Poiseuille and Hagen-
Poiseuille flows, a vesicle moves toward the region with lower shear stress instead [68]. This suggests that the dynamics of 
vesicles in flows with curvature (Taylor-Couette flow) is significantly different from flows with no curvature (plane Poiseuille 
and Hagen-Poiseuille flows). No significant radial migration is observed in the TU regime. The migration behavior in TT and 
TU regimes obtained in our simulations is consistent with the findings reported in [110], which were obtained using the 
BIM and an unbounded flow that tries to mimic a Taylor-Couette flow.

6.5. Capsule segregation in Hagen-Poiseuille flow

This example studies the segregation of two types of capsules with different size in a Hagen-Poiseuille flow.
The physical domain 	 is a cylinder with radius R = 0.005 cm and length L = 0.02 cm. A total of 36 spherical capsules 

modeled using the Skalak constitutive law are considered, 18 capsules with radius Rs = 0.00065 cm and 18 capsules with 
radius Rl = 0.00091 cm. In complex simulations of capsules under flow in which the capsules are modeled with a membrane 
formulation, it is widespread to consider an isotropic tensile prestress [111–113]. This tensile prestress is introduced to avoid 
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Fig. 13. Two-dimensional vesicle dynamics in Taylor-Couette flow. (a)-(b) Vesicle with viscosity ratio 1.0 undergoes tank-treading motion. (c)-(d) Vesicle 
with viscosity ratio 100 undergoes tumbling motion. In all figures, some Lagrangian elements are represented in black color to know whether or not 
tank-treading motion is taking place.

significant compressive stresses, which would lead to unphysical buckling instabilities due to the lack of bending rigidity 
in the formulation. Note that this prestress can be introduced in a lab and can also naturally occur due to osmotic effects 
[114]. The isotropic tensile stress is obtained applying an inflation ratio I = a/a0 − 1, where a0 and a are the radii of the 
capsule before and after the prestress is applied, respectively. Here, we apply an inflation ratio I = 0.2 to both types of 
capsules. Homogeneous Dirichlet boundary conditions for the velocity are applied at the cylinder wall. Periodic boundary 
conditions are applied in the flow direction. Both the fluid and the capsules are initially at rest. The physical parameters 
defining this problem are the following: ρ = 1.0 g/cm3, μo = μi = 0.01 g/(cm · s), Gs = C I = 0.012e–3 g/(cm2 · s2), and 
g V = (0.0 g/(cm2 · s2), 0.0 g/(cm2 · s2), 800.0 g/(cm2 · s2)). For the selected value of g V , a Hagen-Poiseuille flow with a 
wall shear rate γ̇ = 200 s−1 would be obtained if there were no capsules. The dimensionless numbers of this problem are 
Ca = 0.182, χ = 0.2184, � = 1.0, and Re = 0.02385, where the radius of the larger capsules has been used to compute the 
dimensionless numbers.

The Eulerian mesh is composed of 80 × 80 × 160 elements with k = 2, each Lagrangian mesh is composed of 4,776 
elements with p = 3, and a time step �t = 2.5e–4 s is used. The Eulerian mesh is plotted in Fig. 15. eD I V is lower than 
8.9e–11. For any capsule, the value of eV C at t = 3.25 s (once the smaller capsules have traveled more than 1350 times 
their radius along the flow direction) is smaller than 9.0e–5. Figs. 16 (a)-(d) show the velocity magnitude and the two 
types of capsules at four different times. According to the mathematical model of the IB and FD methods, the capsules are 
not supposed to overlap along the simulation due to the no-slip and no-penetration conditions at the interface. However, 
due to discretization errors imposing the kinematic conditions at the interface, solids are found to unphysically overlap 
in most IB and FD methods [115,33,58,116,11,8]. This phenomenon is sometimes referred to as “numerical sticking” [8]. 
21



H. Casquero, C. Bona-Casas, D. Toshniwal et al. Journal of Computational Physics 425 (2021) 109872
Fig. 14. Two-dimensional vesicle dynamics in Taylor-Couette flow. (a) Inclination angle in the tank-treading regime. (b) Period in the tumbling regime.

Fig. 15. Three-dimensional capsule segregation in Hagen-Poiseuille flow. The Eulerian mesh is composed of 80 × 80 × 160 elements with k = 2.

To prevent numerical sticking, terms based on collision theory or contact theory are often added in IB and FD methods 
[115,33,58,116,11,8]. As in [1], we do not add any additional term to prevent overlap along the simulation and the distance 
among capsules is always at least equal to the element size of the Eulerian mesh. In other words, the DCIB method imposes 
the kinematic equation with enough accuracy to prevent numerical sticking.

For each type of capsule, the distance between the cylinder axis and the center of mass of the capsules is measured. 
This distance is denoted by ds and dl for the smaller and larger capsules, respectively. The quantities ds and dl are used 
to measure which type of capsule tends to travel closer to the cylinder wall. The initial position of the capsules, shown 
in Fig. 16 (a), is such that ds = dl = 0.003 cm. Once the smaller capsules have traveled more than 1350 times their radius 
along the flow direction, the time averaged values of ds and dl are 3.108e–3 cm and 2.381e–3 cm, respectively. Therefore, 
the smaller capsules tend to travel closer to the cylinder wall. In [112], the segregation of spherical capsules in a Couette 
flow is studied using the boundary integral method. The authors found that the smaller capsules tend to travel closer to the 
parallel walls, which is analogous to the behavior found in this work in a Hagen-Poiseuille flow.

7. Conclusions

The DCIB method results in significantly improved volume conservation of the fluid inside closed co-dimension one solids 
in comparison with conventional IB methods [16,104,84]. The DCIB method also outperforms previous IB methods tailored 
to tackle the issue of poor conservation of the inner fluid [15,20]. More importantly, the DCIB method is as flexible and 
efficient as conventional IB methods, which is not the case of the other IB methods tailored to improve volume conservation 
(e.g., neither Dirichlet nor Neumann boundary conditions can be imposed in the DFIB method [20]; only periodic boundary 
conditions can be imposed). All the gains in volume conservation of the inner fluid in the DCIB method are due to: (1) the 
negligible incompressibility errors at the Eulerian level produced by divergence-conforming B-splines, (2) a fully-implicit 
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Fig. 16. Three-dimensional capsule segregation in Hagen-Poiseuille flow. The velocity magnitude and the two types of capsules are plotted at different times. 
The large and small capsules are colored in white and purple, respectively. The velocity magnitude is represented in 4 cutting planes and 25 streamlines. In 
all pictures, the velocity magnitude varies linearly from 0.0 cm/s (blue color) to 0.41 cm/s (red color). The edges of the boundary elements of the Eulerian 
mesh are included in a see-through view.

second-order accurate time discretization of the kinematic equation that computes the Lagrangian displacement from the 
Eulerian velocity, and (3) the higher inter-element continuity of divergence-conforming B-splines to avoid quadrature errors 
becoming the dominant discretization error of the kinematic equation that computes the Lagrangian displacement from the 
Eulerian velocity.

Two-dimensional vesicles and three-dimensional capsules are discretized by directly evaluating formulae of differential 
geometry for which C2-continuous B-splines with periodic knot vectors and C1-continuous analysis-suitable T-splines are 
used, respectively. Good agreement is found for the dynamics of vesicles and capsules in Couette flow with respect to 
simulations based on the boundary integral method and other IB methods. Leveraging the geometric flexibility of divergence-
conforming B-splines, the dynamics of a vesicle in Taylor-Couette flow and the segregation of capsules with different sizes 
in Hagen-Poiseuille flow are studied. Our simulations reveal that (1) the tank-treading and tumbling motions that vesicles 
undergo in Couette flow prevail in Taylor-Couette flow and (2) the smaller capsules tend to travel closer to the wall and the 
larger capsules tend to travel closer to the cylinder axis.
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[39] C. Kadapa, W. Dettmer, D. Perić, A stabilised immersed framework on hierarchical B-spline grids for fluid-flexible structure interaction with solid–solid 
contact, Comput. Methods Appl. Mech. Eng. 335 (2018) 472–489.

[40] L. Heltai, J. Kiendl, A. DeSimone, A. Reali, A natural framework for isogeometric fluid–structure interaction based on BEM–shell coupling, Comput. 
Methods Appl. Mech. Eng. 316 (2017) 522–546.

[41] J. Maestre, J. Pallares, I. Cuesta, M.A. Scott, A 3D isogeometric BE–FE analysis with dynamic remeshing for the simulation of a deformable particle in 
shear flows, Comput. Methods Appl. Mech. Eng. 326 (2017) 70–101.

[42] G. Moutsanidis, D. Kamensky, J. Chen, Y. Bazilevs, Hyperbolic phase field modeling of brittle fracture: part II–immersed IGA–RKPM coupling for 
air-blast–structure interaction, J. Mech. Phys. Solids 121 (2018) 114–132.

[43] H. Casquero, C. Bona-Casas, H. Gomez, NURBS-based numerical proxies for red blood cells and circulating tumor cells in microscale blood flow, 
Comput. Methods Appl. Mech. Eng. 316 (2017) 646–667.

[44] L.R. Scott, M. Vogelius, Norm estimates for a maximal right inverse of the divergence operator in spaces of piecewise polynomials, ESAIM: Math. 
Model. Numer. Anal. 19 (1) (1985) 111–143.

[45] S. Zhang, Divergence-free finite elements on tetrahedral grids for k ≥ 6, Math. Comput. 80 (274) (2011) 669–695.
[46] M. Neilan, Discrete and conforming smooth de Rham complexes in three dimensions, Math. Comput. 84 (295) (2015) 2059–2081.
[47] R.S. Falk, M. Neilan, Stokes complexes and the construction of stable finite elements with pointwise mass conservation, SIAM J. Numer. Anal. 51 (2) 

(2013) 1308–1326.
[48] J. Guzman, R. Scott, The Scott-Vogelius finite elements revisited, arXiv preprint arXiv:1705 .00020.
[49] P.-A. Raviart, J.-M. Thomas, A mixed finite element method for 2-nd order elliptic problems, in: Mathematical Aspects of Finite Element Methods, 

Springer, 1977, pp. 292–315.
[50] A. Buffa, C. De Falco, G. Sangalli, Isogeometric analysis: stable elements for the 2D Stokes equation, Int. J. Numer. Methods Fluids 65 (11–12) (2011) 

1407–1422.
[51] A. Buffa, J. Rivas, G. Sangalli, R. Vázquez, Isogeometric discrete differential forms in three dimensions, SIAM J. Numer. Anal. 49 (2) (2011) 818–844.
[52] J.A. Evans, T.J.R. Hughes, Isogeometric divergence-conforming B-splines for the Darcy–Stokes–Brinkman equations, Math. Models Methods Appl. Sci. 

23 (04) (2013) 671–741.
[53] J.A. Evans, T.J.R. Hughes, Isogeometric divergence-conforming B-splines for the steady Navier–Stokes equations, Math. Models Methods Appl. Sci. 

23 (08) (2013) 1421–1478.
[54] J.A. Evans, T.J.R. Hughes, Isogeometric divergence-conforming B-splines for the unsteady Navier–Stokes equations, J. Comput. Phys. 241 (2013) 

141–167.
[55] D. Boffi, N. Cavallini, L. Gastaldi, Finite element approach to immersed boundary method with different fluid and solid densities, Math. Models 

Methods Appl. Sci. 21 (12) (2011) 2523–2550.
[56] C. Hesch, A. Gil, A.A. Carreno, J. Bonet, On continuum immersed strategies for fluid–structure interaction, Comput. Methods Appl. Mech. Eng. 247 

(2012) 51–64.
[57] J. Guzmán, M. Neilan, Conforming and divergence-free Stokes elements in three dimensions, IMA J. Numer. Anal. 34 (4) (2013) 1489–1508.
[58] D. Kamensky, M.-C. Hsu, Y. Yu, J.A. Evans, M.S. Sacks, T.J.R. Hughes, Immersogeometric cardiovascular fluid–structure interaction analysis with 

divergence-conforming B-splines, Comput. Methods Appl. Mech. Eng. 314 (2017) 408–472.
[59] F. Lim, Biomedical Applications of Microencapsulation, CRC Press, 2019.
[60] S. Li, J. Nickels, A.F. Palmer, Liposome-encapsulated actin–hemoglobin (LEAcHb) artificial blood substitutes, Biomaterials 26 (17) (2005) 3759–3769.
[61] V. Noireaux, A. Libchaber, A vesicle bioreactor as a step toward an artificial cell assembly, Proc. Natl. Acad. Sci. 101 (51) (2004) 17669–17674.
[62] S.E. Andaloussi, I. Mäger, X.O. Breakefield, M.J. Wood, Extracellular vesicles: biology and emerging therapeutic opportunities, Nat. Rev. Drug Discov. 

12 (5) (2013) 347.
[63] M. Yáñez-Mó, P.R.-M. Siljander, Z. Andreu, A. Bedina Zavec, F.E. Borràs, E.I. Buzas, K. Buzas, E. Casal, F. Cappello, J. Carvalho, et al., Biological properties 

of extracellular vesicles and their physiological functions, J. Extracel. Vesicles 4 (1) (2015) 27066.
[64] J.B. Freund, Numerical simulation of flowing blood cells, Annu. Rev. Fluid Mech. 46 (2014) 67–95.
[65] L. Lanotte, J. Mauer, S. Mendez, D.A. Fedosov, J.-M. Fromental, V. Claveria, F. Nicoud, G. Gompper, M. Abkarian, Red cells’ dynamic morphologies govern 

blood shear thinning under microcirculatory flow conditions, Proc. Natl. Acad. Sci. 113 (47) (2016) 13289–13294.
[66] J. Mauer, S. Mendez, L. Lanotte, F. Nicoud, M. Abkarian, G. Gompper, D.A. Fedosov, Flow-induced transitions of red blood cell shapes under shear, 

Phys. Rev. Lett. 121 (11) (2018) 118103.
[67] D. Barthes-Biesel, Motion and deformation of elastic capsules and vesicles in flow, Annu. Rev. Fluid Mech. 48 (2016) 25–52.
[68] D. Abreu, M. Levant, V. Steinberg, U. Seifert, Fluid vesicles in flow, Adv. Colloid Interface Sci. 208 (2014) 129–141.
[69] K.-i. Tsubota, S. Wada, T. Yamaguchi, Particle method for computer simulation of red blood cell motion in blood flow, Comput. Methods Programs 

Biomed. 83 (2) (2006) 139–146.
[70] K.-i. Tsubota, S. Wada, Effect of the natural state of an elastic cellular membrane on tank-treading and tumbling motions of a single red blood cell, 

Phys. Rev. E 81 (1) (2010) 011910.
[71] G. Boedec, M. Leonetti, M. Jaeger, 3D vesicle dynamics simulations with a linearly triangulated surface, J. Comput. Phys. 230 (4) (2011) 1020–1034.
[72] T. Biben, A. Farutin, C. Misbah, Three-dimensional vesicles under shear flow: numerical study of dynamics and phase diagram, Phys. Rev. E 83 (3) 

(2011) 031921.
[73] H. Zhao, A.P. Spann, E.S. Shaqfeh, The dynamics of a vesicle in a wall-bound shear flow, Phys. Fluids 23 (12) (2011) 121901.
[74] J. Charrier, S. Shrivastava, R. Wu, Free and constrained inflation of elastic membranes in relation to thermoforming—non-axisymmetric problems, J. 

Strain Anal. Eng. Des. 24 (2) (1989) 55–74.
[75] S. Shrivastava, J. Tang, Large deformation finite element analysis of non-linear viscoelastic membranes with reference to thermoforming, J. Strain Anal. 

Eng. Des. 28 (1) (1993) 31–51.
[76] C.D. Eggleton, A.S. Popel, Large deformation of red blood cell ghosts in a simple shear flow, Phys. Fluids 10 (8) (1998) 1834–1845.
[77] A.P.S. Bhalla, R. Bale, B.E. Griffith, N.A. Patankar, A unified mathematical framework and an adaptive numerical method for fluid–structure interaction 

with rigid, deforming, and elastic bodies, J. Comput. Phys. 250 (2013) 446–476.
[78] X. Li, J. Zheng, T.W. Sederberg, T.J.R. Hughes, M.A. Scott, On linear independence of T-spline blending functions, Comput. Aided Geom. Des. 29 (2012) 

63–76.
[79] X. Wei, Y. Zhang, L. Liu, T.J.R. Hughes, Truncated T-splines: fundamentals and methods, Comput. Methods Appl. Mech. Eng. 316 (2017) 349–372.
[80] H. Casquero, L. Liu, Y. Zhang, A. Reali, J. Kiendl, H. Gomez, Arbitrary-degree T-splines for isogeometric analysis of fully nonlinear Kirchhoff–Love shells, 

Comput. Aided Des. 82 (2017) 140–153.
[81] D. Toshniwal, H. Speleers, T.J.R. Hughes, Smooth cubic spline spaces on unstructured quadrilateral meshes with particular emphasis on extraordinary 

points: geometric design and isogeometric analysis considerations, Comput. Methods Appl. Mech. Eng. 327 (2017) 411–458.
25

http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8B481A8B345AB88980F3BED5FFF04A8Bs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8B481A8B345AB88980F3BED5FFF04A8Bs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib16BB21E0543C5619B6CFA2A31ACCA82Es1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib16BB21E0543C5619B6CFA2A31ACCA82Es1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibACD4ADA8B7FDE201C49EBECFA476C3B8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibACD4ADA8B7FDE201C49EBECFA476C3B8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib90C57039D860CFC874C38972DB0E948Es1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib90C57039D860CFC874C38972DB0E948Es1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib0AF91B067E56D3C8E81414E15FA806ACs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib0AF91B067E56D3C8E81414E15FA806ACs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib1784583AB377E908E4745529459A1332s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib1784583AB377E908E4745529459A1332s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib05ADDEAB8CF44D41B938024DECFEE495s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib05ADDEAB8CF44D41B938024DECFEE495s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib3D9D27C803DD2AEDC9B8ABACFB4B6010s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib3D9D27C803DD2AEDC9B8ABACFB4B6010s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib276DDC57DFFE861DC88A71C939F24249s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib30DB705AAF2FD72B72CA98D561D0A241s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC8BC9FF910B6671AC5098E5C640B68A2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC8BC9FF910B6671AC5098E5C640B68A2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib5A1885A38BE5B7098BB7C696A29065BEs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib192B32D69C820BB0D8793FAA6ACD6AC9s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib192B32D69C820BB0D8793FAA6ACD6AC9s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8EA27147D285E26B9ECE2E1A25A91F3Fs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8EA27147D285E26B9ECE2E1A25A91F3Fs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA3A7FE1D2898025E4D3E814635307C5Ds1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib3ACEFF7EC107A40091D80720C3004F00s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib3ACEFF7EC107A40091D80720C3004F00s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib73E4BF6178A94E16A07E59FD12028D23s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib73E4BF6178A94E16A07E59FD12028D23s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib527BD5B5D689E2C32AE974C6229FF785s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib527BD5B5D689E2C32AE974C6229FF785s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8254DD824BD6599E98A4EE74CD4D3970s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8254DD824BD6599E98A4EE74CD4D3970s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib71C12CA6EC5348B09A2224A52989EBFEs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib71C12CA6EC5348B09A2224A52989EBFEs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibE273D96FA30D919DFEE126F9D1CBF96Ds1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib54327C842E587CDC0FC62E34A4270AE2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib54327C842E587CDC0FC62E34A4270AE2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib67F52EB93DAB79E2488D4A6E224FF4B2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib90C006A5A1E47D8CCC7BDA6B12DE917As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibB7418287DCEE132CECFECC55199BAAD7s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib1DFB574D5101F4005F589F78F0FB7C0Es1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib1DFB574D5101F4005F589F78F0FB7C0Es1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib2ABE6F0669AD3E3AAC136321596B0811s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib2ABE6F0669AD3E3AAC136321596B0811s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib1023C67DA6925AD5095F0304DB90BFBDs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib0062765B18F2E1887ECACDAE32D9579Cs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib0062765B18F2E1887ECACDAE32D9579Cs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib497F1A9003CD1FCA8CCAC4AE99A9F4D7s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib497F1A9003CD1FCA8CCAC4AE99A9F4D7s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibDE05A8E085464BAA99EE82C2F6586F2As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibE40177E451B54071AC17825151926DE3s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD03094358F8344FEF9182E89DCDF11F6s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD03094358F8344FEF9182E89DCDF11F6s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC031A1E72CE9B95FA1ABB9F854B39745s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC031A1E72CE9B95FA1ABB9F854B39745s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib67D55F5DB1C0F9BDADADAD8CDF1D05CAs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC1AFE8E616F5F4E40F6E8C99E24ACECFs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC1AFE8E616F5F4E40F6E8C99E24ACECFs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib317F82379918DEF9907AFCB8C76F6BF1s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC019C0F40C32562E4DCEC6EC19B60163s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC019C0F40C32562E4DCEC6EC19B60163s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA55B17881A1F580BA59D499A2B0E9BE9s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA55B17881A1F580BA59D499A2B0E9BE9s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib60E97B83655B6A99C07A74F7ED8E75BCs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib696A0D8DE598378DB671741B5CEE23EFs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib696A0D8DE598378DB671741B5CEE23EFs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibFCE545DFB5234D56DC81A4272D1A42D8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibFCE545DFB5234D56DC81A4272D1A42D8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib086D792917D494209E00E3832CF6B79As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD3A02891CF0431E007F4B507D9852B53s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD3A02891CF0431E007F4B507D9852B53s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib4E77BB0180A2A48216D569F57D145B6Ds1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib4E77BB0180A2A48216D569F57D145B6Ds1


H. Casquero, C. Bona-Casas, D. Toshniwal et al. Journal of Computational Physics 425 (2021) 109872
[82] H. Casquero, X. Wei, D. Toshniwal, A. Li, T.J. Hughes, J. Kiendl, Y.J. Zhang, Seamless integration of design and Kirchhoff–Love shell analysis using 
analysis-suitable unstructured t-splines, Comput. Methods Appl. Mech. Eng. 360 (2020) 112765.

[83] M. Thiébaud, C. Misbah, Rheology of a vesicle suspension with finite concentration: a numerical study, Phys. Rev. E 88 (6) (2013) 062707.
[84] S.K. Doddi, P. Bagchi, Lateral migration of a capsule in a plane Poiseuille flow in a channel, Int. J. Multiph. Flow 34 (10) (2008) 966–986.
[85] G. Tryggvason, B. Bunner, A. Esmaeeli, D. Juric, N. Al-Rawahi, W. Tauber, J. Han, S. Nas, Y.-J. Jan, A front-tracking method for the computations of 

multiphase flow, J. Comput. Phys. 169 (2) (2001) 708–759.
[86] B. Kaoui, G. Ristow, I. Cantat, C. Misbah, W. Zimmermann, Lateral migration of a two-dimensional vesicle in unbounded Poiseuille flow, Phys. Rev. E 

77 (2) (2008) 021903.
[87] R. Skalak, A. Tozeren, R. Zarda, S. Chien, Strain energy function of red blood cell membranes, Biophys. J. 13 (3) (1973) 245–264.
[88] E. Lac, D. Barthes-Biesel, N. Pelekasis, J. Tsamopoulos, Spherical capsules in three-dimensional unbounded Stokes flows: effect of the membrane 

constitutive law and onset of buckling, J. Fluid Mech. 516 (2004) 303–334.
[89] D. Barthes-Biesel, A. Diaz, E. Dhenin, Effect of constitutive laws for two-dimensional membranes on flow-induced capsule deformation, J. Fluid Mech. 

460 (2002) 211–222.
[90] L. Piegl, W. Tiller, The NURBS Book, Springer Science & Business Media, 2012.
[91] J. Liu, L. Dedè, J.A. Evans, M.J. Borden, T.J.R. Hughes, Isogeometric analysis of the advective Cahn–Hilliard equation: spinodal decomposition under 

shear flow, J. Comput. Phys. 242 (2013) 321–350.
[92] L. Dalcin, N. Collier, P. Vignal, A. Cortes, V. Calo, PetIGA: a framework for high-performance isogeometric analysis, Comput. Methods Appl. Mech. Eng. 

308 (2016) 151–181.
[93] K. Jansen, C. Whiting, G. Hulbert, Generalized-α method for integrating the filtered Navier-Stokes equations with a stabilized finite element method, 

Comput. Methods Appl. Mech. Eng. 190 (2000) 305–319.
[94] Y. Bazilevs, K. Takizawa, T.E. Tezduyar, Computational Fluid-Structure Interaction: Methods and Applications, John Wiley & Sons, 2012.
[95] A.F. Sarmiento, A.M. Côrtes, D. Garcia, L. Dalcin, N. Collier, V.M. Calo, PetIGA-MF: a multi-field high-performance toolbox for structure-preserving 

B-splines spaces, J. Comput. Sci. 18 (2017) 117–131.
[96] A. Côrtes, L. Dalcin, A. Sarmiento, N. Collier, V. Calo, A scalable block-preconditioning strategy for divergence-conforming B-spline discretizations of 

the Stokes problem, Comput. Methods Appl. Mech. Eng. 316 (2017) 839–858.
[97] L. Espath, A. Sarmiento, P. Vignal, B. Varga, A. Cortes, L. Dalcin, V. Calo, Energy exchange analysis in droplet dynamics via the Navier–

Stokes–Cahn–Hilliard model, J. Fluid Mech. 797 (2016) 389–430.
[98] S. Balay, S. Abhyankar, M.F. Adams, J. Brown, P. Brune, K. Buschelman, L. Dalcin, V. Eijkhout, W.D. Gropp, D. Kaushik, M.G. Knepley, D.A. May, L.C. 

McInnes, K. Rupp, B.F. Smith, S. Zampini, H. Zhang, H. Zhang, PETSc Web page, http://www.mcs .anl .gov /petsc, 2017.
[99] P.R. Brune, M.G. Knepley, B.F. Smith, X. Tu, Composing scalable nonlinear algebraic solvers, SIAM Rev. 57 (4) (2015) 535–565.

[100] Y. Saad, A flexible inner-outer preconditioned GMRES algorithm, SIAM J. Sci. Comput. 14 (2) (1993) 461–469.
[101] Y. Saad, M.H. Schultz, GMRES: a generalized minimal residual algorithm for solving nonsymmetric linear systems, SIAM J. Sci. Stat. Comput. 7 (1986) 

856–869.
[102] R. Cortez, C. Peskin, J. Stockie, D. Varela, Parametric resonance in immersed elastic boundaries, SIAM J. Appl. Math. 65 (2) (2004) 494–520.
[103] W. Ko, J. Stockie, Correction to “Parametric resonance in immersed elastic boundaries”, arXiv:1207.4744.
[104] B.E. Griffith, Immersed boundary model of aortic heart valve dynamics with physiological driving and loading conditions, Int. J. Numer. Methods 

Biomed. Eng. 28 (3) (2012) 317–345.
[105] Y. Yu, D. Kamensky, M.-C. Hsu, X.Y. Lu, Y. Bazilevs, T.J. Hughes, Error estimates for projection-based dynamic augmented Lagrangian boundary condi-

tion enforcement, with application to fluid–structure interaction, Math. Models Methods Appl. Sci. 28 (12) (2018) 2457–2509.
[106] M.-C. Lai, Z. Li, A remark on jump conditions for the three-dimensional Navier-Stokes equations involving an immersed moving membrane, Appl. 

Math. Lett. 14 (2) (2001) 149–154.
[107] X. Li, K. Sarkar, Front tracking simulation of deformation and buckling instability of a liquid capsule enclosed by an elastic membrane, J. Comput. 

Phys. 227 (10) (2008) 4998–5018.
[108] S. Ramanujan, C. Pozrikidis, Deformation of liquid capsules enclosed by elastic membranes in simple shear flow: large deformations and the effect of 

fluid viscosities, J. Fluid Mech. 361 (1998) 117–143.
[109] G.I. Taylor VIII, Stability of a viscous liquid contained between two rotating cylinders, Philos. Trans. R. Soc. Lond., Ser. A, Contain. Pap. Math. Phys. 

Character 223 (605–615) (1923) 289–343.
[110] G. Ghigliotti, A. Rahimian, G. Biros, C. Misbah, Vesicle migration and spatial organization driven by flow line curvature, Phys. Rev. Lett. 106 (2) (2011) 

028101.
[111] E. Lac, A. Morel, D. Barthès-Biesel, Hydrodynamic interaction between two identical capsules in simple shear flow, J. Fluid Mech. 573 (2007) 149–169.
[112] A. Kumar, R.G.H. Rivera, M.D. Graham, Flow-induced segregation in confined multicomponent suspensions: effects of particle size and rigidity, J. Fluid 

Mech. 738 (2014) 423–462.
[113] J. Maestre, J. Pallares, I. Cuesta, M.A. Scott, Dynamics of a capsule flowing in a tube under pulsatile flow, J. Mech. Behav. Biomed. Mater. 90 (2019) 

441–450.
[114] J. Sherwood, F. Risso, F. Collé-Paillot, F. Edwards-Lévy, M.-C. Lévy, Rates of transport through a capsule membrane to attain Donnan equilibrium, J. 

Colloid Interface Sci. 263 (1) (2003) 202–212.
[115] I. Borazjani, Fluid–structure interaction, immersed boundary-finite element method simulations of bio-prosthetic heart valves, Comput. Methods Appl. 

Mech. Eng. 257 (2013) 103–116.
[116] C.-C. Liao, W.-W. Hsiao, T.-Y. Lin, C.-A. Lin, Simulations of two sedimenting-interacting spheres with different sizes and initial configurations using 

immersed boundary method, Comput. Mech. 55 (6) (2015) 1191–1200.
26

http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8FC1034E49A8A3DF2F723D105D27666As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib8FC1034E49A8A3DF2F723D105D27666As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD1E489EED808637D084F0D4F2D066D8As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibAFF62035D0240C27462CE10F5B3C215Bs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibBAB0306DFE89BF2C87D26F77C9FC7A54s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibBAB0306DFE89BF2C87D26F77C9FC7A54s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib81C9C05AFD9F4D8349B323E6426E7829s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib81C9C05AFD9F4D8349B323E6426E7829s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib20D9F620160968278F1BD457357B9193s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib4AA646FCF3DA9462128DDFB5CA80C696s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib4AA646FCF3DA9462128DDFB5CA80C696s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib3A119059FA7F4EB285B42C3A5FCAFBDBs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib3A119059FA7F4EB285B42C3A5FCAFBDBs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib7A65D92F0CAB6D0754AB49A0CD2C9B47s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib53C66CFB5500DE29441DAF4AEB536D55s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib53C66CFB5500DE29441DAF4AEB536D55s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib686F02731BB8748B944751516522BA0As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib686F02731BB8748B944751516522BA0As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib278910CA9BA4C06E4AC5DBECE9559698s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib278910CA9BA4C06E4AC5DBECE9559698s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib94383AD6649006E38D4AC529E9FA03C7s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib289186328F9253A62A2F9B9AB7024AA5s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib289186328F9253A62A2F9B9AB7024AA5s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibADCC0D1E135ECAF71BF5CABABB6E69B8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibADCC0D1E135ECAF71BF5CABABB6E69B8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib52E37104E799BD6E525E626C5FF65AF7s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib52E37104E799BD6E525E626C5FF65AF7s1
http://www.mcs.anl.gov/petsc
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibC85185B4935A1C861B240F64173DBBEAs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib0B2163122F833D041458F11B1C03E4E8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib59E058EAE7E027253FC8DAAA8285B88Cs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib59E058EAE7E027253FC8DAAA8285B88Cs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib9ECA2931FB0851B2B2B6D241AC2BFFAFs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib9A0E8ED99EC0EA70AB24CEAA8B5B7A76s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD4DBD1F2A2B346A25FF30B58EA298E95s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD4DBD1F2A2B346A25FF30B58EA298E95s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA0E17434C98C6931A0A6D64CF921F469s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA0E17434C98C6931A0A6D64CF921F469s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib01A16992EBA51A2D9B5D4C4F33A9B7C9s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib01A16992EBA51A2D9B5D4C4F33A9B7C9s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA58F1BA3DA92E5042DAB9DD8182663A0s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA58F1BA3DA92E5042DAB9DD8182663A0s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib697AE98D5539B0B591E036EF09971C7Cs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib697AE98D5539B0B591E036EF09971C7Cs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibFE11059CD79B860450B7D0BD63FB6CE2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibFE11059CD79B860450B7D0BD63FB6CE2s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibDBD27E6FBCDAFC4C6CBB8B612BEC522As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibDBD27E6FBCDAFC4C6CBB8B612BEC522As1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib0BE8E03FFC081233AF14A77FFE6D9D4Bs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibF12BC4ED144FCBAE04AEC5FEEDF190CDs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibF12BC4ED144FCBAE04AEC5FEEDF190CDs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA75836CB95A9723E8013CF8F1915976Fs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibA75836CB95A9723E8013CF8F1915976Fs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib51507A6F3F0CDE3023E9BF6AB3F24BE8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib51507A6F3F0CDE3023E9BF6AB3F24BE8s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib17F82A9A24D5AA81CA07AE3587BED02Fs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bib17F82A9A24D5AA81CA07AE3587BED02Fs1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD156A8E379F2234EDE2693ACB7181E58s1
http://refhub.elsevier.com/S0021-9991(20)30646-X/bibD156A8E379F2234EDE2693ACB7181E58s1

	The divergence-conforming immersed boundary method: Application to vesicle and capsule dynamics
	1 Introduction
	2 Kinematics
	2.1 Lagrangian description
	2.1.1 Closed curve
	2.1.2 Closed surface

	2.2 Eulerian description

	3 Governing equations
	3.1 Two-dimensional vesicles
	3.2 Three-dimensional capsules

	4 Variational formulation
	4.1 Two-dimensional vesicles
	4.2 Three-dimensional capsules

	5 Discretization
	5.1 Spatial discretization
	5.1.1 Closed curves
	5.1.2 Closed surfaces
	5.1.3 Navier-Stokes equations
	5.1.4 Heaviside function
	5.1.5 Semi-discrete form

	5.2 Time discretization
	5.3 Solution strategy

	6 Numerical examples
	6.1 Closed curve with active behavior
	6.2 Vesicle dynamics in Couette flow
	6.3 Spherical capsule dynamics in Couette flow
	6.4 Vesicle dynamics in Taylor-Couette flow
	6.5 Capsule segregation in Hagen-Poiseuille flow

	7 Conclusions
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgements
	References


