Science of the Total Environment 686 (2019) 1164-1172

journal homepage: www.elsevier.com/locate/scitotenv

Science of the Total Environment

Contents lists available at ScienceDirect

Science o«
Total Environment

Experimental influence of storm-surge salinity on soil greenhouse gas L))

emissions from a tidal salt marsh

Check for
updates

Margaret Capooci, Josep Barba, Angelia L. Seyfferth, Rodrigo Vargas *

Department of Plant and Soil Sciences, University of Delaware, 152 Townsend Hall, 531 South College Ave., Newark, DE 19716, USA

HIGHLIGHTS

Studied the influence a pulse-change in
salinity on salt marsh GHG biogeochem-
istry

Coupled automated GHG measure-
ments with pore water chemistry

CO, decreased with decreased salinity;
CH,4, and N,O fluxes increased.

Salt marsh soils recovered from salinity
changes relatively quickly.

ARTICLE INFO

Article history:

Received 18 March 2019

Received in revised form 31 May 2019
Accepted 2 June 2019

Available online 04 June 2019

Editor: Jay Gan

Keywords:

Carbon cycle
Biogeochemistry

Extreme events
Automated measurements

GRAPHICAL ABSTRACT

I I ITI v V

Salinity

Flux

005
*umol m? s **nmol m? s

ABSTRACT

Storm surges can substantially alter the water level and salinity in tidal salt marshes. Little is known about how
changes experienced during storm surges affect greenhouse gas emissions (GHG; CO,, CHy4, N>0) from tidal salt
marsh soils. Understanding how storm surges influence ecosystem processes is critical for evaluating the
ecosystem's sensitivity to sea level rise. To explore how hurricane-induced changes in salinity affect GHG emis-
sions, we exposed intact soil mesocosms (0-9 cm depth) from a Mid-Atlantic temperate salt marsh to pulse
changes in salinity experienced at the site before, during, and after Hurricane Joaquin in 2015. Soil temperature,
oxygen, and water level were kept constant to avoid confounding effects throughout the experiment. Automated
measurements (hourly resolution) of soil GHG emissions were recorded in control (i.e., no salinity changes) and
treatment mesocosms, and combined with soil pore water chemistry (i.e., SO5", S*~, Fe?, TN}, redox potential, pH)
to characterize the biogeochemical responses. Using mixed effects models, we found that the role of different bio-
geochemical processes, such as sulfur cycling, changed throughout the experiment, underscoring the complex
nature of GHG emissions in tidal salt marsh soils. Overall, soils subjected to a salinity decrease had greater
GHG emissions than control soils, which were maintained at 17 ppt. The treatment soils had a 24% and 23% in-
crease in global warming potential (20- and 100-year scenarios, respectively) indicating that storm surges can
produce pulses of GHG emissions. However, both CH, and N,O emissions returned to baseline values (following
hysteresis responses) when initial conditions were reestablished. The results support the fact that tidal salt
marshes are resilient ecosystems, as soil GHG emissions recovered relatively quickly from the pulse event.
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1. Introduction

Tidal salt marshes provide a wide variety of ecosystem services, in-
cluding reactive nitrogen removal and carbon storage (Jordan et al.,
2011; Valiela and Teal, 1979). Carbon stored in these ecosystems,
along with mangrove forests and seagrass beds, is termed “blue carbon”
and has become a topic of global interest. In the United States, wetlands
cover 44.6 million hectares, with 2.6 million (5.8%) of the total com-
prised of salt marshes (Dahl, 2011; Dahl and Stedman, 2013). Despite
their small area, salt marshes can sequester C at high rates with an aver-
age 0of 218 + 24 g Cm 2 yr ! (McLeod et al., 2011). Blue carbon research
typically focuses on quantifying C stocks and assessing how they will
change under various climate change scenarios. However, there is also
a need to quantify baselines for a wide range of greenhouse gas (GHG;
CO,, CH4, N,0) emissions and to ascertain how these fluxes are influ-
enced by weather changes, particularly by pulse events (Crooks et al.,
2011; McLeod et al., 2011).

According to the Intergovernmental Panel on Climate Change
(IPCC), coastal systems will likely experience shifts in the frequency
and/or intensity of storm events. For example, while hurricane fre-
quency is not expected to change (Wong et al., 2014), storm intensity
is likely to increase, with higher wind speeds and precipitation rates.
Furthermore, the IPCC found that storm surges increased in the past
48 years, likely due to sea level rise (IPCC, 2014). Therefore, there is in-
creased potential for storm surges and flooding from both terrestrial
and oceanic storm events in coastal areas (IPCC, 2014). Thus, there is a
critical need to assess how salt marsh GHG emissions respond to the sa-
linity and tidal inundation shifts caused by hurricanes. These data may
be useful for predicting how these ecosystems will respond to changing
weather conditions and future climate scenarios.

In tidal salt marshes, CO, emissions from soils (i.e., soil CO, efflux)
ranges from 240 to 720 g C m™2 y™! and arises from a variety of pro-
cesses, including autotrophic respiration and decomposition of organic
matter via aerobic and anaerobic microorganisms (i.e. heterotrophic
respiration) (Tobias and Neubauer, 2019). Due to the flooded soil condi-
tions of tidal salt marshes, anaerobic respiration dominates. The most
energetically-favorable electron acceptor, O,, gets used rapidly near
the soil surface. As a result, facultative anaerobic or strict anaerobic mi-
croorganisms use other electron acceptors, including NO3, Fe?, SO%,
and even CO,, to produce GHGs (Ponnamperuma, 1972). Furthermore,
as salinity changes, the proportion of various ions changes as well.
Higher salinity water has higher levels of SO5~ due to greater ocean
water inputs, which changes the proportions of available electron ac-
ceptors in anaerobic soils and the amount of CO, emitted. For example,
if a storm event decreases the salinity of the marsh, there is the potential
for a decrease in SO3™ availability, which may result in a decrease in CO,
emissions (Chambers et al., 2013) and an increase in CH4 emissions
(Capone and Kiene, 1988). Therefore, there is a pressing need to provide
information regarding how changes in salinity influence soil CO, and
CH,4 efflux rates in salt marshes.

While wetlands do not contribute significantly to global CO, emis-
sions, they are the largest natural source of CH,4 to the atmosphere
(IPCC, 2000). CH4 has a global warming potential 25 times that of CO,
(Forster et al., 2007). In North America, freshwater wetlands emit CH,
at a rate of 36.0 + 5.0 g C m 2 yr !, while salt marshes emit CH, at a
much lower rate of 3.6 & 5.0 g C m™2 yr! (Bridgham et al., 2006). Salin-
ity is a major control on CH,4 emissions in salt marshes, with higher sa-
linity generally resulting in lower emissions (Poffenbarger et al., 2011).
It is thought that the limited amount of CH,4 released from salt marshes
is due to methanogens being outcompeted for electron donors by SO~
and Fe® reducers (Furukawa et al., 2004; King and Wiebe, 1978).
Storm events can change the salinity of the water in tidal salt marshes
on a short time-scale, causing an increase or decrease of CH4 depending
on proportion of freshwater to oceanic inputs during the flooding stage.
Accordingly, these pulse events might result in changes in short-term
emission of CH, in tidal salt marshes.

In addition to CO, and CHy4, wetlands also emit small quantities of
N,O, which has a global warming potential 298 times that of CO,
(Forster et al., 2007). However, wetlands can become small sinks of
N,O (Audet et al., 2014; Jorgensen and Elberling, 2012; Schaufler
et al., 2010). The production and consumption of N,O in wetlands ap-
pears to be strongly influenced by water level and its effect on O, avail-
ability in the soil (Davidson, 1991; Jergensen and Elberling, 2012;
Kliewer and Gilliam, 1995; Martikainen et al., 1993). N,O production
is more likely to occur during low levels of O, (Liikanen and
Martikainen, 2003); however, depending on the conditions of the soil
(i.e., gas transport properties, N,O consumption rate, water level), the
N,0 may be converted to N, or consumed before it gets emitted to the
atmosphere (Chapuis-Lardy et al., 2007; Clough et al., 2005; Heincke
and Kaupenjohann, 1999). Additionally, salinity has been shown to in-
hibit complete denitrification, potentially allowing for a build-up of
N>O (Inubushi et al., 1999; Menyailo et al., 1997). If a storm event
lowers salinity levels, in addition to flooding the soils, there will likely
be less build-up of N,O in the soils due to less inhibition of complete de-
nitrification. However, to the best of our knowledge, only one study has
investigated the effects of storm events on N,O production and con-
sumption in tidal salt marshes (Diefenderfer et al., 2018).

For this study, we conducted a mesocosm experiment that simulated
a decrease in salinity associated with a hurricane-induced storm surge
event that was dominated by freshwater precipitation inputs. We
used an automated system to continuously measure CO,, CH4, and
N0 emissions from soil mesocosms to obtain high temporal data reso-
lution (hourly basis) and coupled these measurements with pore water
chemical analyses. We hypothesized that: a) emissions of all three
GHGs would increase with decreasing salinity due to less inhibition
(i.e. more favorable redox conditions due to reduced SO~ concentra-
tions) on the biogeochemical processes that produce the GHGs; and
b) the temporal pattern of GHG emissions would respond to the salinity
regime and the subsequent shifts in potential biogeochemical path-
ways, such as sulfur and iron reduction.

2. Materials and methods
2.1. Study site and soil collection

Soil cores were collected from St. Jones Reserve, a subsection of the
Delaware National Estuarine Research Reserve located near Dover, Del-
aware (39°05” N, 75°26” W). The site comprises mostly of a tidal salt
marsh with salinities typically in the mesohaline range (5-18 ppt)
(DNREC, 1999). The marsh is connected to the Atlantic Ocean via the
St. Jones River and the Delaware Bay. Dominant plant species within
the marsh include Spartina alterniflora, Spartina patens, and Spartina
cynosuroides. The marsh soils are classified as a silty clay loam (10%
sand, 61% silt, and 29% clay) as measured by the University of
Delaware's Soil Testing Lab.

2.2. Mesocosms flow-through incubation

Six intact soil cores (i.e., mesocosms; 20 cm in diameter, 9 cm deep)
were collected within a 1 x 1 m area near a tidal creek to ensure the
mesocosms were as similar to each other as possible. Mesocosms
were collected in January 2017 within a PVC collar, fixed to a polyethyl-
ene board, and sealed with duct tape to prevent soil and water loss dur-
ing transport to the laboratory using previously reported methods
(Northrup et al., 2018; Petrakis et al., 2017a). River water from the St.
Jones River and Murderkill River (both <5 km from where the soils
where collected), which differ in salinity (8.2 + 1.8 ppt and 27.2 +
1.1 ppt, respectively), was used to maintain continuously flooded condi-
tions and to manipulate salinity levels during the experiment.

The experiment was designed to simulate salinity patterns observed
during storm surges, such as the one produced by Hurricane Joaquin in
2015 at the site (Fig. 1a), when the water level in the tidal creek
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Fig. 1. (a) Average daily salinity values before, during, and after Hurricane Joaquin's storm
surge at St. Jones Reserve, Dover, DE in 2015 (NOAA National Estuarine Research Reserve
System (NERRS), 2015). (b) Average daily experimental control (dashed line) and
treatment (solid line) salinity data. In both graphs, shading denotes 4-1 SD. Salinity data
at the study site was collected using a YSI 6600 (Yellow Springs, Ohio) probe.

increased due to a combination of oceanic storm surge and freshwater
rain inputs. As a result, the water (i.e., a mix of costal ocean and rain
water sources) overtopped the creek banks and flooded the high
marsh, which typically does not flood during high tides. The salinity in
the tidal creek changed as well. The salinity decreased during the
storm surge from 17 ppt to 12 ppt and remained stable for 12 days, be-
fore increasing again back to 17 ppt. The experiment was designed to
replicate the salinity changes in the creek and was divided into five
phases to capture GHG and pore water changes before, during, and
shortly after the pulse event. The five phases were: I - 17 ppt, Il - 17
to 12 ppt, Il - 12 ppt, IV-12to 17 ppt, and V - 17 ppt. Three mesocosms
received the experimental treatment, while three replicate mesocosms
served as controls, maintaining a salinity of 17 ppt, the average high tide
salinity in the St. Jones River in 2015 (NOAA National Estuarine
Research Reserve System (NERRS), 2015).

For each mesocosm, we designed a flow-through system where
water was pumped on top of the mesocosm (at a flow rate of
1.05 mL/min) and out the bottom of the mesocosm (at a flow rate of
0.89 mL/min) using a peristaltic pump (Golander BT100s, Norcross,
Georgia). The water table was maintained at 2 cm above the soil surface
to replicate the flooded conditions during the storm surge. Salinity was
changed by changing the proportions of the higher salinity Murderkill
River water and the lower salinity St. Jones River water at pre-
determined points during the experiment. The outflow tubing was
capped with a 100 pm nylon mesh to minimize soil loss. The flow-
through system was designed to maintain hydrological connectivity
and flooded conditions for the duration of the experiment. Soil temper-
ature was maintained at a constant 22 °C to avoid confounding effects.

Each soil mesocosm was instrumented with a soil moisture probe
(Li-COR 8150-202, Lincoln, Nebraska) and a soil temperature sensor
(Li-COR 8150-203, Lincoln, Nebraska). Oxygen sensors (Fibox 4,
PreSens, Germany) were instrumented in three randomly selected
mesocosms (1 control, 2 treatment mesocosms) to confirm that anoxic
conditions were kept throughout the experiment. Additionally, a Rhizon
sampler (Eikjelkamp, The Netherlands) was inserted into the soil of
each mesocosm at a 45° angle for pore water collection using previously
described methods (Seyfferth and Fendorf, 2012).

2.3. Greenhouse gas flux measurement and calculation
Greenhouse gas (GHG; CO,, CHy, N>,O) fluxes were measured in each

soil mesocosm once per hour for the duration of the experiment using
automated chambers (Li-COR 8100-104, Lincoln, Nebraska) coupled

with both a closed-path infrared gas analyzer (LI-8100A, Li-COR, Lin-
coln, Nebraska) and a cavity ring-down spectrometer (Picarro G2508,
Santa Clara, California) as described in previous studies (Petrakis et al.,
2017a,2017b). For each flux observation, gas concentrations were mea-
sured every second for 3 min. Fluxes were calculated using Soil Flux Pro
(v4.0: Li-COR, Lincoln, Nebraska) following the quality assurance and
quality control protocol established in Petrakis et al. (2017b), with the
following modification: if CO, fluxes had an R? > 0.90, we considered
the micrometeorological conditions inside the chambers were stable
enough for calculating the fluxes and the measurements for all three
gases were kept. Measurements that did not meet this threshold were
marked as not-a-number (NaN).

2.4. Soil pore water extraction and analysis

Soil pore water (~20 mL) was extracted every other day during
Phase [, Ill, and V, and every day during Phase I and IV when salinity
changes in treatment mesocosms were rapid. Pore water was collected
into vials that were previously purged with N, and crimp sealed in an
anaerobic glove bag (95% N,/5% H,). For all samples, salinity, pH,
redox potential, sulfide, and ferrous iron were measured as described
in Northrup et al. (2018). Sulfate was measured using a Dionex DX-
500 (Sunnyvale, California). Additionally, TN;, was measured using an
Elementar Vario-TOC Cube (Elementar Americas, Mount Laurel, New
Jersey). TNy, measures a variety of dissolved nitrogen compounds, such
as ammonia, nitrites, and nitrates.

2.5. Data analyses

Daily, hourly, and by phase flux averages were calculated for each
gas for both the control and the treatment mesocosms. Averages are re-
ported as mean =+ SD.The Mann-Whitney U test was used to test for dif-
ferences between the treatment and the control for each phase of the
experiment.

Mixed effects models using daily data for each mesocosm were run
on each experimental phase for each of the three gases to analyze the
relationships between the gas fluxes and the pore water variables (sa-
linity, pH, redox, sulfide, sulfate, ferrous iron, TN). Only variables and
ecologically relevant first-order interactions were included in the satu-
rated model to eliminate potential spurious correlations. Temperature,
soil water content, and oxygen concentration were not included in the
models because they were constant throughout the experiment. Prior
to running the analyses, all variables were centered and scaled to im-
prove the model's performance and to simplify the interpretation of
the results (Gelman and Hill, 2007). The variance inflation factor (VIF)
was tested for each model to ascertain if there were collinearity be-
tween variables and their interactions. If VIF >3 for a variable and/or
an interaction, we removed that variable from the model (Zuur et al.,
2010). We included mesocosm identification in the random part of
the model in order to account for temporal autocorrelation between
measurements. For each gas and phase, we evaluated all possible
models combining predictor variables and relevant first-order interac-
tions in order to achieve the minimum adequate model in terms of
the corrected Akaike Information Criterion (AICc). The AICc accounts
for model overfitting. The best model was reported in the results.

The global warming potential (GWP), which converts the cumula-
tive radiative forcing capacity of CH4 and N,O to CO, equivalents, was
calculated by multiplying the cumulative daily sums (g m? day™) of
the control and treatment emissions by their respective 20 and
100 year GWP scenarios (86 and 34 for CH,, 268 and 298 for N,0, re-
spectively) to convert them into CO, equivalencies (CO5.eq) (Myhre
et al,, 2013). We report the 20 and 100 year GWP in CO,_.q for each
GHG flux as a practice to account for ranges in carbon-climate feedbacks
(Petrakis et al.,, 2017b).

All analyses were carried out using R 3.4.3 (R Foundation for Statis-
tical Computing, Vienna, Austria). Mixed effects models were
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performed using the R nlme package (Pinheiro et al., 2018) and model
selection and comparison was done with the R MuMin package
(Barton, 2018).

3. Results
3.1. Experimental conditions

The salinity regime for the treatment mesocosms closely resembled
the salinity changes that occurred during the Hurricane Joaquin storm
surge (Fig. 1). Soils were constantly flooded, so soil oxygen levels
were low, averaging 0.02 4 0.16% throughout the experiment. The vol-
umetric water content of the mesocosms was 0.42 + 0.01 m?/m>. The
soil temperature was 21.4 4+ 0.5 °C.

3.2. Soil greenhouse gas fluxes

CO, fluxes for the treatment and the control were similar through-
out the first three phases of the experiment (Figs. 2a, 3a). By Phase IV,
the CO, emissions from the treatment mesocosms were significantly
higher than the control and remained so in Phase V (p = 0.03, p <
0.001, Fig. 3a). Fig. 2a shows a noticeable increase in treatment CO,
emissions beginning at the end of Phase Il and continuing midway
through Phase V, which is reflected by the darker red colors in the
heat maps (Fig. 2b, c).

CHj, fluxes from the treatment mesocosms were more variable than
the control mesocosms, particularly when the salinity decreased and
remained low during Phases II and IIl and right after the increase of sa-
linity in Phase IV (Fig. 2d). In Phases [, III, IV, and V, the treatment
mesocosms had significantly higher emissions than the control soils
(p = 0.005, p <0.001, p = 0.03, p < 0.001, Fig. 3b).

1167

N,O fluxes for both the control and the treatment mesocosms
showed similar patterns and values throughout the experiment, with
the treatment fluxes slightly increasing during Phases II, III, and 1V, be-
fore declining back towards the control fluxes in Phase V (Fig. 2g, i).
The treatment was significantly different from the control in Phases IV
and V (p = 0.05, p = 0.04, Fig. 3¢). For most of the experiment, the
soils were sinks of N,O, but in Phase III, both the control and the treat-
ment mesocosms became sources of N,O (Fig. 2g, h). Means by phase
for each mesocosm are presented in Supplementary Fig. 1.

3.3. Soil pore water

Salinity was significantly different between the control and the
treatment for Phases Ill (17.4 4 0.5 ppt vs 12.4 £ 0.4 ppt, p <0.001),
IV (179 + 1.0 ppt vs 14.0 & 1.7 ppt, p < 0.001), and V (18.6 & 1.2 ppt
vs 17.0 + 0.8 ppt, p = 0.03) (Fig. 3d). Redox (Fig. 3e), pH, and sulfide
were not significantly different between control and treatment
mesocosms for all phases of the experiment (Table S1). While sulfide
did not show significant differences between the treatment and the
control, SO~ was significantly higher in the control than the treatment
in Phases III (306.9 4 23.4 mg/L vs 206.9 + 5.0 mg/L, p <0.001) and V
(316.6 + 18.9 mg/L vs 260.0 4+ 68.3 mg/L, p = 0.001) (Fig. 3f). For
both the treatment and the control, Fe? concentrations increased as
the experiment went on, with the treatment having significantly higher
Fe? concentrations during Phases IV (11.8 + 1.3 mg/L vs 15.3 +
2.1 mg/L, p = 0.05) and V (14.5 + 4.9 mg/Lvs 21.9 + 6.7 mg/L, p =
0.05) (Fig. 3g). The TN}, concentrations were similar between control
and treatment for most of the experiment, except in Phase IV, when
the treatment had significantly higher concentrations than the control
(3.33 £ 0.2 mg/Lvs &+ 3.72 4+ 0.2, p = 0.03, Fig. 3h).
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treatment results.

3.4. GHG flux hysteresis CO,, there was a clockwise hysteresis effect. The average flux in the be-
ginning was higher than all subsequent phases (Fig. 4a). As the salinity
We assessed whether the average GHG flux measured at the begin- decreased in Phase Il and remained low in Phase III, the average CO, flux

ning of the experiment (Phase I) was recovered (or not) by Phase V. For decreased along with it. When the salinity increased in Phase IV, the
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Fig. 4. Hysteresis graphs of (a) CO,, (b) CHy, and (c) N,O for the treatment mesocosms. Arrows indicate the direction of the hysteresis loop. Bolded shapes are the average flux and salinity
values for each phase combining all treatment mesocosms. Faded shapes are the daily average flux and salinity values within each phase combining all treatment mesocosms.
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fluxes increased as well, and then decreased in Phase V. The average CO,
fluxes at the beginning and the end of the experiment were significantly
different (0.71 % 0.35 umol m™ s™! vs 0.50 + 0.21 pmol m 2 s71).

CH4 fluxes demonstrated a counter-clockwise hysteresis effect, in-
creasing with decreasing salinity as seen by the increase in the average
flux from Phase I to Phase III (Fig. 4b). When salinity increased in Phase
IV, the average flux decreased, before increasing slightly in Phase V. The
average CH, fluxes at the beginning and the end of the experiment were
not significantly different (0.86 + 2.18 nmol m™2 s ' vs 0.93 +
2.35nmol m2s).

Similar to CO,, average fluxes of N,O exhibited a slight clockwise
hysteresis loop with N,O fluxes increasing with decreasing salinity
(Phases I - Phase III), before decreasing with an increase in salinity, as
seen in the transition from Phase III to Phase V (Fig. 4c). The average
N,O fluxes in the beginning and the end of the experiment were not sig-
nificantly different (-0.25 + 0.16 nmol m™2 s vs -0.25 +
0.19 nmol m2s™).

3.5. Mixed effects models

For all gases, the variables that contributed to the changes in fluxes
throughout the experiment differed among phases. Phase I represented
conditions before the salinity treatment, no variables were significant
because there was no difference between treatment and control collars,
and fluxes were stable (i.e., null model was the best model in Phase I for
the three gases; Table 1). The mixed effects model for CO, during Phase
Il was not significant, while the model for Phase IIl showed that varia-
tions in redox, along with pH, sulfide, and TN, explained 49% of the var-
iability in CO, fluxes, with pH having the strongest effect. Phase IV was
not significant, while Phase V, had 53% of its variability explained by
changes in salinity and sulfate. For CHy, only the model for Phase II

was significant. All others (Phases I, III, IV, V) were not significant. For
Phase II, pH and sulfide explained 49% of the CH, variability. All of the
N,O models were significant (except for Phase I) and explained a
large portion of N,O variability. Sixty-two percent of the variability in
N0 fluxes during Phase Il was explained by redox changes. Meanwhile,
in Phase III, a variety of parameters contributed to explain 64% of the
variation in N,O flux, with the interaction between sulfate and sulfide
having a strong positive effect. During Phase IV, the change in sulfide ex-
plained 72% of the flux. Sulfide had a negative relationship with N,O
during this phase. In the final phase of the experiment, redox and salin-
ity contributed to 71% of the variation in N,O fluxes.

3.6. Global warming potential

Over the duration of the experiment, the treatment mesocosms had
higher emissions of CO, and CH, and were less of a N,O sink than the
control mesocosms (Table 2). The treatment mesocosms have a roughly
24% and 23% higher GWP than the control, for the 20- and 100-year sce-
narios, respectively.

4. Discussion

We sought to examine the changes in GHG emissions due to dy-
namic shifts in salinity before, during, and after a storm surge. High fre-
quency measurements of GHG emissions coupled with pore water
measurements were used to capture both immediate and temporal
trends in GHG fluxes with changes in salinity. Thus, we were able to
gain insights into the relative importance of various biogeochemical
processes throughout the experiment.

As salinity decreased and remained low during Phases Il and III, CO,
emissions and porewater SO; decreased, while CH; emissions

Table 1
Summary of the results of the mixed effect model for each greenhouse gas (CO,, CH,, and N,0) for each phase of the experiment. n.s. = not significant. Averages are reported as mean =+ sd.

Model Variable Coefficient SE t-value p-value

CO, - Phase | n.s.

CO, - Phase II n.s.

CO, - Phase Il adj. R? = 0.49 P-value < 0.001 Intercept -0.38 0.18 -2.17 0.04
pH 0.58 0.15 3.96 0.0004
Redox -0.17 0.09 -1.78 0.09
Sulfide 0.51 0.20 2.56 0.02
TNy -0.26 0.07 -3.79 0.0007

CO; - Phase IV n.s.

CO, - Phase V Intercept -0.26 0.15 -1.78 0.09

adj. R? = 0.53 Salinity -0.37 0.17 -2.24 0.03

P-value = 0.008 Sulfate -0.19 0.10 -1.86 0.07

CH,4 - Phase n.s.

CH4 - Phase II Intercept -0.04 0.21 -0.21 0.84

adj. R? = 0.49 pH 0.19 0.07 2.82 0.01

P-value = 0.009 Sulfide 0.09 0.06 1.55 0.13

CH4 - Phase III n.s.

CH4 - Phase IV n.s.

CH4 - Phase V n.s.

N,O - Phase | n.s.

N,O - Phase II Intercept -0.37 0.21 -1.77 0.09

adj. R? = 0.62 Redox -0.23 0.10 -2.36 0.03

P-value = 0.02

N,O - Phase III Intercept 0.41 0.38 1.08 0.29

adj. R? = 0.64 Redox 0.37 0.12 2.93 0.01

P-value < 0.001 Sulfate -0.19 0.21 -0.91 037
Sulfide 0.61 0.25 2.40 0.02
TNy -0.33 0.08 -3.97 0.001
Salinity -0.47 0.27 -1.71 0.10
Sulfate*Sulfide 0.77 0.27 2.86 0.01

N,O - Phase IV Intercept 0.20 0.38 0.52 0.61

adj. R? = 0.72 Sulfide -1.00 0.20 -5.07 0.0003

P-value < 0.001

N,O - Phase V Intercept -0.15 0.23 -0.64 0.53

adj. R? = 0.71 Redox -0.21 0.06 -3.52 0.002

P-value < 0.001 Salinity -0.51 0.17 -2.96 0.006
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Table 2
The GWP of the control and the treatment cumulative GHG emissions over the entire experiment for 20- and 100-year scenarios.
CO, CH,4 N,0 Total (CO;.¢q (g M™2))
(gm™) (COzeq (g M) (COz.eq (gm™?))
Mean + SD 20 year 100 year 20 year 100 year 20 year 100 year
GWP scenario GWP scenario GWP scenario GWP scenario GWP scenario GWP scenario
Control 99.5 £ 57.1 23457 0.90 4+ 0.3 -13.8 £ 9.7 -153 £10.8 88 £ 725 85.1 4+ 68.2
Treatment 112.6 +-48.3 594+ 134 239453 -949 £ 11.2 -10.5 £ 125 109 £+ 72.9 104.4 4 66.1

increased (Figs. 2a, d, 3a, b, f). A positive relationship between sulfide
and CO, was found during Phase III. As the supply of SOZ~ declined
due to less oceanic water inputs, the amount of sulfide in the pore
water increased due to sulfate reduction, releasing CO, in the process.
At the same time, however, CH, emissions increased due to less compe-
tition from sulfate reducers (King and Wiebe, 1978), producing CHy4
from CO, during the process of methanogenesis and reducing the over-
all amount of CO, emitted from the mesocosms. Subsequently, when sa-
linity increased during Phase IV and stabilized in Phase V, CO, emissions
increased and CH, decreased. As more saline water containing SO3~ en-
tered the mesocosms, sulfate reduction became more energetically fa-
vorable than methanogenesis, resulting in increased CO, production
and decreased CH, production (Capone and Kiene, 1988). During
Phase V, there was a near significant negative relationship between
CO, and SO4*" as SOF was chemically reduced and more CO, was pro-
duced (Table 1, Chambers et al., 2013). These results underscore the dy-
namics between sulfur cycling and CO, and CH, emissions in tidal salt
marsh soils.

Throughout the experiment, GHG emissions, particularly CH,4, were
highly variable despite controlled temperature and soil moisture condi-
tions (Fig. 2e). These spikes in CH4 may be considered hot moments
(i.e., short periods of disproportionately high fluxes relative to the
time series as a whole (Leon et al., 2014; McClain et al., 2003)). Mecha-
nistically, hot moments occur when all the reactants for a biogeochem-
ical reaction are present at the same time (McClain et al., 2003). The
spikes in CH4 emissions may be due to an unmeasured response to
changes in the reactants needed for methanogenesis. However, it is pos-
sible that the CH, spikes may be the result of ebullition, a known CHy4
transport process in tidal salt marshes and other types of wetlands
(Baird et al.,, 2004; Chanton et al., 1989; Diefenderfer et al,, 2018). Sim-
ilar to Goodrich et al. (2011), we observed ebullition events when the
chamber was closed, suggesting that some of the hot moments could
be attributed to this process. While CO, and N,O can also experience eb-
ullition, we have not proposed it as a significant gas transport pathway
for two reasons: (1) CO, and N,O were not as variable as CH,4 through-
out the experiment and (2) previous studies suggest that ebullition does
not play a significant role in CO, and N,O transport (Gao et al., 2013;
Komiya et al., 2015; Tuser et al., 2017). The variability present in CHy
and to a lesser degree in CO, and N0, highlights the importance of
high-frequency measurements in both field and lab settings in order
to accurately capture the dynamics of GHG emissions.

For the majority of the experiment, the soils were sinks of N,O
(Fig. 2g, h). There have been reported instances of N,O sinks in wetlands
(Audet et al., 2014; Minami, 1997; Reddy and Delaune, 2008; Ryden,
1981; Slemr and Seiler, 1984). Diefenderfer et al. also found negative
fluxes of N,O in a Sarcocornia marsh during a storm surge (2018); how-
ever, the mechanisms behind N,O consumption in salt marshes are not
well-understood (Chapuis-Lardy et al., 2007). The soils in our experi-
ments remained flooded, likely increasing N,O consumption due to
the lower diffusivity rate in water and the increased residence time of
the gas (Arah et al,, 1991). Generally, N,O consumption occurs in soils
with a high water-filled pore space and low NO3 availability (Clayton
et al., 1997; Khalil et al., 2002; Ryden, 1983; Wagner-Riddle et al.,
1997), which was the case during our experiment. Under these condi-
tions, it is possible that some of the N,O consumption could be attrib-
uted to N,O serving as electron acceptor for denitrification

(Butterbach-Bahl et al., 1998; Goossens et al., 2001; Rosenkranz et al.,
2006). The persistence of the N,O sink for all mesocosms raises ques-
tions about the potential of salt marsh soils to become sinks during
storm surges or in sea level rise scenarios and how this capability
could offset increased CO, and CH4 emissions during periods of de-
creased salinity.

Redox and redox-sensitive ions and compounds likely affected N,O
fluxes. During Phase II, redox had a negative relationship with N,O.
Both the control and the treatment soils were lower than the N,O reduc-
tion critical redox potential of 250 mV (Letey et al., 1981; Smith et al.,
1983; Yu and Patrick, 2003). However, as the salinity remained stable
in Phase III, redox had a significant, positive relationship with N,O. As
treatment redox increased towards the N,O reduction critical redox po-
tential, the soils became less of a sink. Furthermore, the significant, neg-
ative relationship between TN, and N,O, suggests that nitrogen
compounds were being consumed to produce N,O. As the salinity in-
creased, sulfide had a significant, negative relationship with N,O.
Though not much research has been done on the effect of sulfides on
N,0 emission in wetlands, it may be that the presence of sulfides, a
by-product of sulfate reduction, indicates that the system shifted from
nitrate reduction to sulfate reduction.

Hysteresis graphs were used to assess the functional response of
changes in salinity over the course of the experiment (Phillips et al.,
2011; Riveros-Iregui et al., 2007; Vargas and Allen, 2008). All GHG
showed hysteresis effects, though N,O had only a slight hysteresis.
CH,4 and N,0O had near-identical final and initial fluxes, which suggests
that the potential processes that influence CH4 and N,0 efflux had
fully recovered within 15 days, illustrating the resiliency of tidal salt
marsh soils to pulse events. A previous study done by Northrup et al.
(2018) found that the in situ increase in As concentration during Hurri-
cane Joaquin at our study site had returned to baseline concentrations
within 1 week of the event, suggesting that the biogeochemical condi-
tions (e.g. pH, redox) at the site had recovered quickly. The presence
of hysteresis may be the result of differences in the rates of biogeochem-
ical pathways due to changing quantities of reactants and inhibitors
throughout the experiment. Hysteresis effects on GHG efflux due to sa-
linity changes could be incorporated into modelling efforts since there is
anon-linear response that increases or decreases the overall GHG efflux
from the pulse event.

Overall, the simulated decrease in salinity caused by a hurricane-
induced surge increased the 20- and 100-year GWP of the mesocosms.
This increase in GWP from treatment mesocosms was mainly due to
higher CH,4 fluxes, but these higher CH, fluxes were slightly offset by
N,0 consumption. The strength of the N,O sink was weaker in the treat-
ment mesocosms compared to the control. These results prompt ques-
tions about processes that govern N,O sinks (i.e., when do they occur
and how do they change under different scenarios). Additionally, our
results raise questions about the effect of sea level rise and its accompa-
nying increase in salinity (mainly as sulfate) on GHG fluxes, as our data
indicate that sea level rise could decrease CH4 emissions from wetland
soils. These processes should be explored in future research.

5. Conclusions

By combining high temporal frequency measurements of CO,, CH,,
and N,O with pore water chemistry, we were able to better understand
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how shifts in potential biogeochemical pathways, such as sulfate reduc-
tion, could impact GHG emissions. We found that efflux can be highly
variable, especially for CHy, despite controlling for confounding effects
such as water level and temperature. This underscores the need to
take continuous, high-frequency data in the field in order to capture
the variability. Furthermore, we found that decreased salinity does in-
crease GHG emissions under flooded conditions, and that the biogeo-
chemical processes by which it does appears to continually evolve,
with different electron acceptors playing roles at different times during
the experiment. Overall, the lowered salinity in the treatment soils pro-
duced a 24% and 23% increase in GWP under 20- and 100-year scenar-
ios, respectively, suggesting that pulse events can cause a burst of
GHG emissions from tidal salt marsh soils. However, it is important to
note that when initial conditions were restored, CH4 and N,O emissions
returned to baseline within 15 days, likely by different pathways. Over-
all, the experimental results suggest that tidal salt marshes are resilient
ecosystems that can recover from disturbances relatively quickly, but
raises questions about the effects of increasing salinity (i.e. sea level
rise) on GHG fluxes from tidal marshes.
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