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Parallel and distributed computing (PDC) education is increasingly gaining greater recognition as a 
core topic in undergraduate computing degrees. While the application of PDC concepts to software 
development involves the use of highly-technical tools and libraries typically reserved for advanced 
courses, PDC educators are seeking pedagogical approaches that can be used to introduce PDC concepts in 
earlier, introductory courses. This study presents such an approach, and aims to introduce undergraduate 
students to fundamental PDC concepts without the expectation that they can apply those concepts. 
The proposed approach is inspired by the success seen in the wider computing education literature, 
where analogies and visualization have helped students understand other abstract computing topics. 
The proposed learning resources come in the form of a series of short videos, carefully aligned to a 
learning activity that guides towards achieving the intended learning outcomes. In addition to being a 
simple activity to complete with students, evaluations illustrate its value even with minimal guidance 
from the instructor. The proposed approach is studied as both a synchronous in-class activity guided 
by the instructor, as well as an asynchronous online self-directed activity. These two studies produced 
different outcomes with respect to student learning, revealing an important implication for designers of 
instructional material to consider.

© 2021 Elsevier Inc. All rights reserved.
1. Introduction

The pervasiveness of parallel and distributed computing (PDC) 
technologies has been recognized by various computing curricula, 
making it important to cover them at the undergraduate level 
[40,37]. Despite the difficulty of PDC concepts, they are deemed 
important for early computer science (CS) courses [15]. It is also 
important to begin exposing CS students to these PDC concepts 
early on, rather than delaying their introduction to later years 
[26,20]. In the broader computing education field, the use of teach-
ing tools that emphasize programming concepts instead of techni-
cal details, often using visualization, has frequently proven to be 
successful [35,29].

One successful approach is to use carefully constructed analo-
gies that focus on the underlying concepts and simplify technical 
details [47]. Such analogies can help students by making abstract 
topics more concrete [44]. On their own, analogies may uninten-
tionally embed many weaknesses; as a textual or verbal anecdote, 
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an analogy may remain too abstract. However, if students are left 
to interpret and visualize such analogies using their own imag-
ination, this can potentially lead to misconceptions [22], which 
can be worsened if an analogy is ill-thought-out and “spur-of-the-
moment”.

By contrast, well-thought-out visualizations have the potential 
to help make abstract concepts more concrete, and therefore im-
prove a student’s understanding of those concepts [36].

The work in this paper incorporates the combined potential of 
analogies and visualization; visual analogies are viewed as a way to 
make the analogy less vague, and thus help students visualize the 
analogy as pedagogically intended. Without a visual aid, students 
will only be frustrated if they cannot relate to the analogy [21].

Videos have been shown to enrich student learning [28,25]. 
Incorporating videos into the learning process has been shown 
to improve motivation and cater for diversity in learning styles 
[14,24]. To aid the delivery of visual analogies, the approach in 
this paper uses short video clips to convey fundamental parallel 
programming concepts. The use of short videos is a factor in in-
creasing student engagement [4]. This paper explores the impact 
of the videos in two teaching contexts: face-to-face synchronous 
and online asynchronous learning environments [31].
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The contributions of this paper include:

• A quantitative and qualitative analysis on the value of visual 
analogy videos for teaching fundamental parallel programming 
concepts.

• A comparative study of an activity’s impact when imple-
mented as a guided in-class (synchronous) activity versus an 
individual online (asynchronous) activity, revealing an impor-
tant implication for designers of instructional material.

• The resources described in the paper are all available for in-
structors to use in their courses, including the videos and ac-
tivity forms, for both synchronous and asynchronous formats.

The primary research question to be investigated is:

RQ: To what extent do visual analogy videos help students learn fun-
damental parallel programming concepts?

The rest of this paper is structured as follows. Section 2 presents 
related work on analogies and visualization for PDC education. 
Section 3 presents the methodology, including the course context, 
videos and activity. The results are presented in Section 4, followed 
by a discussion in Section 5. Conclusions and future work are pre-
sented in Section 6.

2. Related work

An analogy helps students to understand an abstract concept 
(the target) by relating it to experiences with which they are famil-
iar (the source) [3,47]. A well-defined analogy benefits a student’s 
understanding of an abstract concept by making that concept con-
crete [44]. Analogies are made effective when the source concepts 
are already familiar to and understood by students. In addition, 
clear semantic and structural correspondences between source and 
target analogs also contribute to an analogy’s effectiveness [47,3]. 
However, the use of analogies also presents a risk when there is 
a clear disconnect between the correspondence of the source and 
target analogs. This risk can lead to students’ misunderstanding of 
the concept, resulting in misconceptions [47]. Examples of how 
misconceptions are induced include misleading or missing prop-
erties, and focusing on surface-level descriptive aspects [45].

Analogies and metaphors are frequently used across the disci-
pline of computing [9]. Despite analogies being commonly used, 
there is little research on their impact in computing education 
[42]. While metaphors and visualizations are assumed to improve 
student learning, more empirical research is welcomed [41]. The 
benefits are most easily noticed in short-term learning; under-
standing the long-term benefits of analogies is more difficult [7]. 
Multiple metaphors can also be interleaved together to form an 
allegory; however, measuring the differences of metaphors versus 
allegories is again difficult [23].

Visualizations are often used by educators to represent and 
describe abstract concepts to students through the use of illustra-
tions. These visual illustrations are found to be a useful method to 
assist students’ understanding of abstract concepts [8]. The use of 
3D visualizations, rather than 2D visualizations, can also help im-
prove the metaphor’s clarity [43,46]. However, just like analogies, 
visualizations can backfire if the concept and its corresponding vi-
sual components are poorly mapped [12]. This misrepresentation 
leads to erroneous understanding of the concepts being taught, 
therefore giving rise to misconceptions. Even if the visualization 
is well constructed, learners must actively engage with the visual-
ization for it to be an effective learning activity as opposed to only 
passively viewing it [36].

The PDC education community is gradually building up the 
number of resources dedicated to teaching PDC concepts [6]. These 
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include a repository of unplugged PDC activities [32] that includes 
analogies, role-playing activities, and games. A classification sys-
tem is also emerging in response to the expansion of PDC ac-
tivity repositories [19]. Given the general difficulties of learning 
PDC concepts, different teaching approaches have been explored 
in an effort to move away from traditional teaching approaches. 
For example, a flipped classroom approach has been shown to im-
prove students’ understanding and subsequent application of PDC 
concepts [34]. A practical in-class programming approach has also 
improved students’ understanding [18].

The Thread Safe Graphics Library (TSGL) supports the use of 
visualization in learning PDC concepts, allowing students and in-
structors to observe the behavior of a parallel application at run-
time [2]. ParaVis has similar motivations, with students engaging 
more in the parallel lab activities [11]. Inspired by popular block-
based languages (such as Scratch [30]), extensions are emerging 
that utilize PDC concepts [13].

Finally, this paper extends the initial work introduced with 
ParallelAR [1], which provided an augmented reality mobile app 
for demonstrating parallel scheduling policies. The contributions 
made beyond this earlier work include an in-depth evaluation of 
the learning impact of using short visual analogy videos in a PDC 
course. This paper’s two-year study was carried out in both a tra-
ditional, on-campus format, as well as in an online, virtual format. 
The results from this evaluation provide insightful lessons to help 
future efforts in developing visual analogies.

3. Methodology

This section presents details of the study’s evaluation design. 
This includes the context of the course in which the analogy was 
used, the activities carried out by participants, and details of the 
analogy videos.

3.1. Course context

The study was carried out in the context of a 4th year un-
dergraduate course, which is also offered to masters-level grad-
uate students. The students are from the University of Auckland, 
New Zealand, specializing either in Computer Systems Engineering 
or Software Engineering. The 12-week teaching semester is split 
into two sections: The first half involves instructor-led teaching, 
then the second half involves student-led teaching in the form 
of presentations. A previous publication dedicated to this course 
provides additional insights [16], but this is unnecessary for the 
purposes of this paper.

This study was carried out near the beginning of the semester, 
when students are first presented with fundamental parallel pro-
gramming concepts and the technical details needed to make use 
of them, such as concurrency, threads, thread-safety, synchroniza-
tion, task parallelism, threadpools, and related topics. All these 
are taught through live coding, which has been shown to help 
students understand the technical programming process [39,38]. 
While important for students to be able to apply these concepts 
[17] (hence the live coding), understanding the underlying paral-
lelization concepts being used (such as balancing workload and 
minimizing overhead) is also important.

3.2. Learning activity design

Fig. 1 illustrates the overall methodology of this study. The core 
elements of the study are focused on the Learning Activity, which 
is comprised of instructions followed by a series of eight videos 
(each with its own pre-video and post-video quizzes). The specific 
content of each video will be detailed in Section 3.4, but first a 
higher-level overview is presented. The Learning Activity requires 
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Fig. 1. The process of incorporating the video learning activities was identical in both the face-to-face synchronous and online asynchronous course offerings. Students were 
provided with instructions (always visible in the synchronous version, and downloadable in the asynchronous version), repeating pre- and post-video quizzes for each of the 
eight videos.
approximately 30-45 minutes to complete in its entirety, and is 
ungraded. This Learning Activity was carried out twice, in the fol-
lowing course-formats:

1. Synchronous (guided, face-to-face): In the first iteration in 
this study, 69 students were enrolled in the course. As is 
the case in most years, the course was taught face-to-face 
with the students and instructor physically co-located in the 
same room on campus for all the course lessons, including 
the Learning Activity being described here. Since it took place 
in a classroom that has no computers, it required students to 
Bring Your Own Device (BYOD) to input their answers to the 
video-quiz questions. This iteration of the activity was guided 
by the instructor, who used a projector to play and display the 
videos for the students, and included time for the students 
to complete the respective pre-video and post-video quizzes. 
Each video was played exactly twice, except for the sequential-
execution videos which were only played once. When the 
videos were played to students, the instructor did not provide 
any explanations; students were left to interpret the videos 
on their own to ensure their post-video responses were based 
purely on the videos. For the same reason, the instructor did 
not field questions from students during the activity. Due to 
low attendance on the day of the activity (and possibly not all 
students having a BYOD), 35 students (51% of the class) par-
ticipated.

2. Asynchronous (individual, online): In the second iteration of 
this study, 44 students were enrolled in the course. This course 
offering coincided with the COVID-19 pandemic, during which 
face-to-face teaching was not possible due to a national lock-
down. The course was subsequently delivered online, with all 
teaching (including the “live coding”) delivered to students via 
videos of screen-recordings. As the original learning activity 
was already in an online-ready format (i.e., it required a BYOD 
to answer questions), the same activity was largely repeated. 
The primary change was that links to the videos were embed-
ded directly within the learning activity, at the precise point 
where the instructor had played it for the students in the 
first iteration of the study. With this format and no instruc-
tor guiding the activity, students were able to work at their 
own pace. Between the pre-video and post-video quizzes, stu-
dents could watch the videos as many times as they wished 
as they progressed through the activity. Because the videos 
were hosted online, usage data was collected for the students’ 
video-watching behavior and how fast they progressed. At the 
end of the activity, students were asked open-ended questions 
regarding what aspects of the activity helped their learning, 
and what aspects did not work well. As the asynchronous for-
mat provided greater flexibility (and due to the pandemic), 
students were given two days in which to complete the ac-
tivity. A total of 39 students (89% of the class) participated.

The Learning Activity consisted of the following steps:
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• Students were given a one-page PDF handout containing sim-
ple instructions. This handout was mostly used as a reference 
to describe what the students would encounter in the videos, 
including the key parameters that varied from one video to 
another:
– The scheduling policy options: Sequential (i.e., single-threaded), 

Fully Parallel (one thread per task), Static Taskpool (one 
thread per core, tasks pre-assigned), or Dynamic Taskpool
(one thread per core, tasks assigned dynamically.

– The task composition options: Coarse-Grained (eight 4-second 
tasks), Fine-Grained (forty 1-second tasks), or Mixed (six 4-
second tasks, six 3-second tasks, and twelve 1-second tasks).

By specifying how many tasks were in each composition, how 
much time each task required to complete, how many threads 
were present, and how many physical cores are present, this 
handout provided key details the students needed to answer 
the pre- and post-video questions.
In the case of the synchronous offering, this handout was 
displayed using a secondary classroom projector. In the case 
of the asynchronous offering, students were provided with a 
downloadable version.

• Using the handout, students completed a sequence of eight ex-
ercises, each representing a computation with a unique com-
bination of scheduling policy and task composition. Each exer-
cise involved three steps:
1. For a given combination of scheduling policy and task-type, 

students completed a short pre-video quiz. After consulting 
the handout, students were asked to estimate the computa-
tion’s completion time and (optionally) to describe the key 
“learning points” (i.e. pros and cons) for this combination of 
scheduling-policy and task-type.

2. Students then watched the short video (details in Sec-
tion 3.4) showing the behavior of the computation for the 
given combination.

3. After watching each video, students completed a short 
post-video quiz. Here, students again estimated the comple-
tion time and (optionally) described the combination’s key 
learning points. Using a 5-point Likert scale, students were 
also asked to rate the video for its helpfulness.

The three-step nature of each exercise (pre-video quiz � video
� post-video quiz) is inspired by Peer Instruction (PI), which aims 
to engage students by having them apply core concepts in the 
classroom [10]. PI involves posing a question for all students (here, 
the pre-video quiz), followed by a “peer discussion” (here, the peer 
discussion is replaced with watching the video), and finally con-
cluded by the repeat questioning (here, the post-video quiz). This 
design helps measure the immediate learning impact of the videos.

Students were not given the results of their performance un-
til the conclusion of the study, when all students completed the 
activities. This was particularly important in the asynchronous ver-
sion, as otherwise students that might have already attempted (at 
least parts of) the activities may influence the responses of other 
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Fig. 2. The analogy [1] is based on the concept of an office space (representing the computer system), with workers (representing software threads) assigned to desks 
(representing physical cores) to execute tasks.

Fig. 3. Screenshot of a visual analogy video (Video #2 from Table 1). It demonstrates the behavior of eight threads (workers) as they context switch on a system with four 
physical cores (desks), i.e., a quad-core processor. Each thread is assigned one of the coarse-grained tasks, shown at the top of the screen.
students. It was therefore important to withhold the results until 
all students finished, as is typical in any assessment activity.

3.3. Analogy videos

The short videos presented to students were based on an anal-
ogy that has been used in an existing augmented reality (AR) app 
[1]. The core elements of the analogy are illustrated in Fig. 2, 
showing the mapping of technical content (threads and cores) to 
the analogy (workers and desks).

The number of workers and the tasks assigned to workers dif-
fer, depending on the scheduling policy. There are always four 
desks in the analogy, representing a quad-core system. The videos 
were reproduced directly from the original AR app using a screen 
recorder; each video was less than a minute in length. The videos 
were stored in the mp4 format, allowing playback on most digital 
devices. Fig. 3 shows a screenshot of one of the analogy videos.

3.4. Video content

Table 1 details the content of the eight videos. Each video 
depicts a behavior that is determined by a unique combination 
of a scheduling policy and task composition; this behavior illus-
trates the relevant learning points. Based on the specific combina-
tion, students were asked to estimate the overall completion time 
(called “target time”). Estimating this time for the Sequential pol-
icy is trivial (one thread performing eight 4-second tasks requires 
32 seconds). Estimating the times for the parallel policies (i.e. Fully 
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Parallel, Static Taskpool, and Dynamic Taskpool) requires more effort, 
as the threads performing the tasks are now time-shared across 
the four processing cores. As such, target times are approximated 
for parallel executions, taking into account (exaggerated) elements 
of the analogy (e.g., overhead from worker context switches). The 
order of the videos is such that students are gradually exposed to 
parallel concepts; the introduction of each new scheduling policy 
is motivated by the recognition of how an already-seen scheduling 
policy is inefficient when used with a particular task composi-
tion. For example, Video #6 has one thread performing tasks of 
mixed granularities, leading to inefficient core utilization. Video #7 
improves that situation by using one thread per core with pre-
assigned tasks, but that leads to poor load-balancing of the tasks 
across the threads, which motivates Video #8.

4. Results

This section presents the key results of the learning activity for 
the synchronous and asynchronous courses. Although the course 
has both undergraduate and graduate-level students, the analysis 
does not separate them into smaller groups as there are no notable 
differences.

4.1. Learning impact (pre-video vs post-video quiz performance)

Fig. 4 reports the distribution of students’ time estimates for 
each of the eight videos for the two course offerings. Each plot 
includes both the pre-video time-estimates and the corresponding 
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Table 1
Video content details.
Task Composition Video Scheduling Policy Intended Learning Points Target Answer

Time Speedup

Identical Coarse-Grained:
> 8× 4-second tasks

V1 Sequential Under-utilization of multi-core system, only one core is used. 32 seconds –
V2 Fully Parallel Appreciate the value of parallelization. ~ 9 seconds ×3.6

Identical Fine-Grained:
> 40× 1-second tasks

V3 Sequential Under-utilization of multi-core system, only one core is used. 40 seconds –
V4 Fully Parallel Large overhead when creating and scheduling a large number of small 

tasks. High cost of context switching due to high number of threads 
compared to the low number of available cores.

~ 28 seconds ×1.4

V5 Static Taskpool Appreciate the value of reusing threads. Statically assigning tasks to 
threads upfront improves core utilization and reduces runtime overhead.

~ 11 seconds ×3.6

Mixed (Coarse- and 
Fine-Grained):
> 6× 4-second tasks
> 6× 3-second tasks
> 12× 1-second tasks

V6 Sequential Under-utilization of multi-core system, only one core is used. 54 seconds –
V7 Static Taskpool Static scheduling does not work well when the workload distribution is 

not balanced due to tasks having mixed levels of computation.
~ 23 seconds ×2.3

V8 Dynamic Taskpool Appreciate the value of dynamically allocating tasks at runtime for 
unbalanced tasks, resulting in a balanced workload among the threads.

~ 14 seconds ×3.8
Fig. 4. Distribution of students’ completion-time-estimates for each video in both 
courses. (For interpretation of the colors in the figure(s), the reader is referred to 
the web version of this article.)

post-video estimates. The short horizontal bar for each video repre-
sents the “target time” (as defined in Table 1). In both courses, the 
students found it much easier to estimate completion times for se-
quential programs than for parallel programs. Fig. 4 thus provides 
a quantitative indication of the relative difficulty of analyzing the 
behavior of a parallel program compared to that of a traditional 
sequential program.
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Table 2
Statistical significance of pre-video and post-video time-estimate differences.
Video Target Synchronous

x̄pre x̄post C V pre% CV post% t-value p-value Impact

V1 32 s 32.8 31.7 30.0 24.8 0.536 0.702
V2 ~ 9 s 7.6 10.5 74.4 26.4 -3.595 < 0.001 ↗
V3 40 s 40.3 39.9 4.6 3.1 1.183 0.877
V4 ~ 28 s 21.9 26.3 74.5 47.4 -1.956 0.029 ↗
V5 ~ 11 s 20.0 11.7 76.7 42.9 3.343 0.001 ↗
V6 54 s 53.1 54.5 16.3 3.2 -0.787 0.782
V7 ~ 23 s 25.0 24.0 26.6 15.6 1.528 0.068
V8 ~ 14 s 18.7 16.2 41.8 19.9 1.918 0.032 ↗
Video Target Asynchronous

x̄pre x̄post C V pre% CV post% t-value p-value Impact

V1 32 s 32.7 32.7 9.6 6.7 -0.161 0.564
V2 ~ 9 s 10.6 18.7 63.6 34.9 -5.789 < 0.001 ↘
V3 40 s 40.1 41.1 25.7 5.2 -0.688 0.684
V4 ~ 28 s 26.6 56.5 78.1 29.7 -9.397 < 0.001 ↘
V5 ~ 11 s 13.5 16.5 62.4 52.8 -2.984 0.002 ↘
V6 54 s 53.5 54.9 19.7 11.0 -0.929 0.821
V7 ~ 23 s 24.5 29.8 54.7 35.9 -2.341 0.012 ↘
V8 ~ 14 s 25.0 23.0 61.1 39.4 1.108 0.137

For each of the videos, the plots also display a short horizon-
tal line representing the respective “target time” for that video (as 
in Table 1). Across both versions of the activity, the range of stu-
dent time-estimates were much closer to the intended target for 
the Sequential policy (V1, V3, and V6), in which a single thread 
performs all the tasks. All the other scenarios involve multithread-
ing and a parallel scheduling policy, in which case the students 
made more diverse estimates that were further from the respective 
target time. This holds true in both the pre-video and post-video
estimates, suggesting that students are inherently having more dif-
ficulty inferring the performance of a parallel program compared 
to a sequential program.

To understand the significance of the results presented in Fig. 4, 
a statistical analysis is presented in Table 2. For each of the course-
offerings, the pre-video averages (x̄pre) and post-video averages
(x̄post ) are computed, along with the respective Coefficient of Vari-
ation (CV %). A lower CV % denotes a smaller spread of estimates, 
suggesting a tighter convergence of understanding across the set 
of students. One-tailed t-tests were carried out for each video, to 
determine if there was any statistically significant difference be-
tween x̄pre and x̄post . Using a significance threshold of 0.05, the 
bolded results in Table 2 denote statistically significant differences. 
For those results that differ significantly, Impact indicates whether 
the students’ post-quiz performance changed for the better (posi-
tively, ↗) or for the worse (negatively, ↘) in comparison to their 
pre-quiz performance.
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Table 3
Video helpfulness rating.
Video Synchronous Asynchronous

Rated Helpfulness vs seq Rated Helpfulness vs seq x̄G vs x̄I

1 2 3 4 5 x̄G W p-value 1 2 3 4 5 x̄I W p-value W p-value

V1 (seq) 2 2 6 10 15 3.97 — — 2 8 10 9 10 3.44 — — 859 0.048
V2 0 2 8 11 14 4.06 43 0.549 3 4 7 15 10 3.64 114 0.299 806.5 0.162

V3 (seq) 1 3 11 8 12 3.77 — — 3 9 10 8 9 3.28 — — 833 0.094
V4 0 2 7 11 15 4.11 0 0.007 0 3 7 15 14 4.03 28.5 < 0.001 721 0.663
V5 1 2 2 10 20 4.31 7 < 0.001 1 5 5 14 14 3.90 0 < 0.001 844.5 0.060

V6 (seq) 2 3 5 10 15 3.94 — — 4 8 8 8 11 3.36 — — 850.5 0.060
V7 0 2 1 11 21 4.46 7 0.007 0 5 8 13 13 3.87 21 0.008 911 0.008
V8 0 3 2 11 19 4.31 29.5 0.042 0 5 6 10 18 4.05 5.5 < 0.001 769.5 0.310

Sum 32.94 29.56 873.5 0.039
In both offerings, none of the Sequential videos (V1, V3, and 
V6) resulted in any statistically significance difference—regardless 
of whether the Learning Activity was conducted synchronously or 
asynchronously. As can be seen in Fig. 4, students were largely cal-
culating the correct target answer in their pre-video quizzes, and 
nothing in the Learning Activity led them to calculate different an-
swers in their post-video quizzes.

In the Synchronous course-offering, four of the five parallel 
videos (V2, V4, V5, and V8) exhibited statistically significant im-
provements (↗) in the students’ time-estimates (another parallel 
video, V7, was close at p=0.068). Quite surprisingly in the Asyn-
chronous course-offering, four of the five parallel videos (V2, V4, 
V5, and V7) exhibited statistically significant worse differences (↘) 
in the students’ time-estimates! This can also be seen in Fig. 4, 
where the students’ post-video quiz time-estimates tended to di-
verge from the intended target time.

In addition to estimating the completion times, students were 
also asked to write optional learning points for both the pre-video
and post-video quizzes. The goal of this was to give students an 
opportunity to reflect on the core concepts at play for the given 
combination of task composition and scheduling policy. Across the 
35 students in the synchronous offering, a total of 165 comments 
were written (an average of 4.7 comments per student). In the case 
of the asynchronous offering, the 39 students collated 383 written 
comments (an average of 9.8 comments per student). This suggests 
that students may be more inclined to provide additional com-
ments (or be reflective) when they are comfortably able to work 
at their own pace. Students in the synchronous offering may have 
felt pressured to work faster through the quiz and thereby spend 
less time on the optional parts of the activity.

4.2. Video helpfulness ratings

After watching each video, students would rate its helpfulness
using a 5-point Likert scale as part of their post-video quiz. Table 3
summarizes these rating-results across both the synchronous and 
asynchronous versions of the activity. In addition to each video’s 
average rating in each of the two versions (x̄G and x̄I ), the ta-
ble also includes two-tailed paired Wilcoxon signed-ranks tests, in 
which for each of the task compositions (V1 for Identical Coarse, V3 
for Identical Fine, and V6 for Mixed), the videos for non-Sequential
policies are compared against those of the corresponding Sequen-
tial policy. The three Sequential videos are thus effectively used as 
baselines to determine whether the students find value in the par-
allel visualizations for the given task composition.

When looking at the helpfulness rating for each video-version, 
some patterns can be seen. In both the synchronous and asyn-
chronous offerings, the Sequential videos (V1, V3, and V6) con-
sistently receive the lowest ratings. When V2 introduces the first 
form of parallelism, the average rating is slightly higher than V1 
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but not enough to be statistically significant (W=43 p=0.549 for
x̄G , and W=43 p=0.549 for x̄I ). V2 is considered the simplest kind 
of parallel programming (i.e., using a Fully Parallel scheduling pol-
icy), with straightforward intended learning points. However, when 
students viewed video V4 (the same scheduling policy but with a 
different task composition), students valued the video much higher 
than its Sequential counterpart V3. The same can be said for all the 
other parallel videos when compared to their Sequential counter-
parts.

Finally, Table 3 also presents results for the two-tailed unpaired 
Wilcoxon rank-sum test comparing the averages across the differ-
ent versions (i.e. x̄G versus x̄I ). The overall rating sum across all 
eight videos was higher for the synchronous offering (32.94/40) 
compared to the asynchronous offering (29.56/40), with a statisti-
cally significant difference (W=873.5, p=0.039). When each video 
is considered individually, the x̄G version is consistently higher 
than the x̄I version. However, this is only statistically significant for 
V1 (W=859, p=0.048) and V7 (W=911, p=0.008). It seems that 
students, in general, appreciated the value of the analogy videos 
more when they were guided by the instructor in the classroom. 
In the next section, the data collected from the asynchronous stu-
dents’ watch-time behaviors sheds light on what happened in that 
offering.

4.3. Watch times for asynchronous students

In order to get a closer understanding of students’ appreciation 
of the videos, the data depicting their engagement while watch-
ing the videos were analyzed. This analysis was only useful for 
the asynchronous version, where students were working at their 
own paces, and thus had the freedom to watch the videos as much 
(or as little) as they wanted between the pre-video and post-video
quizzes.

Fig. 5(a) presents the distribution of the times the students 
spent on each video. As the videos each had slightly different 
lengths, these times are normalized to the length of the respective 
video. The red dashed line represents the normalized full-video 
threshold (100%), which corresponds to remaining on the page 
long enough to watch the entire video. A value below this thresh-
old corresponds to the student leaving the page sooner than the 
video’s length—therefore not watching it in its entirety; a value 
above this threshold corresponds to the student remaining on the 
page longer than the video’s length—possibly to watch it more 
than once. Fig. 5(b) shows finer-grained watch-time data for each 
video, as measured by YouTube’s audience-retention data. For each 
video, this data shows the point at which typical students would 
be losing or gaining interest within the video.

Fig. 5(a) reveals that more than 25% of the students did not 
remain on the combined video pages long enough to watch all 
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Fig. 5. Watch-time patterns for the videos during the asynchronous course activity, 
including (a) spread of time spent on each video page normalized to the video’s 
length, and (b) actual audience retention at specific positions of each video (re-
trieved from built-in YouTube stats).

the videos (denoted by the 25th quartile of the Total being un-
der 100%). Looking at a subset of the videos at a time, grouped 
based on their Task Composition, there appears to be a common 
“stepping” pattern. In all cases, the initial Sequential videos (V1, 
V3, and V6) are least popular in their respective grouping. V1 is 
the only Sequential video above the 100% threshold, which can 
most likely be attributed to the students’ curiosity regarding the 
first video. V2, the variation on V1 using the Fully Parallel pol-
icy, received over 200% watch time—indicating that on average, 
most students watched the video twice. However, these same two 
scheduling policies (Sequential and Fully Parallel) did not attract as 
much attention when they were repeated again in V3 and V4 with 
different task compositions. It was only when a new scheduling 
policy was introduced (Static, in V5), that students’ attention was 
again captured enough to watch the full video. A similar pattern 
again appears within the third group of videos, where the Sequen-
tial V6 is again the lowest (with most students watching less than 
half of it), and the newly-introduced parallel scheduling policy (Dy-
namic, in V8) receiving the students’ highest attention.
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4.4. Overall themes of student feedback

The asynchronous offering of these activities concluded with 
two open-ended questions, to provide students with an opportu-
nity to give feedback on (i) how the activities helped their learning, 
and (ii) what aspects of the activities did not work well. A total of 
63 comments were made by the 39 students, presented as a word 
cloud in Fig. 6. To synthesize the themes of these comments, a the-
matic analysis [5] was carried out. With the help of a qualitative 
data analysis software application, 30 codes were generated during 
the initial coding. These codes were used to tag 56 of the com-
ments, yielding a total of 114 comment-tags, as some comments 
attracted multiple tags. The remaining seven comments were irrel-
evant, so were ignored from further analysis. Subsequent phases of 
the thematic analysis resulted in the eventual aggregation of the 
codes into four main themes. In Fig. 7, these themes are depicted 
as the four central blue lines.

In the rest of this section, we briefly explore these four themes 
that emerged from the students’ open-ended comments.

• Learning Objectives of Parallelization Concepts: In the most 
dominant theme, students shared how the activity helped 
them learn specific parallel programming concepts. These 
were broadly synthesized into two sub-themes, motivated by 
Bloom’s taxonomy [27]: Understand and Compare (a form of 
Analyze). An example comment for this theme was:

“Helped to understand how coarse/fine grained affected utiliza-
tion which I wouldn’t have guessed intuitively. The dynamic vs. 
static and mixed tasks also taught me something because I made 
the assumption that the static allocation would be the best possi-
ble, but in the real world we don’t usually know how long a task 
will take.”

• Visualization: Appreciation of the visualizations provided the 
next dominant theme. The overall essence of this theme re-
lated to the how the visualizations increased clarity by: (i) 
making abstract concepts (both the analogy and parallelization 
concepts) more concrete, and (ii) enabling students to have 
their questions “answered” by the visualization:

“The visualization aspect helped me especially with the “fully 
parallel” workers as I did not grasp the concept that changing 
tasks internally within a processor in some situations would re-
duce the efficiency. Additionally the reinforcement in all videos 
was useful to make the concepts concrete.”

While the videos were complemented for their conciseness, 
some students expressed their desires for richer in-video ex-
planations and additional features (e.g., an in-video timer):

“There could be a bit more explaining in the videos, a lot of it is 
based on deductive reasoning instead of given information.”

• Analogy: The analogy were largely appreciated for being relat-
able:

“I think the metaphor of workers as threads and desks as cores 
works well. It makes an especially good point about how one 
thread per task usually isn’t optimal, as the threads are con-
stantly swapping adding massive overhead.”

But some students also pointed out they could be misleading:

“The computer can calculate millions of instructions per second. 
Does change of a task require a few seconds?”
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Fig. 6. A word cloud generated from the open-ended student feedback, using MonkeyLearn’s AI-powered WordCloud Generator [33].

Fig. 7. Mind map representing four main themes (Analogy, Visualization, Reflection, and Learning Objectives of Parallelization Concepts), represented by the blue edges. The 
synthesized themes were inspired by the thematic analysis process [5], applied to activity feedback from students. The themes are further decomposed into their respective 
facets: green edges represent positive aspects, while red edges represent negative aspects.
It is possible that the exaggeration of overhead in the analogy 
videos might have misled students to over-estimate the over-
head, resulting in overly-high student time-estimates in the 
post-video quizzes.

• Reflection: Finally, some students valued the pre-video and 
post-video quizzes as providing an opportunity to be reflec-
tive:

“By asking the same questions twice, one has to reflect on how 
the concepts actually work.”

5. Discussion

Recall that the goal of this study was to answer the following 
research question:

RQ: To what extent do visual analogy videos help students learn fun-
damental parallel programming concepts?

The results from the preceding section reveal a number of insight-
ful lessons regarding the value these analogy videos delivered to 
the students.

First and foremost, the results have highlighted the inherent 
complexity of comprehending the runtime behavior of a parallel 
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program in comparison to that of a sequential program. Most stu-
dents could accurately predict the behavior in all three sequential 
scenarios, but they noticeably struggled to do so in the parallel 
scenarios. Even “trivial” parallel programming scheduling policies 
(such as Fully Parallel and Static Pool) elicited wide variations in 
the students’ predictions. This indicates that students find sequen-
tial behavior much easier to understand than parallel behavior, and 
highlights the need for additional research in developing effective 
parallel computing learning resources for students.

When led by an instructor in a guided synchronous environ-
ment, most students performed significantly better than students 
who watched the videos asynchronously. Compared to their asyn-
chronous peers, the synchronous students’ post-video predictions 
converged more closely, and their predictions demonstrated statis-
tically significant improvements in how closely they could estimate 
the target time. Some asynchronous students neglected to watch 
an entire video even once, but under the instructor’s guidance, 
synchronous students were exposed to each parallel video twice 
in its entirety. The instructor being present to cause these repeated 
viewings may well have contributed to synchronous students bet-
ter absorption of the key learning points.

When students carried out the same activities in the asyn-
chronous setting, the benefits of analogies were no longer ob-
served. Student predictions still seemed to converge, but were 
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actually further away from the correct target times. While the 
video-viewing data revealed that asynchronous students watched 
the videos less than the instructor-guided synchronous students, it 
is still the case that most asynchronous students watched most of 
the videos once (although barely). This implies that a synchronous 
instructor plays a valuable role in guiding students in their use of 
time and directing their attention to engage with the key learn-
ing points. More precisely, an instructor can help by ensuring that 
students do not skip over important learning opportunities, espe-
cially when they might be underestimating the complexity of the 
concepts (and overestimating their own understanding).

This difference in the two groups’ video-viewing behaviors may 
also explain the synchronous students’ generally-higher ratings of 
the videos helpfulness: watching the parallel videos twice helped 
students recognize and remember the key learning points. In the 
asynchronous version, most videos were watched only once. Many 
students even skipped watching some of the videos (even the par-
allel ones), which seems likely to have contributed to their poorer 
post-video quiz performance (and hence lower appreciation of the 
videos). This highlights that further research is needed to explore 
the impact of visualization tools, particularly when students are 
left to use them at their own pace.

In the qualitative feedback, some asynchronous students stated 
that they found the videos misleading and lacking the information 
needed for them to be used on their own. It is possible that the 
videos were misleading, and were unintentionally creating miscon-
ceptions. Alternatively, the watch-time data suggests that students’ 
misconceptions may have arisen because these asynchronous stu-
dents were rushing through videos without giving them much 
thought or close attention. More research is needed to distinguish 
between these possibilities.

These observations reveal the quality of the analogies (as seen 
in their positive contribution to learning in the synchronous set-
ting), but also their possible misuse that could harm learning (as 
seen in their negative contribution in the asynchronous setting). 
This is an important consideration for designers of instructional 
material to consider, especially as they design materials for online, 
asynchronous courses.

While the qualitative data was not analyzed for correctness in 
terms of students discussing each video’s learning outcomes, it is 
clear that the asynchronous group wrote many more comments at 
each stage. Even though the asynchronous format produced poorer 
learning outcomes for the students (in terms of the program-
performance predictions), it apparently provided a very comfort-
able learning environment, in the sense that students felt inclined 
to spend more time reflecting on the intended learning points. This 
suggests that future research opportunities exist to better under-
stand how to obtain the best of both worlds: how can one blend 
synchronous instructor guidance with asynchronous reflective self-
paced learning to obtain the benefits of both approaches?

In terms of helpfulness, students did not seem to ascribe much 
value to the videos demonstrating basic (trivial) forms of paral-
lel concepts. However, they appreciated the analogy videos much 
more when they encountered complex scenarios in which the 
learning outcomes were non-trivial. This theme was also present 
in the qualitative feedback, where a common theme was the stu-
dents’ appreciation of how the videos helped them understand
overhead and task granularity, and compare them across different 
scheduling policies.

Even though the asynchronous students watched V2 twice, they 
did not seem very impressed with it compared to V1, according to 
the helpfulness results. This could explain why V3 and V4 were 
watched less and rated lower, as students felt these videos were 
“more of the same” (despite these videos covering the different 
task compositions). V2 introduced the first form of parallelism, but 
it was the simplest form of parallel computing: eight threads per-
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forming eight identical coarse tasks on four cores. There was little 
overhead and no surprising effect, so that video was appreciated 
less. Its score was higher than that of the sequential video, but not 
enough to be statistically significant. Other videos explored more 
complex scenarios, and were thus seen as more helpful by the stu-
dents.

Threats to validity
There are a number of possible threats to the validity of this 

study, including:

• In the asynchronous offering, a large representation of the 
entire class completed the Learning Activity online, at their 
own pace. In the synchronous offering, students had to phys-
ically come to the classroom to complete the activity, and a 
smaller percentage of the class participated. These latter stu-
dents might have been the more-engaged students in the class, 
which could skew their post-video quiz results positively, com-
pared to their asynchronous peers. This could be a factor, but 
to the authors, the difference in time spent on task (i.e., two 
viewings of each video for every student in the synchronous 
group vs. not even one full viewing of some videos by some 
asynchronous students) seems more likely to be the primary 
factor contributing to the difference in the two groups’ perfor-
mances.

• In the asynchronous offering, the video’s watch-time mea-
surements could be inaccurate— students could have been 
doing other things (i.e., “multitasking”) while “watching” the 
videos and answering the quiz questions, rather than being 
fully engaged with the exercise. However, YouTube’s reten-
tion statistics indicate that in the asynchronous offering, many 
students answered questions without watching all the videos 
adequately. In the feedback, a few students even mentioned 
that they accidentally pressed “next” in the quiz before click-
ing to open the video link. The quiz did not allow students 
to “go back”, as the asynchronous version of the activity was 
designed to replicate the synchronous version as closely as 
possible.

• Students could have based their post-video quiz answers on 
the (wall-clock) time taken by the computation in the videos. 
This is a possibility, but it seems unlikely, given how the 
accuracy of the synchronous students’ post-video quiz time-
estimates increased, but the asynchronous students’ accuracy 
decreased. If it were a factor, it should affect both groups 
equally.

6. Conclusions

Parallel and distributed computing (PDC) is notoriously more 
difficult to understand than traditional sequential computing, 
which is why it has traditionally been a specialized elective for 
higher-level computing courses. The changing landscape of com-
puting technology has seen increasing curricular efforts to incor-
porate PDC concepts into the earlier core computing courses. This 
study describes an easily-accessible activity, merging the pedagog-
ical benefits of analogies and visualizations. Both synchronous and 
asynchronous evaluations are presented, to better understand the 
implications for other instructors seeking to incorporate such an 
activity. These evaluations first and foremost illustrate the struggle 
students have in conceptualizing parallel computing in compari-
son to sequential computing. In addition, this study has presented 
an extensive quantitative and qualitative analysis of the learning 
impact, engagement, and student-perceived helpfulness of the ac-
tivity.
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The materials related to this study are all publicly available, in-
cluding the videos,1 the asynchronous self-guided form,2 the syn-
chronous self-guided form3 related to this study, plus the general 
app and its related material.4 It is hoped that not only will these 
materials be of immediate value to the PDC education community, 
but that the general approach taken will encourage others to create 
and share similar PDC teaching resources. We envision this to be in 
the form of a publicly-available website where instructors can find 
and share videos and related materials that are suitable for teach-
ing particular concepts in their courses. Such future work will be 
especially valuable if the instructional materials incorporate best-
practice guidelines for the creation of effective learning videos [4], 
including the use of signaling to highlight important information 
and aligning analogy elements to the key concepts being taught. 
Incorporating interactivity will generally improve engagement by 
giving students more control [4].

There is additional work to be done in identifying the opti-
mal pedagogical design for carrying out such learning activities. 
This work includes the analysis of an activity that incorporates an 
active learning component and compares its impact to the activ-
ity described in this paper. For example, rather than using videos, 
conducting a controlled study that instead uses a different peda-
gogical approach (e.g., peer instruction) to see if such an approach 
improves the learning of these same PDC concepts. Such a study 
could be further modified to an activity that combines both videos 
and the other pedagogical approach, to see if such an approach 
could eliminate any potential misconceptions the analogy-videos 
might produce for the students.
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