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Abstract. This work focus on the construction of weak solutions to a kinetic-fluid system of partial differential-integral
equations modeling the evolution of particles droplets in a compressible fluid. The system is given by a coupling between
the standard isentropic compressible Navier—Stokes equations for the macroscopic description of a gas fluid flow, and a
Vlasov—Boltzmann type equation governing the evolution of spray droplets modeled as particles with varying radius. We
establish the existence of global weak solutions with finite energy, whose density of gas satisfies the renormalized mass
equation. The proof combines techniques inspired by the work of Feireisl et al. (J Math Fluid Mech 3:358-392, 2001) on
the weak solutions of the compressible Navier—Stokes equations in a coupled system to the kinetic problem for the spray
droplets by extending techniques of Leger and Vasseur (J Hyperbolic Differ Equ 6(1):185-206, 2009) developed for the
incompressible fluid-kinetic system.
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1. Introduction

A large variety models describing sprays dynamics, introduced by Williams [28], are obtained by coupling
a of fluid mechanics equation and a kinetic one describing the spray as perfect bubbles. In such a system
models, the gas surrounding the spray is described by classical fluid macroscopic quantities: its density
p(t,z) > 0 and velocity u(t, z). Depending on the physical properties of such gas fluid, the evolution of
those quantities are usually ruled by the Navier—Stokes or Euler Equations compressible flows. Because
air flow viscosity is an important component for spray dynamics, the fluid model is the associated to the
compressible Navier Stokes framework.

The spray droplet evolution is assumed to be given by independent distributed continuum random
variables described by a distribution function f = f(¢t,z,v,r) > 0 given by the probability of finding a
droplet with center at position z, with radius r, time ¢, moving with velocity v. Depending on physical
properties of the droplets, the evolution of f is governed by a kinetic equation given by a Vlasov-linear
Boltzmann model, were the non-local Boltzmann operator models collisions and breakup.

In such a system models, the coupling comes from drag force in the fluid equation and the acceleration
in the Vlasov term of kinetic equation, as the fluid a dense phase and the droplets in a disperse phase
strongly interact on each other.

More specifically we consider an spray model given by the following Navier—Stokes—Vlasov—Boltzmann
system of equations for droplet particles dispersed in a compressible viscous fluid

pt + div(pu) = 0, (1.1)
(pu); +div(pu ® u) + Vp — pAu — A\Vdivu = F,.(¢, x),
fi +€-Vof +dive(Ff) = Q(f), (1.3)
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for (z,&,7,t) in @ x R3 x [a, b] x [0, 00), where  C R3, p is the density of the fluid, u is the velocity of the
fluid, p = p” is the pressure for some v > 1. The viscosity coefficients p and A satisfy the relationship

w>0, A+=2>0.

W=

The probability density distribution function f(x,&,r,t) associated droplet particles depends on the
physical position 2 € Q, the velocity of particle & € R3, the radius of a particle r € [a, b], and the time
t € [0,T7], where a,b > 0 are the constants. Its observables are the spray thermodynamic quantities that
are obtained by their statistical moments, defined by

the average (zero moment) of the gas particle probability density is

n(t,z) = /ab /R rf dé dr, (1.4)

and the kinetic current (first moment) is

Jjlt,x) = /ab /R3 r&f d€ dr. (1.5)

The particle-fluid interaction is determined through the drag force exerted by the air fluid onto the
spray particles, associated to the vector F' in the spray equation (1.3) modeling the droplets acceleration.
This force is typically given by the well known Stokes’ law,

_ Omu—¢

F(I,S,T’,t) - 2Pl 7"2

(1.6)

1 is the dynamic viscosity scale, and p; is the mass density scale associated to the compressible fluid
system (1.1, 1.2). Without loss of generality we take p; = 97” throughout the paper.

The right hand side term in the momentum associated to the compressible fluid equation (1.2), is
modeled by

b
F,.(t,z) = —/ /R3 %plr3de§ dr. (1.7)

The nonlocal kinetic particle interaction operator Q(f) takes into account the complex phenomena
happening at the level of the droplet particles, such as the interaction laws and breakup. Assuming that
droplets keep the same velocities before and after breaking, the kinetic spray operator is determined by

Q(f)(x, & mt) :—uf(sc,f,r,t)—&—y/ B(r*,r)f(x, & r*, t) dr", (1.8)
r>r*

where v > 0 is the fragmentation rate and B = B(r*,r) > 0 is related to the transition probability of

ending up with droplet particles of radius r out of the breakup process of droplet particles of radius 7*.

This is a typical structure of the breakage model kernel.

The fluid-particle system (1.1)—(1.8) arises in many applications such as sprays, aerosols, and more
general two phase flows where one phase (disperse) can be considered as a suspension of particles onto
the other one (dense) regarded as a bulk fluid. These type of systems, either (1.1)—(1.8) or its variants,
have been used in the modeling of phenomena ranging from solid grain sedimentation by external forces,
fuel-droplets in combustion theory (such as in the study of engines), chemical engineering, bio-sprays
in medicine, waste water treatment, to pollutants in the air. We refer [1,4,6,9,10,14,25,26,28] to the
reader for more physical background, applications and discussions of the fluid-particle systems. From the
mathematical viewpoint, Leger and Vasseur [18] have shown the existence of global weak solutions to a
related of an incompressible version of Vlasov—Boltzmann—Navier—Stokes equations.
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The aim of this current paper is to establish the existence of global weak solutions to the system
(1.1)—(1.8), or equivalently to

pt + div(pu) =0, (1.9)
b
(pu): + div(pu ® u) + Vp — pAu — A\Vdivu = — / / r(u—&)fdedr, (1.10)
a JR3
fe+ & Vaf +dive <(11Tf)‘f> =Q(f), (1.11)

subject to the following initial data:

p|t:0 = pO(X) >0, (pu)|t:0 = mo({L‘), f‘t:O = fO(xvar)a (112)

where Q(f) is given by (1.8).
The collision operator Q(f) satisfies the following hypotheses A:

I. Be CYR* xR*), B>0, and B(r,r*) =0 if r > r*.
for all (r,r*) € Rt x RY,

1L [} B(r,r*)dr = [5) B(r,r*) dr, with

o

I11. fo% B(r,r*)dr = f% B(r,r*)dr = 1, which without loss of generality, both integrals to be one by

renormalization.

In order to solve the initial value problem for system (1.9)—(1.12) with assumptions (I-III), our strategy
consists in combining a regularization method for solving the fluid system using the compressible Navier—
Stokes system recently developed by Feireisl et al. [12], in an iteration that couples the air fluid equation
to the initial value problem of the Vlasov-linear Boltzmann for the droplet particle evolution. For this
coupling, we adapt the approach proposed by Leger and Vasseur [18] for the solving the system associated
to the same kinetic equation coupled to a fluid given by the incompressible Navier—Stokes system.

The manuscript is organized as follows. In the Sect. 2 we introduce some fundamentals and prove, for
a fixed droplet particle distribution f(z,&,r,t), the basic a priori momentum and energy identities for
the compressible Navier Stokes’ equation.

In Sect. 3, we first introduce the two level €, d-regularization technique from [12] to system (1.9)—(1.12)
by adding an e-viscous term to the mass equation and an e-modification of the momentum equation that
preserves the energy identities for fixed f(z,§, 7 t) derived in Sect. 2, and a d-modification that modify
the pressure law. In addition, we employ techniques from [12], where each ¢, §-regularized Navier Stokes
(1.9-1.10) part is solved uniquely by a k-finite dimensional approximating model, introduced in [12,13].
Then for each ui’é, we finally solve the Vlasov-linear-Boltzmann equation (1.11) using the approach

of [18], whole solution is an approximating fli"s. This iteration is shown to construct unique solutions
(pi’é, ui’é, ié) to the e, §, k-approximating system to (1.9-1.10-1.11) by means of a fixed point argument
in a Banach space, where initial data is modified by introducing the parameter p > 0 that keep our the
pf{’é estimates bounded below from vacuum uniformly in €, § and k. In addition, we show that the unique
solutions (pi’67ui’6, E’é) for the e, §, k-approximating system, satisfy momentum and energy identities,
uniformly in €,6 and k, and the approximating density pi’é is bounded below by p > 0 uniformly in €
and k.

Finally, we study in Sect. 4 the limiting process that yields a global weak solution to (1.9-1.10-1.11),
by first performing the limit k — oo, next the limit ¢ — 0, and last the limit § — 0 obtaining a limiting
triplet (p, u, f) whose initial data has p(x,0) > p > 0 for an arbitrary p > 0. So the existence of solutions
in then proved for any initial data who density p may vanish locally.
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2. A Priori Estimates

In this section, we derive some fundamental a priori estimates for each equation on the system (1.9)—(1.11).
They are crucial to show the existence of weak solutions upon passing to the limits in the regularized
approximation scheme.
We first recall the notation of renormalized solutions, [12,13,19]. In fact, multiplying (1.9) by ¥'(p) we
deduce
h(p): + div(h(p)w) + (W' (p)p — h(p))divu = 0 (2.1)

for any differentiable function h. Thus, we give the following definition.

Definition 2.1. Equation (1.9) is satisfied in the renormalized sense, more specifically, Eq. (2.1) holds in
the distributional sense, for any h € C*(R) such that
h'(z) =0 for all || > M,

for some constant M > 0.

Here, for the sake of simplicity we will consider the case of bounded domain with periodic boundary
conditions, namely Q0 = T3. In this paper, we assume that
po > 0 almost everywhere in Q, my € L%(Q),
my = 0 almost everywhere on {py = 0}, |";°‘ € LY (Q), (2.2)
fo€ L®NLY QxR xRY), 3¢ fo € LY(Q x R® x RT).
Definition 2.2. The triplet (p,u, f) is a global weak solution to problem (1.9)—(2.2) if, for any T' > 0, the
following properties hold,
L p>0, peC(0,T) L7(Q), ue L(0,T; HY(Q)), plul® € L=(0,T; L'());
ii. f(t,x,&,r) >0, for any (t,2,&,7) € (0,T) x 2 x R3 x Rt;
ili. fe L0, T;L>®(QxR3xR)NLYQ x R? x RY));
iv. 73E3f e L0, T; LY (2 x R3 x RT));
v. Equation (1.9) is satisfied in the renormalized sense.
vi. For any ¢ € C1([0,T] x Q), for almost everywhere ¢, the following identify holds

/mo »(0, ) dz+// (—pu~8tg0—(pu®u):V<p—p7Vg0

(2.3)

+uVu-V<p+/\divudiv<p+/ Tf(u—f)-npdgdr) dxdt = 0;
R3

vii. For any ¢ € C1([0,T] x Q x R?® x R") with compact support with respect to z, £, and 7, such that
o(T,-,-,-) =0, the following identity holds

/OT/Q/Rgf<6t¢+£.vm¢+(ur2£)'vf(b) dededs
=/Q/R fog(0, ) da:d£+/0T/QQ(f)¢dxdt;

viii. The energy inequality

/p|u|2dx—|—2// FL+ e d§dx+2u/T/Q|Vu|2 d:z:dt+2)\/0T/Q |divul? dzdt
/‘ mol” +// (1+ [€)?) fo dedx

holds for almost everywhere ¢ € [0, T].

(2.4)

(2.5)

Our main result on existence of global weak solutions reads as follows.
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Theorem 2.1. Under the assumption (2.2), for any v > %, there exists a global weak solution (p,u, f) to
the initial value problem (1.9)~(1.12) for any T > 0.

We start now to gather estimates for the momentum equation. Multiplying (1.10) by u, integrating
over 0, and using (1.9), we deduce that

d [1 )
&/Qi (p|u|2+7p_1> d:p+,u/Q|Vu|2d:r+)\/Q|divu|2dx

:_/ab/ﬂ/RSrf(u—g)-udfdxdr.
€]

2
Meanwhile, multiplying the Vlasov—Boltzmann equation (1.11) by T3T7 taking integration with respects
to r, &, x, and using integration by parts, one obtains

(Z/ab/g/w ;r?’§|2fd§dmdr—/ab/Q/RSr(u—é)gfdfdxdr

(2.6)

) (2.7)
- [ [ [ #eraunagdsar
a JQJR3
Thus, from (2.6) and (2.7), the following energy equality holds
0% b
4 plu? + L— dx—l—i/ // 3¢ f dé dx dr
dt Q Y — 1 dt a Q JR3 (2 8)

b
+2p/|Vu|2 d;v+2)\/|divu|2dx+2/ // rf(a—¢&)?d¢ dedr =0,
Q Q a JQJR3

where we used the following equality

/b/Q/R rYEPQS) dé dx dr = 0.

In fact, the last identity is obtained from the following Lemma 2.1(setting p = 2), that uses the properties
II-V on Q(f) from hypotheses A.

Lemma 2.1. Under the properties II-V on Q(f) from hypotheses A, then for any p > 1, we have

/ab /Q /Ra r3IEPQ(f) dé dadr = 0. (2.9)

// /. 7;3|€”Q(f) € du dr = _/ [ [ rerseennasasi
+V/ab/Q/RS /M>T7’3|§|pB(T*,r)f(z,§,r*,t)dr* d dz dr
=) | [ [ repsenidasa
o [ e ([ rmonna) e i dca

From following [18], one can see that the properties II-V on Q(f) yield

/ r3B(r*,r)dr = (r*)3,
r*>r

so replacing in the second term one obtains a symmetrization property yielding the zero integral, hence
yield (2.9) holds. O

Proof
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Next we estimate the transport Vlasov—Boltzmann equation (1.11) multiplying by 7® and integrating
with respects to r, &, x, and using integration by parts, one obtains that

///R3 f(z, &, r t)dé dadr = 0. (2.10)

In fact, this was proved in [18]. Using (2.8) and (2.10), one obtains the following energy identity

;: (p| |2+> d“*/ // 3¢ + 1) f dé dw dr
+2”/Q|VU‘|2 dzHA/Qldivulzdxw/a /Q/Rgrf(uff)%&dxdr:o.

3. Regularization

(2.11)

In order to prove Theorem 2.1, motivated by the techniques developed by Feireisl et al. [12] and the work
of Feireisl [13], we first regularize the system (1.8)—(1.11) by perturbing both the mass and momentum
equations, (1.9) and (1.10) respectively, by adding e-viscous terms and the §-modified pressure as follows
(while for simplicity we will not denote the solutions (p, u, f) dependance on the parameters £ and ¢ in
this section, we will referred to the dependance to these parameters by solutions triplets (%, u®9, f9) =
(p,u, f) when is needed for clarification.)

The €, § regularized Navier—Stokes system is given by

pt + div(pu) = eAp,
(pu); + div(pu @ u) + Vp? + 6Vp” — pAu — AVdivu — eVu - Vp + nu = j,

Je+&-Vaf +dive (W) =Q(f).

n(t,x):/ab/Rsrfdfdr, j:/ab/]l@rffdfdr7

and Q(f) is given by (1.8).
The initial data is denoted by (pg, uo, fo) and assume to be uniform in the ¢,d parameters and to
satisfy

where

p(0) = po(z) € C*(Q),  0<p<po<p,
(pu)(0) =mo,  mg = (mg,mg, my),  where mg € C*(),
F0) = folz,&7),  fo>0, foe L®(QxR>x RY)N L (QxR® x RY)

and it is compactly supported with respects to r,&.

(3.2)

In order to solve this ¢, § regularized Navier—Stokes part of spray fluid system (1.8)—(1.11), we need
to show that first moment j(z,t) is bounded in LP(0,T; L())), for some p,q > 1, where of the j(x,t),
the solution for Vlasov—Boltzmann transport equation kinetic equation (1.11), is a source term in the
g, d-regularized momentum equation of Navier—Stokes part of system.

Following arguments introduced by Feireisl et al. [12] and Feireisl [13] for just fluid systems models
the compressible by means of these type of ¢, regularizations of viscosity and pressure terms in Navier—
Stokes part, we introduce the approximate by finite dimensional spaces that will yield a sequence of
solution triplets with enough compactness to converge solutions of the €, regularization of the spray
fluid system (1.8)—(1.11).

In order to accomplish this goal, we start defining the following finite dimensional Banach space
X = spanfey,ea,...,ex}, for n € N, and each e; is an orthogonal basis of L?(f2), which is also an
orthogonal basis of H?((2).
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In particular, e; could be chosen by —Ae; = A;e;., that is eigenfunction of the Laplace operator acting
over the domain €.
Thus, without loss of generality, we consider an infinite sequence of finite dimensional spaces

X, =spanf{e;}r_,, k=1,2,3...,, (3.3)

and will construct a sequences of triplets (pi’é, uZ"S, ,i"s) = (pr, ug, fr) solutions of the following k, ¢, 3-

approximate problem as follows.
Step 1: Starting from ug_1 given in C([0,T]; X;_1), where X;_; = span{ej,es,...,ex_1} solve the
following initial value problem for the Vlasov—Boltzmann transport equation (1.11).
For any fo € L=(Q x R3 x RT) N LY (2 x R? x RT) with fo > 0, and suppfo C Q x R3, solve the
Vlasov-Boltzmann transport equation
w1 — ¢

8tfk+€vxfk+d1V§ <7,,2fk> :Q(fk)(l’,g,’l”,t), Vt>07
fu(@,&,7,0) = fo(x,&r) forall (z,6,r) € QxR xR*.

(3.4)

and show the the first moment j, (z,t) = [(&,7) fr(z, &, r, t)dEdr associated to is bounded in L>° (0, T; L%(12)).

Step 2: For any initial data density-velocity pair (pg, ux)(x,0) satisfying pr € L7(Xy)), ux € L?(Xk)
and Vu, € L?(X}), there is a unique weak k,e- approximate solution triple py € L>([0,T]; L7 (X})),
uy € L>=([0,T); L*(X})) and Vuy € L%([0,T); L?(Xy)) satisfying the integral equation

t
/puk(t)~<pdx—/m0-g0dx:/ /(,uAuk—i—/\Vdivuk)godmdt
Q Q 0 Ja

T
+ / / (eVuy, - Vp — div(pug ® uy) — Vp7 — oVp” — nuy +j) pdxdt
0o Jo

for any test function ¢ € Xj.
The goal in the rest of this section is to prove the following Proposition that secures the existence of
a k approximating problems associated to the ed-regularized system

Proposition 3.1. For any initial data (po,ug)(x,0) with py € LV(Q)), ug € L3(Q) and Vuy € L?(2),,
and fo € L®(Q x R? x RT) N LY(Q x R? x RY), there exits a unique weak solution to the spray fluid
system (3.4)~(3.5) denoted by the triplet (p3°, 05, f£°) = (pi, ug, fx) in the spaces L=([0,T]; LY (Xy) x
L*([0,T); L?(X%)) x (fo € L®(Q x R? x RT) N LY(Q x R? x RT)).

In addition the triplet components are uniformly bounded in the k and € and § parameters.

The proof of Proposition 3.1 is rather elaborated and will be done in several parts that gather the
necessary estimates to complete it.

We start proving or recalling the following results. First, Propositions 3.2 and 3.3 will be sufficient
to complete Step 1. After that we prove all sufficient steps to complete the existence of a regularization
triplet (pi";, ui’é, ,j"s) in a series of Propositions from Proposition 3.4 to Proposition refProposition at
the first level, as much as Lemmas 3.1 to 3.2, that will yield a complete proof of Proposition 3.1.

The first result towards addressing the Step 1 of the k-iteration argument, was mostly developed by
Leger and Vasser [18], when applied to the coupling with incompressible Navier Stokes. We recall the
following in this coming Proposition 3.2 whose proof can be found in [18].

Proposition 3.2. For any given u € C([0,T],C(Y)), there exist a unique non-negative weak solution to
the kinetic problem (3.4) for any T > 0, provided the initial data satisfies

fo € L®(Q xR xRY)NLYQ x R? x RT)
and

fO > 07 Suppfo CQx R3a
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that is, f(x,&, 7 t) satisfies

T _ T
/ / f (‘Pt—i—f'vxtp— 2 25 -Vgtp) dxd&dr—k/ / Q(f)pdxd dr
0 JR+xRS r 0 JR+xRS

T
—|—/ / P00, 2,&,7) dr dé dr = 0
0 JR+xRS

(3.6)

for any test function o(t,z,§,r).
Moreover, this non-negative weak solution satisfies the following estimates:

feL>™0,T; L' (2 x R* x RT)),
FE€L®0,T; L®(Q x R* x RY)),
FeC(o,T;WtP(Q x R* x RY)),  for any 1 < p < oo,
supp(f) C Q x R? for a.e. t €[0,T]. (3.7)

The next step is to secure that the weak solution fi(x,&,r,t) constructed in Proposition 3.2 has its
kinetic first moment ji.(z,t) € L°°(0,T; L*(2)).

Proposition 3.3. Ifuy € C([0,T]; Xy), then there exist operators ny, = N(uy),j = L(ug) : C([0,T]; X%) —
C([0,T); C(2)) satisfying
i) (Lipschitz estimate for the kinetic density)
g, = il L= 0,120 (2) < Ca, b, T)|[wy = i 20,702 () - (3.8)
i) (Lipschitz estimate for the mean velocity)
7% = dillLos 0,751 () < Cla, b, T)ug, — || L2 (0,1:22 (@) (3.9)
for any uj,ui in the following set

My, = {uy € C([0,TT]; X); lullcqo,rix,) < L, t€ [0,T]}.

Proof Following the strategy in [18], one can construct a sequence of solutions verifying

Ouf + €V fi+dive (U572, ) = —vfi(@, & t)
v [ o Br* ) fea (2, &% t) dr* (3.10)
fi(@,&7,0) = fo(z, &, 7).
as follows. First, we need to write the following ODEs:
dz _ ¢.
£
xt(()) . (3.11)
£(0) = ¢,

then, by the characteristic method, we have the following solution to (3.10)
fk(ta CE,&,T‘) =e fJ(V_T%)deO(:E(O’taxag)vf(oat,,r)vr)

t P (3.12)
+ V/ / e oW Bl oY fo (7, (Tt m, €), 0 ) dr* dor
o JrR+
So taking the limits as k — 0o, one obtains the weak solutions to (3.4) by the standard argument of
weak convergence as in [18]. However, we need to use (3.12) to derive some new estimates due to the
compressible fluids and the coupling to the kinetic equations. Let f,i and f,? be two solutions to (3.10)
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corresponding to u,lv_1 and u%_l respectively, and f* and f2 be two weak solutions to (3.4) corresponding
to ul and u? respectively. Letting Y (t,z,¢) = (z,€), we have

I1fa = fellee 0,7 (axre xr+)) < C(T)Y1 — Yal|poe (0,7 L (2xR? xB+))

o (3.13)
+C(T)/ 1fx — fk||L°°(O,T;L°°(Q><R3><R+)) ds.
0
In addition,
fr — fin LP(0,T; LP(Q x R* x RY)) and f € L>=(0,T; L°°(Q x R* x RT")), (3.14)
hence, letting & — oo in (3.13), yields
11 = 2l 0/1sL (@xroxrt)) < C(T)Y1 = Yall oo (0,750 (@xR? xR +))
(3.15)

t
+C(T)/ 1Y = 2 Lo (0,7 L (xR xR+ dS -
0

However, for the current model we need to control the characteristic ODE’s of the transport flow depend-
ing on ug(z,t), that we estimate as follows.
The first term above, after using (3.11) with ug_1, can be estimated by

! ullc 1‘“% 1
Y1 — Ya|l poe (0,750 (axR3xRH+)) < C </o ||+HLW(Q) ds

t ul_
[ I s @)Y~ Vel s )
0

and so by the Gronwall inequality, we obtain
Y1 — Ya| £ (0,152 (axr3 xR H+)) < C(a,b,T) /Ot Jug ) —ui g [lr2(0ds. (3.16)
In addition, by (3.15) and (3.16),
I fa — flg||L°°(O,T;L°°(Q><R3><R+)) < C(a,b,T)||ug_y —ui 4l r200,750)- (3.17)
Thus, letting ny = N(uy_1) and ji = L(uy_1), it follows from (3.17) that
||“11c - niHLOO(O,T;LOO(Q)) = ||N(u11c7k) - N(uifl)HLm(O,T;Lm(Q))

< Cla,b, T)ug_y — iyl L20.7522 ()

and
7 = gl = 1 L(wg_1) = L(uf_1) [l Lo 0,7 (0)
< C(a,b,T)[wj—y — Wiyl 20,72 ()
Hence, estimates (3.8) and (3.9) hold the proof which completes the of Proposition 3.3. O

Hence, gathering the result from Proposition 3.2 and estimates from Proposition 3.3 we have com-
pleted Step 1 that provides enough estimates to accomplish Step 2, which culminate in the proof of
Proposition 3.1.

For Step 2 of the iteration, it is natural to obtain an energy identity for the kinetic part (1.11) of
k, d, e-approximate compressible fluid kinetic system. The following proposition yields such identity.

Proposition 3.4. [Kinetic energy conservation] If u € C([0,T]; Xi—1), any weak solution f of (3.4) sat-
isfies the following identity:

/Q/ab/RsTS(lJFKF)fkdEdrdx/Q/ab/R37"3(1+|§|2)f0d§drdx
:2/Ot/ﬂ/ab/RsT(uk1—f)fkfd§drdxdt.
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Proof For any u € L"(0,T; LN P(Q)), we first denote it by ug_1 := u in the proof as we will use it later
on in the approximation of the €, regularization of the spay fluid system.
Using 1 + |£]? to multiply on both sides of (3.10), and taking integration by parts, we have

///R (1+lef fkdfd’”dl“*///m (L4 [€[*)£7 dg dr da
:2////Rsr(ukfl_f)fkfdfdrdxdt

—V////]R (14 €) i€ d€ dr dedt

e [ s er g ataarasa

Letting £ — oo in (3.18), by the convergence from (3.14) and Fubini’s theorem, the conclusion follows.
O

(3.18)

Lemma 3.1. Let u € L"(0,T; LN*P(Q)) be fived with any 1 < r < oo and p > 1. Assume that fy €
L®(QxR3xRY)NLYQxR3 x RY), r3[£P fo € LY(Q x R3 x RT), then the solution f(x,&,r,t) of (3.4)
has the following estimate

/ab /g /R rE|P £ d¢ da dr
N+p

b Np
< pCr,Np (/ /Q /]R3 r?|¢[P fo d da dT) + ([l foll Lo (@xre xr+) + D[ uk—1lr(0,7;5+0 (02)) ;

(3.19)
forany 0 <t <T.

Proof For any u € L"(O,T;LN*"’(Q))7 as in the previous Proposition’s proof, denote it by ug_1 := u.
Then, for any p > 1, multiplying 73|£|P on both sides of kinetic equation (3.10), we have

/b// r3s|pfkdsdxdr—/b// P[ef? 12 d da dr
—p//// r(up—1 — &) ful¢|P ™" |§|d£dazdrdt

(3.20)
*V////T?’\élpfkgdsdrdzdt
0 JOQJa JR3
t b
+V/ // / / P3P fr_1(z, &, 7%, t) dr*€ dE dr dx dt.
0 JQJa JRS Jr>r*
Therefore, letting & — oo in (3.20), (3.14) and the Fubini’s theorem yields
b b
/// ’”g'f‘pf’“dfdxd“/ // rIE[P £ dg dodr
o IR o Ja Jrs (3.21)

+p/0t/ab/Q/R$r£|pfd§d:cdrdt—/OTI(t)dt,
/// PPt fug_y - ||d§da;dr (3.22)

with
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Thanks to Holder’s inequality, I(t) can be controlled as follows

/Q</ab/RSr|§|p_1fd§dr>S,dx , (3.23)

1 1
*+*,§1-
S S

I(t) <

where

Further, since for any R > 0, then the integrand in the above estimate from (3.23) is controlled by

//rlé‘lp 1fd§dr—/ /Mrlap 1fd€dr+/ /5 FlEPL de dr

(3.24)
N+p 1
<v? Hf”Loo(QxR?xRﬂ — agR/ /|>R ri|EP f dé dr.
Then, taking s = N + p in (3.23), and
b ~p
R= </ / r3|§pfd§dr> >0
a JR3
n (3.24), one obtains the following estimate for I(¢), defined in (3.22),
N+4+p—1
1 b? o A
10) < il (o + 5o W lmesnan) ( [ [ Perracar) L @29)
N+p o Jr3
We end the proof by observing that from (3.21) and (3.25), it follows
b
/ / / r3|E|P f dé dx dr
a JoJr3
N+p

b ~
< pCr Nap (/ /Q/3 r*1€]? fo d€ dx dr) + (Ilfollzo (@xrs xr+) + Dl[uk—1ll = (0,7,L5+r (02))
a R

for any 0 < ¢ < T, which completes the estimate stated in Lemma 3.1. (]

By now we have gathered enough information to obtain estimates for the zero moment (1.4) and first
moment (1.5) of the solutions of the Vlasov—Boltzman equations for the spray (disperse) part of the
system.

We estimate these quantities in the following Lemma 3.2, that may be similar to the variation of the
classical moment regularity, so called averaging Lemmas applied to Boltzmann type equations, see by
Lions and Perthame [21]. Our proof closely follows the argument by Hamdache [17].

Lemma 3.2. Under the hypothesis of Lemma 3.1, for any p > 1, 0 <t < T, we have

N+p
([l N“’(z)—CNbT(||kaL°°(Q><R3><]R+)+ (/// 3|§pfkd§d$d7°> : (3.26)

and

L N+ I(Q)

b N-+p
el g ) S Owvaa(Ufelle e +1) ( ] 3r3s|pfkdsdxdr> SNCED
a JQJIR
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Proof For any R > 0, we can estimate n as follows

n(t,x)_/ab/RSrfdgdr_/ab/§<erd§dr+/ab/|£l>3rfd§dr

) b (3.28)
< BRYN || || Loe (2 xRS xR+ +—/ / r3IEP f dE dr.
H ”L (QxR3xRT) a2 Rp o Jiel>r | |
Taking
b i
R= (/ / r3|£pfd£dr>
a JR3
which is finite by Lemma 3.1, depending only on the initial data, yields
1 b Np
n(t,z) < Cnp <||f||Loo(QxR3><R+) + (12) (/ /3 7‘3|§|pfd§dr> ,
a JR
and since the estimate 3.19 is uniform in [0, 7], thus
1 b N]-\%]-p
3
||n(t’x)||Loo(o,T;LN—#(Q)> <Cnpr <|f||L°°(Q><]R3><R+) + ag) (/Q/a /]RS re|E|P f dE dr dw) :
We can also use the same arguments to show
N+1
b N+p
. 31¢|p
||J||LOO(O’T;L%(Q)) S CNp(If e (xR xrt) + 1) (/Q/a /R3 &P f dE dr dm) )
O

Next, we observe that looking at the eigenfunctions of the Laplace operator
—Ae; = \;e; inQ
have bounded solutions, then
uc L?(0,T; L>(Q)).

In particular, such estimate allows us to apply Lemma 3.1 to obtain

/ab/Q/RS 3P f d€ dx dr < oo, (3.29)

b
/// r3|€|P fo d€ dx dr < oo,
a JoJr3
for any p > 5.

Therefore, Applying Lemma 3.2 to get estimate to the corresponding first moment of the solution of
the kinetic equation to (3.29) with p =5 and N = 3, we obtain

n=N(u) e L>2(0,T;L3(Q)), j=L(u)eL>0,T;L*Q)), (3.30)

provided the initial data satisfies

and satisfy the estimates (3.8) and (3.9). As a consequence we are able to solve the following regularized

compressible Navier—Stokes part by using the estimate on the first kinetic moment j(¢,x) of the system
pt + div(pu) = eAp, (331)
(pu); 4 div(pu @ u) + Vp? + 6Vp” — pAu — AVdivu — eVu - Vp + N(u)u = j, '

with the initial data (3.2).
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In fact, we notice that nu is a good term for the compressible Navier—-Stokes equations because
n(t,xz) > 0 is on the left side of the momentum equation and so t is an absorbing term that stabilized
the momentum flow dynamics. Another advantage is that the right hand side j(z,¢) is bounded in
L>(0,T; L3(Q)).

Thus the weak solution (p,u) to (3.31) can be constructed following the now classical approach in
Feireisl et al. [12] and Feireis] [13] for fluid equations. In fact, we can find the approximate solutions
uy € C([0; T]; Xi) satisfy the integral equation (3.5), transcribed here for easier reading,

t
/ pug(t) - pdx — / my - pdr = / / (nAuy + AVdivuyg) @ dx dt
Q Q 0o Jo (3.32)

T
+ / / (EVuk -Vp —div(pup @ ug) — Vp? —6Vp” — nuy +j) pdxdt
0 Jo

for any test function ¢ € Xj.

Then, in order to show that (3.5) is solvable, we follow the same arguments as in [12,13], and introduce
the following two operators that are crucial to apply fixed point arguments later by generating an Ordinary
Differential Inequality (ODI) in a suitable Banach space.

In our case, the iteration map for a fixed point argument is constructed as follows. For any given
u € C([0,T]; X%), p is a solution to the following problem

Orp + div(pu) = eAp,
po € C=(T?), po=>p>0.

First, we introduce the operator S as follows
§:0([0, T Xi) — C([0, T C(Q)), p = S(u),

and recall the following two Propositions that can be found in [12]

(3.33)

Proposition 3.5. If 0 < p < po < p, po € C*(Q), u € C([0,T]; Xx), then there exists an operator
S: C([0,T]; Xi) — C([0,T);C()) satisfying

i) p=3S(u) is a unique solution to the problem (3.33).

ii) Density bounds:

0 < pe” Jo Nldivull oo dt < p(z,t) < ﬁefoT Idivalleecdt = o gy 2 € Q, > 0. (3.34)
iii) Lipchitz condition:
18 (u1) = S(u2)lleo,rc@) < TC(pos e, L)[[ar = uzllco,r1:x4)» (3.35)
for any uy,us in the following set
My ={u e C([0,T]; Xi);: [ullcom;x,) <L, t € [0,T]}.

In addition, for any given function p € C1(Q) with p > p > 0, we introduce an operator M for fixed
t, satisfying

Mip] : X — Xi, < M[pJu,v >=/pu-vda:7 for any u, v € Xy,
Q

and we recall from [12], (page 363-364) the following proposition describing the properties of M:
Proposition 3.6. For any given function p € C°(0,T;C1()) with p > p >0, where p is a constant,
D) [Mplllcix.xpy < CH)lplla
ii) ||M[/)]H£(Xk,x;;) > infaeqp
iii) Ifinfyeqp > p >0, then the operator is invertible with
IM ™ plllexz.x < o0
where L(X};, Xy,) is the set of bounded liner mappings from X} to Xj.
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iv) M~Yp] is Lipschitz continuous in X} in the sense

M p1] = M pallloixz x0 < Cln, p)llpr — p2llii o) (3.36)
for all py, p2 € C°(0,T; L1 (Q)) such that py,p2 > p>0.

The proofs of these two propositions can be found on [12] (page 363) and (page 363-364) respectively.
They are sufficient in order to show the needed compactness for the existence of a fixed point solution
set.

We apply the strategy of [12] to the problem under consideration, namely the existence of solutions
to the coupled compressible fluid equation to the gas kinetic equation, done through the gas density n
defined by (1.4) and gas current j defined by (1.5).

Indeed, making use of the operators M[p], p = S(uy), n = N(ux) and j = L(uy), we rewrite (3.5) as
the following ordinary differential equation on the finite-dimensional space Xj:

(M[S(ug)(®)]ur(t)) = N(S(ug), N(ug), L(ug), ug), ¢ >0,
M8 (ug)(0)]ug (0) = Mpo]uo,

dt (3.37)

where

N(S(ug), N(ug), L(ug), ug), pt = / (pAuy, + AVdivuy +eVuy - Vp) - pdx
Q
— / (div(puk @ug) + Vo' +0VpP +nuy, — j) - pdx,
Q

for all ¢ € Xj,. Integrating (3.37) over (0,t), we can write the problem as the following nonlinear problem:

T
uy,(t) = M8 (ug) (8)](Mlpo]ug +/O N(S(ur), N(ug), L(ug), ug)(s)ds). (3.38)

Since N (S(ug), N(ug), L(ug),ug) is a Liptzchiz function, as all its argument from (3.8), (3.9), (3.35)
and (3.36), this equation can be solved with the fixed-point theorem of Banach, at least on a small time
0 < T" < T. Thus, we obtained a unique u, € C°(0,7"; X},).

In order to extend the existence final time in order to get 7" = T, it is enough to show there exists
uniform estimates on solution triplet (pg,ug, fr) in suitable functional spaces defined over the finite
dimensional space Xj.

Indeed, the following definition of a suitable energy functional and subsequent proposition provide the
global in time existence of solutions to the approximation system (3.1)—(3.2).

Definition 3.1. (The Energy Functional) The natural energy functional associated to the triplet (pg, ug, fx)
solution to the approximation system (3.1)—(3.2) is given by

2 1)
B(0) = Blpn w00 = [ (Gohal? + 2 22t as

// / (14 [€]?) fr d€ dr d,
Q R3
The corresponding initial energy is

By = E(O):/ (2p0+ p_ 5 >dx+/// 1+ ) fode drdz.  (3.39)

The desired estimates will follow from the following result.
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Proposition 3.7. (The Energy Inequality) Let the triplet (pi, ug, f) be the solution to system (3.1)—(3.2)
constructed above, then for any T > 0, the (pg, g, fr) satisfies the following energy inequality

T T
Et) + u/ /|Vuk|2dxdt+)\/ /\divuk|2dxdt
0 Q 0 Q (340)

T
v [ [t sl L ded < B
0 Q

Proof First, taking ¢ = uy in (3.5), one obtains the following identity corresponding to the regularized
Navier-Stokes part (3.31)

d 1 2 Pi o 8
L0z d

+u/ |Vuk\2da:+)\/ \divuk|2dx+€/(’ypz_2+5ﬁpf_2)|Vpk\2dx (3.41)
Q Q Q

+/nk|uk|2d$:/jkukd$a
Q Q

for any ¢ € [0,7"]. Next, applying Proposition 3.4, and adding (3.41), we obtain the following L? energy
identity for the whole system that includes the kinetic equation (3.4):

4 / 1 lu |2+i+iﬁ d:ﬂ+//b/ r3(1 4 |€|%) fr d€ dr dx
dt [¢) ka k ’}/—1 ﬁ—lpk QJa R3 k

Jr,u/ |Vuy|? dx+)\/ |divuk|2d:c+5/(’yp272+5ﬂp272)\Vpk\2dx
Q Q Q

+/Q/:/RS rfiluy, — €2 dé drda =0
on [0,77].

Integrating with respect to ¢, we deduce the following energy identity
Tk Tk
Elp,up, f1)(1) +u/ / Vg2 do dt + A / (divug 2 dz dt
o Ja o Jao

Ty
be [ [ anrt e 6000 )Tl dode
0 Q

T b
+/ // / rfglag — €2 dédrdxdt = Ey,
0 QJa R3

on [0,7"], where the total energy energy E(t) = E(pk, ug, fr)(t) and its initial form Fy were defined in
(3.39) and (3.39), respectively.
In particular, since both terms

Ty
o[ [ s NV dode
0
and

/OT/Q/;/W rfilug — & dé dr da dt,

are non-negative, then the energy inequality (3.40) naturally. [
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The energy inequality (3.40), together with estimate (3.34), yield the following uniform bounds in k
and € and 4, for the the components of the triplet solutions to system (3.1)—(3.2),

k] Lo (0,7:22(0)) < Co < 00,
||Pk||Loo(o,T;m(Q)) < Cp < o0, (3.42)
IVurl|z2(0,7:22(0)) < Co < o0,

where Cj only depends on the initial data through the energy relation evaluated on the data.

To end, noting that the L°>°(X}) and L?(X}))—norms are equivalent on the finite dimensional space

X}, then
sup ([lugl|zes + [[Vug|[z<) < Co(Eo).
te[0,T%]

As a consequence of this observation, the existence and and uniqueness in the time interval [0,7”] in
uniform in time, and by bootstrapping arguments, the existence and uniqueness extends to [0, 7] for all
T > 0.

Hence, the global in time existence and uniqueness proof of a weak solution triplet (pi’(s, u,i"s, ,f"s) =
(pk, ug, fr) to the k approximation of the £, regularization (3.1)—(3.2) system for any T' > 0 completes
the proof of Proposition 3.1.

4. Recover Weak Solutions by a k, £, -Limiting Process

In order to complete Theorem 2.1,we need to recover weak solutions to (1.8)—(1.11). To this end, we
study the passage to the limit behavior in the following order, as kK — oo, next ¢ — 0 and finally § — 0,
for the unique solutions constructed as in Proposition 3.1. Here we use the triplet (px, ug, fr) to denote
such solution, where we still omit € and § for notation simplicity,

Using the bound from the energy inequality (3.40), the following uniformly estimates hold

vPrukllLe<0,1;22(0)) < Co < o0, (4.1)
okl Lo (0,157 (02)) < Co < 00, (4.2)
Vgl z2(0,7:22(0)) < Co < o0, (4.3)
1
5/ ﬁpg dx < Cy < oo, foranyte (0,T), (4.4)
0 B—
T
5/ /(vpz_2 +88p )|V pr|? da dt < Cy < o0, (4.5)
0 Jo
b
/ / / 31+ € fr dédrde < Cy < 0o,  for any t € (0,7), (4.6)
QJa JR3

where Cy = Cy(Ep) only depends on the initial data through the energy relation evaluated on the
data, as given in (3.39).
Then a consequence we can show the following Lemma.

Lemma 4.1. There exists a constant C independent on index k, and regularization parameters € and o
such that

[ (D o< 0,722 (02)) < C. (4.7)
<C. (4.8)

||jk(t)||Lm(O’T;L%(SZ)) -
Proof By (4.3), we have
[ugl[z2(0,7:20(0)) < C.

where C = C(E)p) is uniform in k, € and 6; and hence uy, is also uniformly bounded in L?(0,T; L5(Q)).
Therefore, taking N = p = 3 in Lemmas 3.1 and 3.2, then (4.7) and (4.8) follow. O
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The next step is to show that the limit in k for the sequence of solution (pg,uy, fi) exists in the
following sense.

Proposition 4.1. Let the solutions of (pk, uk, fi) constructed in Proposition 3.7, then for any v > %

Pk —p N Ll((OaT) X Q) and C([O T] LZJGQIC(Q))’
w, —u  weakly in L*(0,T; WOI’Q(Q)),

prug — pu in C([0,T]; L7, (),

weak

and

pp—p7 inLva((O,T)XQ) forsom60<9<%.

Remark 4.1. The proof of this proposition follows from techniques developed by Lions [20] and Feireisl
and collaborators [11-13] applied to the compressible Navier—Stokes equations with the external forces.
They are crucial for the limiting process of the solution to the whole fluid-kinetic system. In the sake of
completeness we write some of these estimates in the actual larger system context.

The uniform estimate (4.10) holds for solutions to the compressible Navier—Stokes equations, even
with the external force if it belongs to L?(0,T'; L(2)) for some p,q > 1. For the more detail, we refer the
readers to [11-13,20].

Thus, the first step consist in controlling the uniform estimate of the force term in k, 6 and €, namely

b
- / / r(ug — &) fi d§ dr = —nu + ji, (4.9)
a JR3

which has been proved to be bounded in LP(0,T; L1(2)) for some p,q > 1, uniformly in &, § and . In
fact, we can obtain the control

lk — npug| < Cl|7ll pt Cllng |l o 0,752 ) Ikl L2 0,728 ()

L2(0,T;L3 () = L=(0,T;L3 (2

that allow us to conclude that j, — nzuy is uniformly bounded in L2(0,T; L ().

Note that — f Jgs 7 ( ) fr d€ dr is bounded in L2(0,T; L: 2(Q2)), we can apply the argument in
[11-13,20] to (3.1). We obtam the following estimate in Lemma 4.2.

Lemma 4.2. For any v > %, there exists a constant 0 < 0 < %, depending on vy, such that

T
/ / ap}f‘e + (Spfj'w) drdt < C < oo, (4.10)
0
where C' > 0 is uniformly on n, € and J.

With above convergence of Proposition 4.1 in hand, we are ready to pass to the limits for the Navier—
Stokes part as k — oco. We could use the similar arguments to handle the other limits with respects to ¢
and §. For more details on the weak stability of the compressible Navier—Stokes equations, we refer the
readers to [12,13,19].

The next lines focus on the stability of weak solutions to the kinetic equation (3.4). By (3.7) follows
the convergence of fi, — f in the following weak™ topology, independently of the parameters € and 9, as the
boundedness of the unknowns depend on the energy functional on the initial data, so they are controlled
independently on ¢ and ¢, that is

fr—f L®0,T;LP(Q x R? x RT)) — weak™, for any 1 < p < oo,. (4.11)
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Similarly, letting ¢(x) be a smooth compactly supported test function, we can estimate

J-sw= [ G- [ [ reracanot
< [[[ rthe = D+ ihota) de ar s

~ [[] (- piarihici) (r%<fk—f>%<1+|£\>%lso%<x>) dedrdz (4 1)

§2(// r(f = £+ €P)e(a) d&drdaz) (// (fe—f )ﬂdsd dac)é
-

where we used (4.6) and the estimate

(// (e — 1+ [E2)() d&drdm)Z
< (z J[[rasiein dsdrdx)g < C(Co).

Thus, the last term in (4.12) converges to zero as k goes to infinity since fi converges to f weakly in
L?(0,T; L?(Q x R3 x RT)) and

re(@) o
1+ |§| loc(Q X Rg X R+))

both independently of the parameters ¢ and ¢
It follows that

Jjr — j weakly in L°°(0,T; LP()) for any 1

IN

hS]

IN
|

(4.13)

independently of the parameters € and 4, as well.
Similarly, we have that

n, = //Tfk dédr —n = // rf d¢ dr weakly in L*(0,T; LE,.(2)). (4.14)

By (3.7) again, fj, is uniformly bounded in L®°(0,T; L>(£2 x R? x RT). Relying on this, we can show
the following uniform bounds. With (4.14), we have the weak convergence of Q(f).

Lemma 4.3. If (3.7), then Q(fx) is uniformly bounded in
L®(0,T; L°(Q x R* x RY) N L>(0,T; LP(Q x R? x R™)

for any p > 1, and, independently of the parameters € and ¢,

b b

/ / Q(fr) d€ dr — / / Q(f) d€ dr weakly in L*(0,T; L*(Q)). (4.15)

a JR3 a JR3

Proof
QUKL < vlfe(@, & )l + vl fe(z,& 7 1)l Lo B(r*,r)dr*
r>r*
< W+ OVl fu(@, & t)ll Lo,

where we used a fact

/ B(r*,r)dr* < C.
>r*
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Similarly,

QUM L < vl iz, & )| s +1/||/> CBOT ) it 2,6 r7) dr

< il €, Ollr + vl fules &) / B(r.r*) dr*

r>r*
< (V + Cl/)Hf}c(.’L',f,’l", t)”Ll

For any smooth ¢(z),

/</b 3 Q(fk)(l’,f,r,t)dfdr/b/3 Q(fk)(xvg,r,t)dfdr> o(z)dz
// o r(fr — f)dédro(z) de + — ///Rs/>r ) (fs — f) dr* dé dr dac
7/9/& /Rgr(fk*f)dﬁdrcp(x)dzﬂ(), as k — 00,

independently of the parameters e and § By (4.14), we have (4.15). O
The last task is to handle the convergence of the right-hand side of (3.5)

/ab/RSrukfkdﬁdr.

In order to prove this convergence, we follow a rather similar argument from [23], after we invoke the
following compactness lemma from [20].

Lemma 4.4. Let g" and h™ converge weakly to g and h respectively in LP*(0,T; LP2(§2)) and L9*(0,T; L92(Q))
where 1 < p1,q1 < 400,

1 1 1 1

—+—=—+—=1

pr ¢ P2 G2

We assume in addition that
n

0
% is bounded in L*(0,T; W~"-4(Q)), for some m > 0 independently of n

and
[h"™ = W™ (- + & )| Lo (0,7:202 () — 0, as [§] — 0, uniformly in n.
Then, g™h™ converges to gh in the sense of distributions on Q x (0,T).
Indeed, we first recall that

(ni)e = —diva(jr),
and so (ng); is bounded in L>(0,T; W~51(Q)). Next, since Vuy, is bounded in L?(0,T; L*(Q)), we can
apply a Lemma 4.4, to obtain the distributional convergence for the macroscopic current of the spray
droplets
nzu, — nu in the sense of distributions. (4.16)

Similarly, we are able to show, as k — oo,

[t s [ 1] 25

for any ¢ € C1(]0,T] x Q x R? x RT) with compact support, independently of the parameters e and .

Then, from Proposition 4.1, and limit results from (4.13), (4.15), (4.16) and (4.17), we are ready to
pass to the limits in the weak formulation of the Navier—Stokes and in the weak formulation of kinetic
equation.

(4.17)
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Indeed, set the weak formulation for any sufficiently smooth, compactly supported functions ¢(t, )
and ¢(t, x,v,71),

t
/pkuk(t)~godx—/mo-gpdm:/ /(uAuk—i—/\Vdivuk)(pdxdt
Q Q 0 Ja

t
+ / / (&?Vuk -V — div(prur @ ug) — sz — 5Vp£ — npug Jrjk) pdzdt,
Q

// //R Ji <8t¢+5 Vw¢+( 1 VgaS) dxde drds
- R3fo¢(0,','7')d$d§d7"+/0/a/Q/RsQ(kadfdxdrdt’,
respectively.

As it was stressed, all bounds and k-convergence limits calculated in this section are independent on
¢ and ¢. Thus, we can pass into the limits as k — oo, ¢ — 0 and § — 0 at the same time.

Thus, all convergence results in this section allow us to recover the weak formulations (2.3)—(2.4) by
passing into the limits as k — oo first, and then proceed to the e — 0 convergence, and last the § — 0
one.

Therefore, passing to the limits in (3.40) with respects to k — oo, ¢ — 0 and § — 0, the control of
energy inequality (2.5) is obtained from the following Lemma.

and

Lemma 4.5. If (p,u) is the weak limit of (px,ur) as k goes to infinity, then

f, G 525 e [ [ iraciras
+u/T/ IVul? dde,\/T/ divul? du e s
</ (20(0) —1) dx—'—// / (1 + [€]%) fo € dr da.

In addition, the same conclusion holds true as the limits e — 0 and 6 — 0.

Proof By the weak convergence and energy convexity, estimates (4.18) follow by passing to the limit from
(3.40) with respect to k — oo.

Finally, since all estimates are uniformly for both £ and §, then the corresponding limiting problem,
as both parameters tend to zero, yield a solution to the problem posed in Theorem 2.1. 0

Thus, we have completed the proof of our main result Theorem 2.1.
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