
1. Introduction
Intraplate, or hot-spot, volcanism is typically interpreted as the result of plate motion over a spatially lo-
calized region of long-lived deep-mantle upwelling (Morgan, 1971). Arguably the most famous example of 
this process is the Hawaiian-Emperor Seamount Chain (e.g., Steinberger et al., 2004). Whether Bermuda 
belongs in this category of an intraplate volcano originating from a deep-mantle plume source remains un-
certain. The island of Bermuda, situated atop a roughly 106 km2 bathymetric swell in the Western Atlantic 
Ocean (Figure 1), lacks an age-progressive seamount chain and present-day active volcanism. Radiometric 
dating of borehole samples from the island and adjacent swell area revealed that the volcanic pedestal 
was formed during the Middle Eocene (ca. 48–45 Ma), and reached subaerial extent in the Late Eocene, 
approximately 40–36 Ma (Vogt & Jung, 2007). The pedestal has remained volcanically dormant since, and 
is now overlain by a fossiliferous carbonate platform. In spite of these facts, which suggest an isolated 
volcanic episode leading to Bermuda's formation, the region is included in some plume-hot-spot catalogs 
(King & Adam, 2014; Sleep, 1990), though it fails to meet others' definitions of a mantle plume (Courtillot 
et al., 2003) due to its lack of a hotspot track and weak evidence for a significant upper mantle low velocity 
anomaly from seismic tomography. Additionally, several studies suggest a link between the igneous activity 
which formed Bermuda and other volcanic events, such as the formation of the Mississippi Embayment 
(Cox & Van Arsdale, 2002; L. Liu et al., 2017) and the reactivation of the New Madrid rift system (Chu 
et al., 2013), though it may not be linked to all the magmatism along its purported track (Mazza et al., 2014).

Recent work in whole mantle seismic tomographic imaging has facilitated the observation and interpre-
tation of several of these deep-mantle plume structures (e.g., French & Romanowicz, 2015), particularly 
in association with the Pacific and African LLSVPs (Lekić et  al.,  2012). The presence of a strong, high 
temperature mantle upwelling should be visible in tomographic images of mantle velocity. To explore this 
hypothesis in the context of Bermuda, we made cross sections through two seismic tomography models 
(Figure 2), the joint P and S velocity model LLNL_G3D_JPS (Simmons et al., 2015) and the radially aniso-
tropic S velocity model SEMUCB_WM1 (French & Romanowicz, 2014). Both models display a low velocity 
anomaly beneath Bermuda relative to the one-dimensional (1-D) average velocity of the profile interrogat-
ed. This anomaly extends as a continuous feature to roughly 1,500 km depth, and then is deflected eastward 
(Figures 2b and 2c) by what appears to be the relict Farallon slab (Sigloch et al., 2008). In addition to a 
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broad low velocity anomaly, both models show a localized low velocity anomaly of varying depth extent 
directly beneath Bermuda. This feature is observed most clearly in the North-South cross section through 
model LLNL_G3D_JPS (Figure 2e, directly beneath the central gray circle), and motivates our investiga-
tion. In model SEMUCB_WM1, this feature is pronounced at depths shallower than 410 km, and is faintly 
continuous through the mantle transition zone where it reaches maximum amplitude near 1,000 km depth 
(Figure 2f).

This paper has two objectives: (1) to assess the validity of the plume-hot-spot hypothesis for Bermuda using 
seismological techniques, specifically, by (2) developing a robust method to do so on a small (single-station) 
and noisy (island) data set. In this paper, we investigate the topography of the 410 and 660 km mantle dis-
continuities beneath Bermuda.

The mantle transition zone plays an important role in determining and revealing the behavior of man-
tle flow, and the topography of the seismic wave-speed discontinuities, at the nominal depths of 410 and 
660 km (hereafter referred to as “the 410” and “the 660”), provides a proxy for the thermal and composi-
tional state beneath a region (e.g., Helffrich & Wood, 2001). The 410 is understood to be controlled by the 
olivine to wadsleyite phase transition, an exothermic reaction at relevant pressure (P) and temperature (T) 
conditions, whose Clapeyron slope, dP/dT, is positive (Bina & Helffrich, 1994). The 660 is more complicated 
(Simmons & Gurrola, 2000; Vacher et al., 1998), due to the negative Clapeyron slope of the endothermic 
ringwoodite to bridgmanite and magnesiowüstite (ferropericlase) phase transition (Ito et al., 1990), and the 
positive Clapeyron slope of the exothermic majorite garnet to perovskite phase transition (Hirose, 2002). A 
“cold” mantle transition zone (e.g., one influenced by subduction) is expected to be thick. A “hot” mantle 
transition zone may have one of two different expressions: if it is a garnet-dominated system one would 
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Figure 1. Bathymetry (Becker et al., 2009) of the study region, showing the location of Global Seismographic Network 
(GSN) station BBSR, and incoming P410s and P660s piercing points from the 226 earthquakes with high enough quality 
to be used in our receiver-function analysis. The bathymetric swell is roughly outlined by the 4 km depth contour. Note 
the absence of a well-defined hotspot track, which would be expected to trend East-West.

70˚W

70˚W

68˚W

68˚W

66˚W

66˚W

64˚W

64˚W

62˚W

62˚W

60˚W

60˚W

28˚N 28˚N

30˚N 30˚N

32˚N 32˚N

34˚N 34˚N

−6 −5 −4 −3 −2 −1 0 1

Elevation (km)

BBSR
410 piercing point
660 piercing point



Journal of Geophysical Research: Solid Earth

expect simultaneous depression of both discontinuities (e.g., Jenkins et al., 2016). Alternatively, the more 
commonly expected situation is that a hot, olivine-dominated system should exhibit a thin transition zone, 
with a depressed 410 and an elevated 660 (Bina & Helffrich, 1994).

In order to characterize the 410 and 660 beneath Bermuda, we calculate radial receiver functions (Am-
mon, 1991; Langston, 1979; Ligorría & Ammon, 1999; Phinney, 1964; Vinnik, 1977) using earthquake data 
recorded on Global Seismographic Network (GSN) station BBSR. Using radial receiver functions calculated 
with the iterative time-domain deconvolution algorithm, Benoit et al. (2013) measured a 215 km thick mantle 
transition zone beneath BBSR. These authors then used the global average transition zone thickness of 242 km 
(Lawrence & Shearer, 2006) in conjunction with phase transition information to calculate the thermal anom-
aly implied by their measurement, arriving at a result of 172–320 K hotter than the reference model. In addi-
tion, their analysis of shear wave splitting revealed an isotropic (null splitting) upper mantle beneath Bermu-
da, which they interpreted as indicative of vertically upwelling mantle flow beneath the island. Another well 
documented study of the transition zone structure beneath Bermuda was performed by Gao and Liu (2014) 
as part of a larger investigation of the transition zone structure beneath the contiguous United States. Unlike 
Benoit et al. (2013), this study used a frequency-domain approach to calculate radial receiver functions for 
both Pds and PPds phases. Despite these differences, their study reaffirmed the results of Benoit et al. (2013), 
reporting a transition-zone thickness some 16 km thinner than the 250 km thickness of IASP91 (Kennett & 
Engdahl, 1991), mainly due to a depression of the 410 km discontinuity down toward ∼440 km. In contrast 
to these two studies, Tauzin et al. (2008), using radial receiver functions calculated with the iterative time-do-
main deconvolution algorithm, found no notable thinning of the mantle transition zone under Bermuda. 
Instead, they reported a normal mantle transition zone thickness, albeit one with both the 410 and 660 deeper 
than the average at the stations they investigated. A key difference in the processing of each of these studies 
is their application of filtering; Benoit et al. (2013) performed no pre-filtering, Gao and Liu (2014) filtered all 
records between 5 and 50 s, and Tauzin et al. (2008) filtered all records between 10 and 25 s.

We build on these studies by including more recent waveform data, introducing a quantitative metric for 
classifying the quality of individual receiver functions, and by exploring the effects of different filtering 
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Figure 2. Cross sections centered on Bermuda through whole mantle tomography (b), (e) VP component of model 
LLNL_G3D_JPS (Simmons et al., 2015) and (c), (f) VS model SEMUCB_WM1 (French & Romanowicz, 2014). Wave 
speed perturbations are shown relative to the one-dimensional (1D) average velocity profile for the region shown in the 
cross section. Note the consistently imaged low seismic velocity anomaly extending through the mantle transition zone, 
but not necessarily through the entire mantle, beneath Bermuda. The anomaly is particularly apparent in the North-
South cross sections (e) and (f).
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parameters on the resulting receiver functions. Our methodology therefore lends itself to providing a repro-
ducible benchmark for future studies.

2. Data and Methods
We use teleseismic earthquake data from station BBSR in the Global Seismographic Network (network code 
IU). Several instruments have been operated at this station since its opening; we use the broadband chan-
nels (BH) with location ID 00. We requested seismograms from events with moment magnitudes Mw > 5.5 
that occurred within an epicentral distance range of 30–90° from the station between August 2002 and No-
vember 2019 resulting in 1866 event records. We removed the appropriate instrument response from each 
seismogram, converting from digital counts to three-component displacement.

We are interested in isolating the conversions, due to impedance contrasts in the upper mantle beneath our 
station, of compressional wave energy into vertically polarized shear-wave energy. The three-component 
displacement record is

T( ) [ ( ) ( ) ( )] ,Z N Et u t u t u tu (1)

where the subscripts Z, N, and E refer to the vertical (up), north, and east components of motion in the local 
Cartesian coordinate system centered on the station. The particle motion of the P wave, and of the vertically 
(SV) and horizontally (SH) polarized shear waves is best expressed in a Cartesian coordinate frame relative 
to the seismic ray. We rotate the station components into the ray plane via the matrix transformation:

( ) cos sin ( )
,

( ) sin cos ( )
R N

T E

u t u t
u t u t

 
 

     
          

 (2)

where uR(t) and uT(t) are now referred to as the radial and tangential displacement components, respective-
ly, and θ is the azimuth at the station: the angle, measured clockwise from north at the station, to the extend-
ed great-circle arc directed from the earthquake epicenter to the recording station. The radial component of 
motion at the station is positive when directed away from the earthquake hypocenter. For the steep angles 
of incidence of teleseismic events, we make the assumption that uZ(t) contains the most important record 
of the P-wave motion and that uR(t) is most indicative of the SV-wave signal.

The final steps in our preprocessing are filtering and windowing (tapering) of the rotated seismograms. We 
analyze our results with no pre-filtering, and compare them to results using zero-phase filtering, utilizing 
a fourth-order, two-pass Butterworth filter with corner frequencies of 0.02 and 1 Hz, or 1–50 s period, re-
spectively. Subsequently, we window the data around the calculated theoretical P arrival time in the IASP91 
velocity model (Kennett & Engdahl, 1991), with the TauP-Toolkit (Crotwell et al., 1999), retaining data 30 s 
prior to and 90 s after this predicted time. We taper the seismograms using a Tukey window with cosine 
fraction 0.25. Examples of the resulting waveforms are shown in Figure 3, ready for use in studying the con-
version of uZ(t) into uR(t) motion, or alternatively, of P into SV energy. For clarity and to aid in reproducing 
our results, we briefly summarize the theoretical basis for the Ligorría and Ammon (1999) analysis method 
that we employ.

2.1. Receiver Functions

Our modeling stipulates that the conversion between compressional (vertical-component) and vertically 
polarized shear (radial-component) motion is a linear time-invariant system (Bendat & Piersol, 2000), char-
acterized by a convolutional (∗) response, fZ→R(t),

( ) ( * )( ) ( ) ( ) .R Z Z R Z Z Ru t u f t u f t d  


 


    (3)

It is this response which we seek to determine and subsequently study as it relates to Earth structure. In the 
spectral domain, after forward Fourier transformation  ,

( ) ( ) ( ), where ( ) and ( ) ,R Z Z R Z R Z Ru u f u u f f           (4)
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and ω is the angular temporal frequency. Thus, in theory, the frequency-domain representation of the re-
ceiver function is recoverable by forming the ratio

( )( ) .
( )

R
Z R

Z

uf
u


 


 (5)

As written, Equation 5 is a solution without a practical method for achieving it (Langston, 1979). Of the 
many algorithms that have been developed to stably obtain an estimate of fZ→R(ω) from noisy, windowed, 
sampled data, we choose the iterative time-domain deconvolution approach of Ligorría and Ammon (1999), 
as detailed in the next section.

2.2. Iterative Time-Domain Deconvolution

Although the theoretical basis for the iterative time-domain deconvolution is in fact in the time-domain, 
algorithmic implementations, to our knowledge, very often rely on frequency domain operations. Here, we 
present a description of the algorithm as it operates in practice. In the following description, it is implied 
that characters with a tilde (e.g., ( )Ru  ) represent the discrete Fourier transform of time domain entities.

Contrary to the idealized scenario described in the previous section, the structural signal that we wish to 
recover from real seismic data is contaminated with noise. Therefore, in the discrete domain of noisily ob-
served data, we model the system as

( ) ( ) ( ) ( ),R Z Z Ru u f n       (6)

a version of Equation 4 contaminated by additive noise, ( )n  , about which we make the minimal assump-
tion that it is uncorrelated and incoherent with the signal, such that:

BURKY ET AL.

10.1029/2020JB020177

5 of 18

Figure 3. (a) Unfiltered radial and predicted radial (uR and uR′) and (c) vertical (uZ) component displacement seismograms recorded in Bermuda for the June 
14, 2005 MW = 6.8 earthquake at 53.9 km depth (C200506141710A). The vertical line shows the predicted P arrival time according to 1D velocity model IASP91. 
(b) Map showing the event with its corresponding Global Centroid-Moment-Tensor (CMT) focal mechanism (Ekström et al., 2012) solution. The red circles 
indicate different epicentral distances from BBSR. (d) Radial receiver function computed for this event using a Gaussian width factor   = 1.0 Hz (see main text). 
The model quality factor, ν, and data misfit, χ, as discussed in the text, are included for reference.

(a) (b)

(c) (d)
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*( ) ( ) ( ) 0,Z Z Ru f n      (7)

where the angular brackets denote ensemble averaging and the star is used for the complex conjugate. 
Hence, from Equations 6 and 7, the system response, the theoretical quantity that we seek to recover, is 
then given by

*

*
( ) ( )( ) .
( ) ( )
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u u
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We reformulate the problem as one in which we wish to find, using a prime to denote an estimate, the Z Rf    
(or, in the time domain, f′Z→R) that, when multiplied (or convolved) with the observed vertical-component 
seismogram, Zu  (or uZ), produces an approximation to the radial component Ru  (or Ru ) that is, sufficiently 
close to the observed Ru  (or uR). The residual is denoted

Δ .R R Ru u u     (9)

Ligorría and Ammon (1999) formulated the time-domain solution iteratively as follows. We denote the iter-
ates with a superscript, ( )j

Ru
 , ( )Δ j

Ru , and ( ) ( )j
Z Rf t
 , and initialize the process at iteration j = 0 using
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Writing Δt for the time interval of the discretized sampling sequence of observations n = 0, …, N − 1, and 
introducing the notation

1
2 2
2

0
Δ [ ( Δ )] ,

N
Z Z

n
u t u n t




 ‖ ‖ (11)

we proceed to determining, for iteration j > 0, the auxiliary quantities

 1 ( 1) * 2
2( ) Δ ( ) ( )/ ,

argmax{ ( )},
max{ ( )},

j
j R Z Z

j j

j j

f t u u u

t f t
F f t

   

 
 

  ‖ ‖

 (12)

which we use to determine the jth receiver-function estimate as a train of Gaussians,

( ) ( 1) 2( ) ( ) 2 ( ; , ),j j
j jZ R Z Rf t f t F g t t    

   (13)

where g(t; tj, σ2) is a Gaussian density function with an expectation tj, as constrained by the data via Equa-
tion 12, and with a variance, σ2, predetermined based upon bandwidth considerations at the onset, and 
held constant throughout the procedure. As defined here, σ is the time-domain version of what we call the 
“Gaussian width factor,” which has as its frequency-domain counterpart,

1 / , the “Gaussian width factor”.  (14)

We recognize fj(t) in Equation 12 as a time-domain equivalent of Equation 8, without the averaging brack-
ets, and replacing the effect of the denominator, via Parseval's theorem, by the mean-squared energy 2

2Zu‖ ‖  
computed in the time-domain as introduced in Equation 11. The expression (13) matches the maximum 
amplitude, Fj, of the intermediate quantity fj(t) at the location of its peak, tj.

The evolving receiver-function estimate ( ) ( )j
Z Rf t
  is applied to the unchanged vertical-component data uZ(t) 

by frequency-domain multiplication to form the evolving radial-component prediction. This prediction is 
then transformed back into the time domain and subtracted from the original data uR(t) to define the up-
dated residual
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 ( ) 1 ( )Δ ( Δ ) ( ) ( ) ( ) ,j j
R R ZZ Ru n t u t f u  

   (15)

which re-enters Equation 12 at each iteration.

As the iterations proceed, we monitor the quality of the fit via the fractional energy of the residual in 15, 
compared to the observed radial-component displacement record, again in the time-domain, as

1
( ) 2

0
1

2

0

[Δ ( Δ )]
.

[ ( Δ )]

N
j

R
n

j N
R

n

u n t

u n t













 (16)

We iterate over Equations 12–15, counting j = 1, …, J, until the change of misfit χj in subsequent iterations 
is smaller than some predefined tolerance,

1Δ .j j j      (17)

We use a value of ɛ = 10−5, and impose the additional constraint that the total number of iterations be lim-
ited to J ≤ 1,000. See Figure 3 for an illustration summarizing the algorithm.

The time-domain receiver-function estimate is ( )J
Z Rf   , or f′Z→R, for short, and its associated data misfit is χJ, 

or simply χ in what follows.

2.3. Automating Receiver Function Quality Control

Now that we have fully documented our method for producing receiver functions, we describe our methods 
for assessing their quality for our primary objective of resolving the discontinuity structure of the mantle 
transition zone beneath our station. Although χ, the fractional residual at the final iteration, quantifies 
the quality of a receiver function f′Z→R in its performance solving Equation 6 for the unknown true fZ→R, it 
provides neither insight nor control on the quality of the seismograms fed into the deconvolution algorithm 
(for this, see also Yang et al., 2016), nor does it factor in any prior notion of what a “good” receiver function 
should resemble. To account for these considerations, we impose three quality control criteria: one on the 
input seismograms, and two on the output receiver functions.

The first measure of quality, imposed on the input seismograms, is the signal-to-noise ratio (SNR) of uZ(t) 
and uR(t). We use the method outlined in Gao and Liu (2014), where the SNR is defined as max /s nA A∣ ∣ ∣ ∣, 
where max |As| is the maximum absolute value of the record over the interval ranging from 8 s before to 12 s 
after the predicted arrival time of P in the IASP91 model, and nA∣ ∣ is the mean absolute value of the record 
between 20 and 10 s before the predicted P arrival time. We only accept input data with SNR ≥ 4.

The second measure of quality, and the first imposed on the receiver functions themselves, is on the data 
misfit χ (Equation 16). We accept receiver functions which yield a final value of χ ≤ 0.2, or equivalently, 
where convolution of the uZ data with the receiver function estimate f′Z→R produces a final fit to the uR data 
that is 80% or greater in terms of energy.

Our third and final measure of quality is a metric designed to quantify the shape or distribution of infor-
mation within the receiver function. Forward modeling experiments that we conducted using 1D refer-
ence model IASP91 with the spectral-element wave-propagation code AxiSEM (Nissen-Meyer et al., 2014) 
showed that a “good” receiver function produced using the Ligorría and Ammon (1999) algorithm described 
in the previous section will display its largest amplitude spike at time zero, corresponding to the incident P 
wave arrival. Subsequent spikes have smaller amplitudes, representing the longitudinal-to-shear Pds phases 
converted at discontinuities at depths d km, and their surface and internal reverberations. Significant de-
partures from this characteristic shape or figure-of-merit can be caused by noisy input records and phases 
interfering in the P wave coda, such as the surface reflection PP at epicentral distances smaller than 35° and 
the core-reflected phase PcP in the epicentral distance range 50°–60°. It is, therefore, reasonable to demand 
that a “good” receiver function show a large Gaussian pulse due to the incident P wave arrival, compared 
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to any other subsequent Gaussian pulses in the receiver-function coda. 
These considerations motivate us to define a quality control metric as

0

0

( )
, [ 1,1],

( )

TP

Z R

T

Z R

f t dt

f t dt
 








  

 ∣ ∣

 (18)

where T is the length of the entire time window under consideration, 
and TP is defined as the smallest of the set of times t whereby the re-
ceiver function or its first derivative vanish, within a restricted window 
of length 3σ after T0, at which the receiver function f′Z→R(t) reaches its 
maximum value due to the incident P wave,

  0 0
( )min : ( ) 0 , : 0 for , 3 ,Z R

P Z R
df tT t f t t t T T

dt



 


             
    

 (19)

where 1     is the temporal Gaussian width factor defined in Equation 14. By this definition we effec-
tively isolate the earliest major pulse in the receiver function. See Figure 4 for an illustration. Large values 
of ν correspond to “good” receiver functions while small values of ν correspond to receiver functions with 
“ringy” P wave codas (Figure 5).

We note that this criterion might be unhelpful in those cases where the presence of a low-velocity layer or 
complex crustal structure causes receiver functions to be very oscillatory (Yu et al., 2015; Zelt & Ellis, 1999). 
In such cases, we suggest that the distribution of ν values may reflect the presence of such structure. At pres-
ent, we believe this metric, as used in this paper, is best suited for studying mantle transition zone structure 
beneath stations installed on bedrock. Further investigation of its characteristics in a variety of geologic en-
vironments will help to develop an understanding of its strengths and limitations in aiding receiver function 
studies of the subsurface. Finally, we emphasize that in addition to effectively filtering “bad” receiver func-
tions from our dataset, our metric ν provides an easily implementable, reproducible, and objective measure 
of receiver function quality which can be incorporated into a data analysis workflow.

We are certainly not the first group to attempt to automate the calculation of receiver functions, and those 
interested in the subject are likely familiar with the existing EarthScope Automated Receiver Survey (EARS) 
product (Crotwell & Owens, 2005), which performs automated analysis of crustal structure using receiver 
functions. The key difference between our method and EARS is that they limit their quality control criterion 
to a SNR consideration and a deconvolution fit consideration. In addition, since they are interested in inves-
tigating the crust they use a higher value of   = 2.5 for their Gaussian width factor. Our method allows for 
a similar automation procedure for mantle transition zone receiver functions, but also improves upon it by 
introducing an additional measure on the quality of individual receiver functions, ν.

2.4. Time-To-Depth Conversion

The final step in our workflow involves the conversion of the obtained receiver functions from the time 
domain into the depth domain. In order to achieve this mapping, we must assume a velocity model which 
allows us to associate times of specific pulses in our receiver functions with Pds conversion depths d, there-
by also correcting for the temporal moveout of the Pds phases due to the spread of event-station distances in 
our data (Gurrola et al., 1994; Kind & Vinnik, 1988). For a 1D Earth model, following Chevrot et al. (1999) 
and others, the conversion is performed using the approximate expression

2 2 2 2 2 2

0
( , ) ( ) ( ) ,

Z

Pds S Pt p z V z p r V z p r dz          
 (20)

where p represents the P wave ray parameter (s/km) of the receiver function being converted, r ∈ [0, 1] is 
the ratio of the discontinuity radius to the Earth radius for a candidate discontinuity at a particular depth Z, 
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Figure 4. Illustration of our quality control metric, ν, on a synthetic 
receiver function made in model IASP91 using AxiSEM. Synthetics were 
calculated for a Mw = 6.0 event, at 20 km depth. The receiver function 
shown corresponds to the recorded displacement 52° away from our 
synthetic event. The metric weights the main P arrival relative to the P 
wave coda. The Gaussian width 1.0   Hz, and the length of the window 
considered, T = 120 s. The light gray shaded area corresponds to the 
numerator in Equation 18.
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and VP(z) and VS(z) are the P and S wave speed profiles as a function of depth, z. The integral in Equation 20 
is computed at Δz = 1 km intervals in depth from 0 to 800 km to map time t to Pds conversion depth Z. We 
work with the 1D velocity model IASP91, so as to provide a more direct comparison of our results to those 
of Gao and Liu (2014). Once these moveout times were calculated, we depth-converted and stacked all of 
our accepted receiver functions in the following manner (K. H. Liu & Gao, 2006),

 
1

1( , ) [ , ] ,
M

m m
Z R Z R Pds

m
f p z f t p z

M


 


  (21)

where ( , )Z Rf p z  is the amplitude of the stack as a function of depth z and ray parameter p, M is the number 
of receiver functions, [ , ]m

Pdst p z  is the moveout time for the mth receiver function as a function of depth, z, 
for the ray parameter p corresponding to the given event, and  [ , ]m m

Z R Pdsf t p z
  is the amplitude of the mth 

receiver function at time [ , ]m
Pdst p z , the moveout time calculated in Equation 20.

In addition to depth converting receiver functions using the 1D velocity model IASP91, we performed 3-D 
depth corrections using the joint P and S velocity model LLNL_G3D_JPS. To do this, we ray traced individ-
ual paths through the model for each of our selected events. Using the P and S velocity profiles calculated 
for each path, we solved Equation 20 to associate times with conversion depths in each receiver function. 
We subsequently stacked these receiver functions using Equation 21.

To estimate standard deviations for our stacked receiver functions, we applied the bootstrap resampling pro-
cedure (Efron & Tibshirani, 1986), where stacks are generated using a random subset of the receiver-func-
tion data. This resampling was carried out 1,000 times.

Finally, to establish confidence in our methodology and to build an intuition for our ability to resolve the 
mantle transition zone discontinuities, we applied our methods to a set of 2 Hz synthetic data. We calculated 
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Figure 5. Summary of data and model quality statistics for the 1,866 events and their corresponding radial receiver functions. Threshold values used in the 
automated quality control selection are shown by the red lines. White denotes the absence of data density in a given bin, whereas black denotes maximum data 
density. Of particular interest are the relations between the vertical component data SNR, convolutional model fit, and receiver function quality parameter, ν 
(panels e, i, and j). Where axis labels are absent it is implied that the plot shares an axis label with the plots below it or the plots to its left.
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synthetics using the web-based Syngine tool (van Driel et al., 2015), using the event depths, locations, and 
CMT solutions of our dataset. The results of this experiment gave us confidence that our method worked, 
and can be found in Figure S1.

3. Results
We are now equipped to begin viewing the mantle transition zone discontinuity structure beneath Bermuda 
through the lens outlined above. Our observations are directly influenced by the choices of parameters we 
use to construct them; therefore, we systematically catalog the behavior of our observations as functions of 
these parameters. First, we compare the performance of our automated quality control metric, ν, to a con-
trol experiment conducted manually. We then explore the influence of interference from the surface reflect-
ed phase PP on our receiver function data. Third, and finally, we investigate the behavior of our results as a 
function of the pre-filtering applied to the seismograms. This analysis elucidates some of the nuances of the 
receiver function method in general, and additionally informs us about the nature of the mantle transition 
zone beneath Bermuda.

3.1. Comparison of Manual and Automated Data Selection

To benchmark our automated quality control metric against a hand-picked receiver function workflow, 
we manually selected high quality receiver functions from our dataset calculated with a Gaussian width 

1.0   Hz. A receiver function was accepted if it had a large, positive polarity first arrival, no monochro-
matic or “ringy” oscillations, and no negative-polarity arrivals of greater magnitude than the first arrival in 
the receiver function. In addition, we only considered receiver functions which resulted in a data fit (1 − χ) 
× 100 ≥ 80%. This process resulted in the selection of 226 receiver functions, which were then depth-con-
verted and stacked according to the procedure outlined in Section 2.4. The resulting stack and accompa-
nying statistics for this data set are shown in Figure 6. We note that this data set has our quality metric ν 
ranging between 0.1 and 0.5. This suggests that this metric may successfully be capturing the features which 
receiver function practitioners typically associate with high-quality receiver functions.

Next, we repeated the receiver function stacking procedure, but this time we automated the quality control 
process by selecting only receiver functions with a fit greater than 80%, a signal-to-noise ratio, SNR ≥ 4, and 
quality metric ν ≥ 0.2. This value of ν was chosen based on finding that all of our synthetic data had ν > 0.3. We 
subsequently adjusted this value down until we arrived at a suitable cut off in terms of the number of receiver 
functions retained. In all, 204 receiver functions met these criteria. The resulting automated stack bears a close 
resemblance to the manual one, aside from slight shifts in the depths corresponding to the maximum peaks in 
the stacks. Additionally, both methods preserve the complex nature of the 660 km discontinuity.

Inspection of the automated and manual stacks reveals a consistent signal associated with the 520 km dis-
continuity (“the 520”) beneath Bermuda. Initially, we found this to be an interesting feature, potentially 
bearing compositional implications. Further probing of the dataset, however, revealed that this feature is 
less significant, being magnified by contamination of receiver functions in the 30°–35° distance range by the 
PP phase. This is shown in Figure 7, where we analyzed our receiver functions as a function of epicentral 
distance to see if arrivals had the correct moveout (Dueker & Sheehan, 1997; Helffrich et al., 2003), and was 
subsequently verified by synthetic experiments. After accounting for this contamination by removing re-
ceiver functions from earthquakes with epicentral distances below 35°, the imprint of the signal associated 
with the 520 km discontinuity diminished (Figure 6f).

To explore the effects of 3D heterogeneity on our result, we performed the same process but chose to depth 
convert our receiver functions using model LLNL_G3D_JPS. The resulting stack, taking into account 3D ef-
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Figure 6. (a)–(c) Quality control statistics. Filled red dots correspond to the data selected by the automatic algorithm, light blue dots correspond to data 
selected by manual inspection, and purple dots correspond to data selected by both methods. (d) Manual, (e) automated, (f) automated after removal of PP, 
and (g) automated after removal of PP with 3D depth correction receiver function stacks. The stacks are made from receiver functions with no pre-filtering, 
computed using a Gaussian width factor   = 1.0 Hz. The bold central line is the bootstrapped mean, and the thin upper and lower lines represent bootstrap 
estimates of two standard deviations about the mean. The dashed vertical lines indicate the locations of relevant maxima with the corresponding depths 
annotated above each plot. Note the general agreement between the automated and manual results.
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fects, the absence of PP, and using a fully automated quality control method, is shown in Figure 6g. We find 
that the 3D depth correction has the effect of shifting the peaks associated with the mantle transition zone 
up to shallower depths, while also slightly decreasing the observed transition zone thickness from 271 to 
262 km. The shifting of arrivals to shallower depths is largely due to a more accurate, thin, crustal structure, 
which shifts all arrivals to earlier times due to traveling a greater distance at higher mantle velocities. Aside 
from these slight shifts, the overall shape of the result is remarkably similar to Figure 6f.

3.2. Frequency Dependence of Results

The filter chosen when preprocessing the seismic data exerts an influence on our final results (see also 
Leahy, 2009). In the stacks presented in Figure 6, no pre-filtering was performed. To explore the effect of 
filtering, we chose to pre-filter the data using a variety of pass-bands before proceeding to calculate receiver 
functions. The filter that we used was a fourth-order, two-pass Butterworth filter with corner frequencies at 
0.02 and 1 Hz. The long-period corner of this filter was decremented in 1 s intervals, from a starting period 
of 50 s down to a final period of 2 s. After filtering, we calculated receiver functions using a Gaussian width 
factor 1.0   Hz, and depth-converted and stacked using 1D model IASP91 following the methodology 
outlined above. Earthquakes with epicentral distances smaller than 35° were discarded from the stacks. 
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Figure 7. (a)–(b) Identical histograms showing the distribution with epicentral distance of the receiver functions that went into the construction of the panels 
below them. (c) Time-domain receiver functions arranged by epicentral distance. Binning is in 5° increments starting at 30°. Shaded gray regions indicate 
theoretical arrival times of PP, PcP, and relevant Pds phases from the mantle transition zone calculated using IASP91 according to Equation 20, for a range of 
earthquake depths between 0 and 653 km. Note the large signal from PP in the 30°–35° bin, with a similar arrival time to P520s. (d) Depth-domain receiver 
functions, moveout-corrected using 1D model IASP91. The 410 appears depressed, with a prominent signal between 50 and 80°, but the resolution of the depth 
of the 660 is poor, as it appears to occur over a broader depth range.
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The results of this experiment are displayed in Figure 8. Relatively high-frequency receiver functions can be 
found on the left-hand side of Figure 8b, and relatively low-frequency receiver functions to the right. Exam-
ples of the filter bandwidths are shown in Figure 8a, with shading corresponding to the receiver functions 
in Figure 8b. For comparison, Figure 8c is a copy of the receiver function previously shown in Figure 6f.

The 410 and 660 are observed across the entire range of frequencies shown. The depths of the discon-
tinuities are consistent with the results shown in Figure  6, giving us additional confidence in their ro-
bustness. A particularly noteworthy feature is the double-peaked nature of the 410, which separates into 
two independent peaks at higher frequencies. Additionally, we observe a strong frequency dependence of 
the shallower signal in the vicinity of the 660. This observation suggests that the deeper peak observed at 
674 km in our 3D depth corrected stacks, which is consistently observed across the range of frequencies we 
tested, corresponds to the 660. The shallower peak at 617 km, despite appearing statistically significant in 
our 3D depth corrected stacks (Figure 6g), appears to be a strongly frequency dependent feature.

Surprisingly, the 520 appears to be consistently imaged when the seismic data are pre-filtered. This result 
was unexpected, seeing as we excluded data from events with epicentral distances smaller than 35° in order 
to avoid interference from the PP phase. The visibility of this feature may be slightly exaggerated in Figure 8 
compared to Figure 6f, where it is not statistically significant at the 2σ level, due to the absence of the un-
certainties associated with the bootstrap resampling. Its relative prominence in the frequency bands chosen 
may also be indicative of the spectral characteristics of the discontinuity—perhaps it is a longer-wavelength, 
broader feature which is best observed at longer periods. This would be consistent with mineralogical un-
derstanding of the 520 as a broader discontinuity than the 410 or 660 (e.g. Tsujino et al., 2019).
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Figure 8. The effect of pre-filtering on receiver function stacks, using (a) a narrowing bandpass filter. (b) Depth-
converted and stacked receiver functions as a function of the long-period corner of the bandpass filter used to pre-filter 
seismograms, alongside (c) the unfiltered, automated stack from Figure 6f for comparison. The short period corner is 
fixed at 1 s. Positive areas are colored gray, with the shading indicating the sense of the narrowing bandpass filter (a) 
depicted above. Note the frequency dependence of the 660 km discontinuity, which weakens at short periods, and the 
splitting of the peaks near 410 km into distinct peaks at short periods. Additionally, the presence of the 520 despite 
removal of records with PP interference is noteworthy, although the prominence of this signal may be exaggerated by 
the absence of bootstrap standard deviations.

(a)

(b) (c)
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To better constrain our observations, we produced slowness stacks, or vespagrams (Cottaar & Deuss, 2016; 
Davies et al., 1971), of our results to determine whether or not they showed arrival times and slownesses 
consistent with the Pds phases of interest. The results of this experiment are included in Figures S2 and S3 
of the supplement. The vespagrams show that the main 410 arrival and deeper 660 arrival appear consistent 
with the predicted arrival times and slownesses of P410s and P660s. The secondary peak after 410 has a 
positive slowness, and is thus not likely related to the 410 km discontinuity. The small peak before 660 ap-
pears broad and poorly focused in the vespagram, and thus remains difficult to classify. Additionally, there 
is a positive slowness arrival which contributes to this peak, which further clouds our ability to assert its 
robustness. We also found that the arrival from the 520 appears to have the correct slowness and arrival time 
of P520s, even after excluding events with epicentral distances smaller than 35°.

In addition to this experiment, we also performed the complimentary experiment of varying the short-peri-
od corner of the filter used from 1 s up to 50 s. The effects of this alternative series of filters were less reveal-
ing, and we found that the 410 remained visible up to periods of 25 s while the 660 was quickly suppressed 
at periods beyond 10 s. This suggests that the 410 may be a broader feature, an observation typically associ-
ated with water in the transition zone (van der Meijde et al., 2003), while the 660 is sharper. The results of 
this experiment can be found in Figure S4.

Lastly, we explored the effect of the Gaussian width factor used in the iterative time-domain deconvolution. 
We progressively incremented the Gaussian width factor used from 0.5 to 1.0 with a step size of 0.05, and 
depth converted and stacked the resulting receiver functions. The 410 and 520 remained observable and 
largely unchanged by this procedure, but the 660 showed some variation. At low Gaussian width factors 
the distinct peaks observed near 660 became indistinguishable, and progressing to higher Gaussian width 
factors caused them to separate out into two distinct peaks. These results are shown in Figure S5.

4. Discussion
Our results suggest a considerably different picture of the mantle transition zone beneath Bermuda than the 
previous work of Benoit et al. (2013) and Gao and Liu (2014). Contrary to the strong depressions of the 410 
observed by those authors, we only observe a modest 2 km depression of the 410–412 km depth, and we con-
sistently observe a prominent signal from the 660 at a depth centered on 674 km, as shown in our 3D depth 
corrected stack (Figure 6g). These measurements are indicative of a slightly thicker than average mantle 
transition zone beneath Bermuda, at 262 km thick. Although this result is not readily compatible with the 
idea of a whole-mantle plume beneath Bermuda, previous work has also suggested poor correlation of 
receiver function imaged thinned transition zones with candidate hotspot locations (Tauzin et al., 2008).

4.1. Estimation of a Thermal Anomaly

Using our depth-converted and stacked receiver functions, we can make an estimate of the transition-zone 
thickness beneath station BBSR to use as a proxy for determining the temperature anomaly from the global 
average. We use the following equation from Helffrich (2000) to calculate this anomaly for our calculated 
transition-zone thicknesses,

0
660 410

,dz dP dPz z T
dP dT dT


              

       
 (22)

where z represents observed transition-zone thickness, and  660/dP dT  and  410/dP dT  are the Clapeyron 
slopes of the ringwoodite to bridgmanite and magnesiowüstite (ferropericlase) phase transition, and the olivine 
to wadsleyite phase transition, respectively. Following Akaogi et al. (2007), we use values of  660/ 2.6dP dT    
MPa/K and  410/ 3.1dP dT   MPa/K in our estimation, and following Benoit et  al.  (2013), a value of 
z0 = 242 km (Lawrence & Shearer, 2006) for our global average transition-zone thickness.
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4.2. Assessment and Interpretation of Discontinuity Structure

If we take the common approach of assuming that we are only observing the ringwoodite to bridgmanite 
and magnesiowüstite phase transition at the base of the transition zone in our dataset, then we choose the 
peak at 674 km to be representative of this transition, as it is the dominant signal across all frequencies. 
Using an observed value of z = 262 km (Figure 6g), results in a temperature anomaly of δT = −137 K for the 
mantle transition zone beneath Bermuda relative to the global average. This result is inconsistent with the 
presence of a hot thermal anomaly at depth beneath Bermuda in an olivine dominated mantle.

Alternatively, a second interpretation, more consistent with the idea of a hot thermal anomaly, can be justi-
fied if we consider garnet. Work by Hirose (2002) revealed that majorite garnet, a potentially major mantle 
constituent mineral, transforms into an aluminum bearing perovskite near 660 km depth. In addition, this 
phase transition is associated with a positive Clapeyron slope, meaning that the transition depth increases 
with increasing temperature.

Unfortunately, we cannot simply adapt Equation 22 to estimate the temperature anomaly taking this gar-
net phase transition into account. If we attempt to replace  660/dP dT  with   ./ majdP dT , the Clapeyron 

slope of the majorite garnet to perovskite phase transition, we find that, due to the large positive value 

of  410/dP dT , whether temperature is positively or negatively correlated with relative thickness depends 
on the chosen value of   ./ majdP dT . The appropriate value to choose for this slope is uncertain (Jenkins 

et al., 2016). We also do not have a good estimate for the appropriate value of z0 for a region where the gar-
net system dominates. Thus we cannot extract a temperature estimate from our observations of transition 
zone thickness. Nonetheless, the presence of a complex 660 and the suggestion of a hot upper mantle from 
tomography lend some credence to this second interpretation.

Previous receiver function studies have observed similarly complex structure on the 660 and have attributed 
it to majorite garnet (Andrews & Deuss, 2008). In addition, investigations using PP (Day & Deuss, 2013; De-
uss et al., 2006) and SS (Houser & Williams, 2010) precursors have revealed the presence of reflections from 
below 660 km consistent with this interpretation. Taking these factors into consideration suggests that we 
may be observing a hot thermal anomaly beneath Bermuda, consistent with previous results and the idea of 
a whole mantle plume penetrating the mantle transition zone beneath Bermuda.

We can quantify the magnitude of such a potential hot anomaly using the tomographic models shown in 
Figure 2. Using observed seismic velocities, we can produce an estimate of the relevant temperature anoma-
ly (Cammarano et al., 2003). From Figure 2, we find a δVP = −0.5% and a δVS = −0.5%, which correspond to 
a roughly +100 K temperature anomaly in the transition zone beneath Bermuda. We note here that damped 
tomographic inversions often underestimate the amplitude of velocity anomalies (e.g., French & Romanow-
icz, 2014), which suggests that this tomography-derived estimate is a lower bound on the real value.

It is also worth commenting on our observation of a discontinuity near 520 km depth. The 520 is discounted 
as a global feature in most seismic reference models, but is thought to arise from the wadsleyite to ringwood-
ite phase transition (Frost, 2008). Previous studies of the mantle transition zone beneath Bermuda failed 
to observe a signal from the 520, but as shown by Figures 6 and 8, it can be observed although it is clearly 
frequency dependent. The presence of signal from the 520 at longer periods is consistent with a previous 
study by Shearer (1990), where long-period PP and SS data were used. Although we are using converted 
rather than reflected seismic phases in our analysis, our results appear to be consistent with theirs in the 
1–50 s period range. Further analysis of receiver function data at these periods will prove interesting, and 
could give greater insight into the global nature of the 520 km discontinuity.

5. Conclusions
We have introduced an automated and objective measure of receiver function quality that is simple to 
implement and tune. Using this measure produces results consistent with those typically sought when 
studying the mantle transition zone with receiver functions. We applied our technique to a geologically 
interesting location, and found results which shed new light onto the complexity of the mantle transition 
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zone beneath Bermuda. The choice of parameters used when conducting a receiver function study can have 
a great deal of influence on the final result and interpretation. Considering only phase transitions in the 
olivine system, our results suggest a thicker than average, 262 km thick mantle transition zone reflecting a 
cold thermal anomaly of −137 K beneath Bermuda. Such a result was unexpected. Alternatively, consider-
ing phase transitions of garnet may lead to another possible interpretation of our observations, suggestive 
instead of a hot (+100 K) thermal anomaly, contingent upon this transition's presence, importance, and 
properties in the mantle transition zone under Bermuda. All of our results are constrained by data from a 
single seismometer located on the island. Future studies of this region would benefit tremendously from 
increased instrumentation of the island and the surrounding seafloor.

Data Availability Statement
Data for this study were provided by the IRIS DMC (doi: 10.7914/SN/IU). The computer code developed for 
this work, rflexa, is available at the archival repository, figshare (doi: 10.6084/m9.figshare.12311870.v1). The 
authors acknowledge the use of the Generic Mapping Tools (GMT) Version 5.4.4 (Wessel et al., 2013) and 
the Seismic Analysis Code (SAC) Version 101.6a (Goldstein & Snoke, 2005).
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