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Abstract: People around the world own digital media devices that mediate and are in close proximity to their daily
behaviours and situational contexts. These devices can be harnessed as sensing technologies to collect information
from sensor and metadata logs that provide fine-grained records of everyday personality expression. In this paper,
we present a conceptual framework and empirical illustration for personality sensing research, which leverages
sensing technologies for personality theory development and assessment. 10 further empirical knowledge about the degree
to which personality-relevant information is revealed via such data, we outline an agenda for three research domains
that focus on the description, explanation, and prediction of personality. To illustrate the value of the personality sensing
research agenda, we present findings from a large smartphone-based sensing study (N = 633) characterizing individual
differences in sensed behavioural patterns (physical activity, social behaviour, and smartphone use) and mapping sensed
behaviours to the Big Five dimensions. For example, the findings show associations between behavioural tendencies and
personality traits and daily behaviours and personality states. We conclude with a discussion of best practices and provide
our outlook on how personality sensing will transform our understanding of personality and the way we conduct assess-

ment in the years to come. © 2020 European Association of Personality Psychology
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INTRODUCTION

Around 300 BC, Theophrastus published his great work,
Characters, in which he described 30 types of Athenian peo-
ple (e.g. the chatty man and the gossip); he illustrated his
character portraits with detailed descriptions of how these dif-
ferent types of people typically behaved. Theophrastus’ work
rested on two key points that remain relevant to personality
science today. First, taxonomic classification can be used to
summarize patterns in people’s characteristic behaviours via
personality types and traits. Second, these types and traits
have implications for a wide range of important outcomes.
In the two millennia since Theophrastus wrote his book,
the technology for gathering behavioural information has
essentially remained unchanged. Researchers still generally
rely on explicit reports by the self and observers to record what
people do (Baumeister, Vohs, & Funder, 2007; Funder, 2009).
But these methods are subject to a wide range of limitations
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(e.g. response biases and memory limitations; Paulhus &
Vazire, 2007) that potentially undermine their validity and
the viability of their widespread use for understanding person-
ality expression in daily life. However, over the past decade,
advances in mobile sensing, along with the large-scale adop-
tion of sensing technologies (e.g. smartphones, wearables,
and home appliances), have paved the way to realize the vi-
sion first set out by Theophrastus 2000 years ago by
providing detailed descriptions of how people behave.

Sensing technologies have made it possible to use digital
media devices to collect data about people’s thoughts, feel-
ings, and behaviours in an ecologically sensitive manner,
longitudinally, across situational contexts, and at scale
(Campbell et al., 2008; Eagle & Pentland, 2003; Harari
etal., 2016; Lane, Miluzzo, Lu, Peebles, & Choudhury, 2010;
Lathia et al., 2013; Miller, 2012; Wrzus & Mehl, 2015). So
here, we propose an agenda for personality sensing research,
which aims to leverage sensing technologies for personality
theory development and assessment. We believe that person-
ality sensing research should have at least two main goals: (i)
To address basic theoretical questions about the structure and
dynamics of personality expression as it plays out in every-
day life; and (ii) to develop automated personality and life
outcome assessment techniques by creating models derived
from sensing data about everyday behaviour and situational
contexts.
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By combining theoretical and methodological approaches
from the fields of psychology and computer science, personal-
ity sensing is poised to advance the field’s understanding of the
behavioural and contextual aspects of personality. Doing so re-
quires an intensive ‘big data’ approach to collecting
personality-relevant information that offers a high-fidelity pic-
ture of personality expression in everyday life. To meet the
goals of personality sensing research, the data must be
broad-based (many kinds of behavioural data), fine-grained
(many behavioural observations across contexts), longitudinal
(many days, weeks, or even years of behavioural data), and rep-
resentative (behavioural data from many participants across di-
verse samples). Such an approach to understanding and
assessing personality will provide psychologists with the tools
necessary to address long-standing questions about the behav-
ioural patterns of day-to-day life that predict consequential life
outcomes (Ozer & Benet-Martinez, 2005; Roberts, Kuncel,
Shiner, Caspi, & Goldberg, 2007; Soto, 2019).

In this paper, we first define personality sensing research
and distinguish the different sensing technologies and data
sources (i.e. mobile sensors and metadata) that reveal
personality-relevant information. We provide a brief
summary of sensing research relevant to personality,
focusing on information about behavioural, person, and
contextual factors. Next, we outline a research agenda for guid-
ing future personality sensing research that focuses on three
empirical research domains—description, explanation, and
prediction. To illustrate the value of our proposed agenda, we
present exploratory findings from our own smartphone-based
personality sensing study as an empirical example that maps
sensed behaviours of young adults onto the Big Five personal-
ity dimensions. In particular, we examine three behavioural do-
mains (physical activity, social interactions, and mobile phone
use) to describe and explain individual differences in behav-
ioural tendencies and dynamics. Finally, we conclude with
our outlook on some of the core theoretical, methodological,
and ethical considerations for personality sensing research.

PERSONALITY SENSING: DEFINITION, SCOPE,
AND MEASUREMENT

Personality sensing can be described as the collection and
modelling of sensing data for the understanding and

assessment of personality expression in daily life. Sensing
data can be collected from ubiquitous computing devices
such as smartphones, wearable devices, smart home appli-
ances, and smart cars, which can have sensing software
installed on them to permit the collection of mobile sensor
data and metadata logs. These sources of ‘raw’ sensing data
(i.e. unprocessed device data) can then be processed and
aggregated to obtain personality-relevant information about
a person’s thoughts and feelings, behaviours, and situational
contexts (Funder, 2001, 2006).

Figure 1 presents a schematic overviewing the different
levels of aggregation and types of personality-relevant
information that can be obtained from sensing data. Sensing
data generally involves the collection of raw sensor data (e.g.
latitude and longitude coordinate data from global position-
ing system [GPS] sensors) and/or metadata logs (e.g.
time-stamped call logs) that need to be pre-processed to
obtain specific behavioural and situational ‘features’ or
variables (e.g. number of incoming and outgoing calls
derived from call logs or places visited derived from GPS
data). These features are sensor-based indicators of broader
behavioural domains that can provide personality-relevant
information about a person’s characteristic patterns (e.g.
stable tendencies and dynamic patterns). For example,
number of calls and places visited are narrow indicators of
the broader domains of social behaviour and situational cues,
which capture a person’s tendency to socially interact with
others and spend time in different physical environments.

Typically, sensing features tend to represent objective
indicators of behaviours and situational contexts. However,
such objective behavioural and situational indicators often
do not reflect psychologically active information about how
people are perceiving the world around them (e.g. their moti-
vations for engaging in a behaviour or being in a situational
context). To obtain sensed information that is psychologically
richer in reflecting people’s subjective psychological experi-
ences, language data must be collected from people’s voices
(via the microphone) or the words they type into the phone
(via text message content, keystroke logging, or screenshots
of smartphone screen content; see section on Person Factors
for more information). Such sources of sensing data can also
be used to obtain features that characterize behaviours and
situations in more depth (e.g. the content or topic of
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FIGURE 1.
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Schematic overview of personality-relevant information from sensing data.
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conversations and types of interaction partners), going beyond
estimates of degree (e.g. frequency and/or duration) to capture
more qualitative information about the observations being
made. Alternatively, self-report methods (e.g. experience
sampling and daily diaries) can be used as a complementary
method to obtain information about subjective experiences
by asking people to report on them directly.

Of the various sensing technologies, smartphones in
particular stand out as being one of the most promising
sources of personality-relevant information (Harari, Miiller,
Aung, & Rentfrow, 2017; Harari, Miiller, & Gosling, 2018).
Therefore, we draw heavily on smartphones in our descrip-
tion of the personality sensing agenda and in our empirical
illustration on the types of personality-relevant information
that can be obtained from sensors. But in principle, many
of the research opportunities and illustrations presented
here could also be pursued with other sensing technologies
(e.g. wearables, smart home devices, and smart cars) because
these devices all share common data sources via their sensors
and metadata logs (e.g. accelerometers, microphones, and
device usage logs). In the coming years, we anticipate
personality sensing with smartphones and other devices will
become part of the standard research toolkit in moving
towards a truly behavioural personality science (Buss &
Craik, 1983; Furr, 2009).

PERSONALITY-RELEVANT INFORMATION FROM
SENSING DATA

The personality triad framework dictates that to understand
personality expression, we must account for three sources
of personality-relevant information (Funder, 2006):
behavioural factors, person factors, and situational factors.
Behavioural factors refer to objectively observable
behavioural acts (i.e. what people do). Person factors refer
to people’s characteristic individual differences and subjec-
tive experiences (i.e. what people think and feel). Situational
factors refer to contextual information that may be influenc-
ing momentary personality expression (i.e. what environ-
ments people are in). Thus, we define personality sensing
as the use of sensing technologies for understanding and
assessing behaviours, persons, and situations in daily life.
In line with this personality triad approach, we distinguish
three different types of personality-relevant information that
can be captured from sensing data.

Behavioural factors: Objective assessment of everyday
behaviours

Behaviour can be operationalized as ‘verbal utterances (ex-
cluding verbal reports in psychological assessment contexts)
or movements that are potentially available to careful
observers using normal sensory processes’ (Furr, 2009; p.
372). By this definition, there are many different types of
behaviour that psychologists may find interesting to
understand and assess. In the context of personality sensing
research, the assessment of behaviours that reflect a person’s
lifestyle is the most common, and direct, way of using
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sensing data. This approach to behavioural assessment uses
the sensing technology as an observational tool that mediates
or is in close proximity to many kinds of everyday behav-
iours that can be measured via mobile sensors and metadata
logs (for reviews of sensing data in smartphones, see Lane
et al., 2010; Harari et al., 2016). Three broad domains of
behavioural information that can be directly collected or
indirectly inferred from smartphone sensing data include (i)
movement behaviours (e.g. physical activity and mobility
patterns), (ii) social interactions (e.g. in-person and mediated
communications), and (iii) daily life activities (e.g. mediated
and non-mediated activities; Harari et al., 2017). For
example, the accelerometer, microphone, and light sensor
can be used to collect data about peoples’ activity levels
(e.g. walking and running; Miluzzo, Papandrea, Lane, Lu,
& Campbell, 2010) surrounding acoustic environment (e.g.
listening to music and having a conversation; Lu, Pan, Lane,
& Choudhury, 2009), and sleeping patterns (e.g. duration and
sleep and wake-up times; Chen et al., 2013). The phone logs
can be used to collect data about peoples’ social interactions
(e.g. social media app use and incoming and outgoing
calls and text messages; Chittaranjan, Blom, & Gatica-
Perez, 2013; Harari et al., 2020) and general application use
(e.g. gaming apps and photography apps; Schoedel et al.,
2019; Stachl et al., 2017).

Some of the current limitations of sensing for behavioural
assessment stem from the trade-off between capturing the
maximum amount of information that can be sensed and
adopting more privacy-preserving aggregation strategies
(for a discussion, see Beierle et al., 2018). For example, to
understand and assess social behaviour one might collect
raw audio data from the microphone sensor (containing
the content of conversations; e.g. Mehl, 2017) or collect
on-device classifications of whether a person is around
voices or engaged in conversation (Choudhury & Basu, 2005;
Schmid Mast, Gatica-Perez, Frauendorfer, Nguyen, &
Choudhury, 2015). Such privacy-preserving approaches tend
to rely on classifier models (which need to be well-validated
and updated over time) and/or rely on some form of
pre-processing on the device to aggregate and collect
frequency and duration estimates of behaviour that are
reminiscent of theoretical perspectives like the Act
Frequency approach (and may suffer from similar
limitations; Block, 1989; Buss & Craik, 1983).

Person factors: Capturing individual differences in
thoughts and feelings

A person’s thoughts and feelings can be assessed using
sensing technologies via two mechanisms: (i) collecting
passively sensed inferences from mobile sensors and meta-
data and/or (ii) collecting traditional subjective self-reports
provided by participants via the sensing device. The passive
sensing approach involves collecting and processing sensing
data that can be used to make inferences about an individ-
ual’s cognitive and affective states via sensors and metadata
logs as well as the words a person uses, which are thought to
reflect personality-relevant information about people’s
thoughts and feelings (Boyd & Pennebaker, 2017). For
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example, language information can be directly collected via
voice data from microphones (Mehl, 2017), keystrokes
logged by custom keyboards (Buschek, Bisinger, &
Alt, 2018), or extracted from screenshots of smartphone con-
tent (Ram et al., 2020; Reeves et al., 2019). Early studies
sought to show that passive sensing is a promising approach
to assessing cognitive and affective states from sensors and
metadata logs by modelling stress from vocal features in mi-
crophone data (Lu et al., 2012), alertness and attention from
phone usage features and app-use logs, respectively (Abdul-
lah et al., 2016; Murnane et al., 2016), and mood from phone
usage features (Likamwa, Liu, Lane, & Zhong, 2011). How-
ever, many of the early studies were conducted with small
samples (N < 50), so more research is needed (e.g. to repli-
cate past study findings with larger samples, validate predic-
tion models developed) before passive assessment of
thoughts and feelings from sensing data is considered a reli-
able and valid approach.

In contrast, the self-report approach involves querying
people about their subjective thoughts and feelings (e.g. by
sending them notifications to respond to experience sampling
surveys). This approach uses the sensing device as an ambu-
latory assessment tool for delivering survey questions,
allowing individuals to provide self-reports of their psycho-
logical states that can be used to complement and enrich
the passively sensed data with information about people’s
subjective experiences (e.g. to understand the relationships
between happiness and physical activity and mood and phys-
ical context; Lathia, Sandstrom, Mascolo, & Rentfrow, 2017,
Muller, Peters, Matz, Wang, & Harari, in press; Sandstrom,
Lathia, Mascolo, & Rentfrow, 2017).

Situational factors: Inferring contextual information

Sensing technologies permit recording of information about
a person’s social context and physical environment (Abowd
& Dey, 1999). In particular, situational cues can be assessed
using sensing data to obtain objective contextual information
(e.g. the who, where, and when of a situation; Rauthmann,
Sherman, & Funder, 2015). However, the assessment of con-
textual information that reflects the psychological construal
of a given situation currently requires the use of traditional
self-reporting methods as a complementary approach to pas-
sive sensing to obtain people’s subjective perceptions of the
situation (e.g. Miiller et al., 2017; Vaizman, Ellis, &
Lanckriet, 2017; ).

The passive sensing approach to situational assessment
relies on both direct observation and inferred contextual in-
formation. For example, GPS data directly reveals the geo-
graphical location of an individual via the longitude and
latitude coordinates. When processed, GPS coordinates also
reveal more semantic place labels (e.g. that a person is in a
residence, store, or cafe). Moreover, combinations of various
sensing data sources can reveal more nuanced situational in-
formation (e.g. combining GPS data with microphone data to
infer that a person is likely at home and alone; see Harari
et al., 2018 for an overview of smartphone sensing for situa-
tional assessment). Finally, sensing data can be combined
with other external data sources, such as publicly available

© 2020 European Association of Personality Psychology

regional data (e.g. crime statistics and census data), to further
enrich the contextual information available (e.g. obtaining in-
dexes of safety and population characteristics). For example,
GPS data can be enriched with elevation data via the Google
application programming interface to get a sense of the topo-
graphic features of the environment (Stachl et al., 2019).
Taken together, studies that adopt the sensing approach to
assessing situational factors have shown that sensing tech-
nologies are a promising approach to automating the collec-
tion of contextual information in daily life.

AN AGENDA FOR PERSONALITY SENSING
RESEARCH

Having introduced a conceptual framework of
personality-relevant information from sensing data, we now
outline three domains of personality sensing research (see
Figure 2). For conceptual clarity, we describe these domains
in the following sequence: description, explanation, and pre-
diction (e.g. Shmueli, 2011; Yarkoni & Westfall, 2017); how-
ever, we do not suggest that these domains must follow each
other in a given sequence. In fact, one of the unique features
of personality sensing approaches is that one might be inter-
ested in making predictions (e.g. of an important
personality-relevant outcome like occupational satisfaction),
without necessarily needing to describe or explain the types
of personality-relevant sensing information that lead to the
prediction.

Describing personality expression

Sensing technologies are well suited for the description of
real-world personality expression in daily life, continuously,
and with fine granularity. Over the past two decades,
researchers have called for a better descriptive understanding
of psychological phenomena, including everyday thoughts
and feelings (Boyd & Pennebaker, 2017; Fast &
Funder, 2008), behaviours (Baumeister et al., 2007;
Funder, 2006; Rozin, 2001; Zeigler-Hill, Shackelford, Nave,
Feeney, & Furr, 2018), and situations (Rauthmann
et al., 2015; Rauthmann & Sherman, 2018). One particularly
promising approach for personality sensing research describ-
ing real-world personality expressions is to identify new
traits and types derived from sensing data that reflect peo-
ple’s everyday behavioural and contextual patterns. Such
an approach would provide a descriptive understanding of in-
dividual differences in behavioural and contextual patterns
that may reliably distinguish individuals from one another
and predict consequential life outcomes (e.g. in the domains
of health, work, and relationships). Of course, this approach
would yield only the traits and types related to the kinds of
behaviours and situational contexts that can be sensed from
these technologies. So, if one’s ultimate goal is to inform per-
sonality theory (vs. maximize the predictive ability of models
designed to assess personality or life outcomes), some care
must be taken in deriving theoretically meaningful and
human-interpretable features for use in the analyses. For ex-
ample, researchers might consider whether the features
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FIGURE 2. Examples of research questions and analyses for three empirical domains of personality sensing research.

reflect or can be explained by tendencies in how people tend
to think, feel, and behave in the world.

To understand how behaviours and contexts are
expressed in daily life, large-scale longitudinal studies that
collect sensing data are needed. Such studies will permit re-
searchers to examine the stability and change associated with
everyday behaviours and contexts, such as movement behav-
iours (e.g. physical activity and mobility; Harari, Miiller,
Mishra, et al., 2017; Muller et al., in press), social behaviours
(e.g. conversations, calling, texting, and app use; Harari
et al., 2020; Montag et al., 2015; Stachl et al., 2017), every-
day activities (e.g. sleeping and using one’s phone; Schoedel
et al., 2020 this issue), and situations (e.g. places visited and
ambience; Santani et al., 2016). For example, past work on
sociability tendencies of young adults described rates of con-
versation, calling, texting, and mobile app use and showed
that such behaviours have high degrees of between-person
variability and consistency from day to day (Harari
et al., 2020). A descriptive understanding of persons, behav-
iours, and situations as they occur in the natural stream of
daily life provides a foundation for developing theoretical
models that explain the underlying processes driving person-
ality expression.

Explaining personality tendencies and dynamics

One can explain personality expression in daily life using
structural or dynamic approaches to characterizing individual
differences. The structural approach focuses on examining
patterns of stability or dispositional tendencies in behaviour
and context patterns (Buss & Craik, 1980). In this approach,
mobile sensing data can be aggregated from the lower level
time units to obtain summary estimates at the
between-person level. The dispositional tendencies can then
be explained using observational data and/or self-report data
representing person factors (e.g. demographics and trait rat-
ings), behavioural factors (e.g. other co-occurring behav-
iours), and/or contextual factors (e.g. situational cues).
Such an approach could also be used to assess the validity
of existing personality models (e.g. the Big Five traits and
Dark Triad traits) by examining the relationships between
personality self-report data and personality sensing data.

© 2020 European Association of Personality Psychology

The structural approach would serve two primary func-
tions in personality sensing research. First, research examin-
ing the construct validity of existing personality models
could characterize the strength of the associations between
self-report measures and sensed assessments across different
levels of aggregation (e.g. at the hourly, daily, weekly, or
monthly level). Such analyses would help determine the time
points at which the relationship between self-reported traits
and sensed tendencies stabilize. Second, the structural ap-
proach could yield findings that shed light on the more spe-
cific behavioural and situational tendencies that are
associated with existing personality models. For example,
such analyses of the Big Five trait ratings could determine
whether self-reported Extraversion and Conscientiousness
(two traits found to be associated with self-reported engage-
ment in physical activity; Rhodes & Smith, 2006) are associ-
ated with engagement in naturally observed physical activity
tendencies in daily life (e.g. rates of walking, running, and
biking). For example, past research in this domain that has
focused on dispositional tendencies has shown the Big Five
traits map onto mobility behaviours (e.g. distance travelled
and places visited; Ai, Liu, & Zhao, 2019), sociability behav-
iours (e.g. conversation, calling, texting, and social media
app use; Harari et al., 2020), and more general mobile phone
app use behaviours (e.g. communication, gaming, and trans-
portation; Stachl et al., 2017).

In contrast, the dynamic approach focuses on understand-
ing patterns of change or variability in the behaviour and
context patterns. In addition to reflecting mean levels of be-
haviour, personality is theoretically also expressed in terms
of characteristic dynamic patterns of behaviour such as tra-
jectories of behaviour over time or patterns of
within-person variability (Fleeson, 2001; Moskowitz &
Zuroff, 2004). However, existing methods of personality
measurement, which are administered on single or repeated
occasions and require participant input, or which refer to
general patterns of behaviour, cannot capture such dynamic
characteristics over long periods of time and at scale. Person-
ality sensing, with its high-fidelity design, is ideally suited to
capturing such dynamic patterns. Sensing data can be
analysed at the within-person level to describe
within-person variability, examine patterns over time and
across situations, and identify within-person structural
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dimensions (Harari, Stachl, Muller, & Gosling, in press). For
example, past research in this domain has shown that
within-person variability in sensed behavioural patterns are
associated with the Big Five traits (Wang, Harari, et al.,
2018).

Predicting personality and consequential life outcomes

Beyond  the  description and  explanation  of
personality-relevant information from sensing data, a third
empirical domain of personality sensing research is focused
on the prediction of personality and other consequential life
outcomes. In this domain, machine learning techniques can
be used on sensing data to (i) predict a person’s personality
using scores derived from traditional self-report measures at
the trait and/or state level as the ground truth criterion, (ii)
predict a person’s personality using entirely new dimensions
and/or typologies derived from patterns of stability and vari-
ability captured in sensor-based observations as the ground
truth criterion, and (iii) predict other life outcomes that are
theoretically linked to personality using sensing data (e.g.
in the domains of well-being and performance; Ozer &
Benet-Martinez, 2005).

Personality prediction research presents two core oppor-
tunities for informing personality assessment and theory de-
velopment. First, predictive modelling could be approached
in a top-down fashion to help develop automated assessment
techniques for the prediction of individual personality scores
and life outcomes from sensed data. Second, prediction
modelling could be approached in a bottom-up fashion to
help map out previously unknown links between sensing
data and personality dimensions via the application of inter-
pretable machine learning methods (for further discussion,
see Bleidorn & Hopwood, 2019; Stachl et al., 2020). For ex-
ample, the analyses of prediction models could provide in-
sight into the everyday behavioural and situational patterns
that represent manifestations of personality constructs.

It remains to be seen whether personality and life out-
come prediction will provide reliable and psychometrically
valid assessments that could eventually replace traditional
self-report measures. Given that self-reports tap into people’s
self-views and their subjective perceptions of their behav-
ioural patterns over time, it is quite possible that sensing ap-
proaches will instead provide complementary or entirely new
sources of personality information. For example, personality
prediction research could focus on predicting Extraversion
using a variety of potential validation criteria, including
self-report scores (e.g. from a Big Five survey), sensed extra-
verted behaviours (e.g. making calls and communicating via
social media and messaging apps), or a combination of the
two sources of personality information (e.g. a composite
score derived from both self-report and sensing data).

To date, a first wave of personality and life outcome pre-
diction studies, primarily within the field of computer sci-
ence, have used sensing data to predict self-reported
individual personality scores (primarily focusing on the Big
Five traits and states; Chittaranjan et al., 2013; Kalimeri,
Lepri, & Pianesi, 2013; Monsted, Mollgaard, &
Mathiesen, 2018; De Montjoye, Quoidbach, & Robic, 2013;
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Stachl et al.,, 2019; Teso, Staiano, Lepri, Passerini, &
Pianesi, 2013; Wang, Harari, et al., 2018) and life outcomes
(primarily focusing on the domains of well-being and perfor-
mance; Mohr, Zhang, & Schueller, 2017; Wang, Harari, Hao,
Zhou, & Campbell, 2015; Wang, Wang, et al., 2018). For the
most part, these studies report successful predictions with
varying degrees of accuracy for the various traits, states,
and life outcomes. However, what remains unclear is the
extent to which the findings from past studies are reliable
and generalizable because many have been conducted with
small to moderate sample sizes (for notable exceptions in
the personality prediction domain, see Monsted et al., 2018;
Stachl et al., 2020). Moreover, methodological limitations
hinder our current understanding of the extent to which
personality and life outcomes can be predicted. For example,
the sensed data used to make predictions in any given study
often focuses on a narrow range of behaviour (e.g. social
interactions or mobility patterns), in part due to the sampling
capabilities of the sensing software being used. As a result,
the types of sensing data used to make predictions in
individual studies often do not overlap across studies,
hindering the ability to make cross-study comparisons about
the predictors of the outcomes of interest.

In machine learning, the aggregated out-of sample pre-
diction performance of statistical models can be evaluated
as an estimator for (i) how well personality-relevant informa-
tion is encoded in sensing data in general and (ii) how well
the prediction models would generalize to other samples to
replicate the results. Analytic and methodological issues in
the first wave of personality and life outcome prediction re-
search call for further and more extensive prediction attempts
to replicate and extend previously reported findings. For ex-
ample, it seems that early personality prediction studies
likely reported inflated predictive performances due to small
to moderate sample sizes and performance overestimation
due to model overfitting when specifying machine learning
models (see Monsted et al., 2018 for a detailed discussion
of this issue). Therefore, additional studies are needed that
focus on the prediction of personality scores from larger sam-
ples of sensing data and that correctly evaluate the perfor-
mance of machine learning models (e.g. Monsted
et al., 2018; Stachl et al., 2019). Furthermore, there is a gen-
eral lack of standardization with regard to best practices
when reporting methodological and analytic decisions and a
lack of consensus about best approaches for integrating open
science practices in sensing research (e.g. providing access to
data and/or code needed to reproduce or evaluate findings re-
ported). Many of these current limitations stem from practi-
cal considerations surrounding approaches to machine
learning for personality prediction and assessment. These
practical considerations are covered in depth elsewhere in
this special issue, so here, we do not delve into further dis-
cussion of these topics. We point interested readers to the
Stachl et al. (2020) article in this special issue, which goes
into further detail about machine learning techniques for per-
sonality prediction.

In sum, all three domains of personality sensing research
will provide relevant information about what sensing tech-
nologies reveal about personality and how they may be used
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to better understand and assess personality expression as it
occurs in daily life. Intuitively, we could assume that any
digital technology that provides the possibility of recording
information about peoples’ thoughts and feelings, behav-
iours, and surrounding context could be used to describe, ex-
plain, and predict their personality. However, more
systematic and comprehensive studies are needed to build a
solid body of knowledge about personality sensing in terms
of its potential for furthering scientific research, its viability
for use in applied settings, and its broader implications for in-
dividuals and society. In the following section, we provide an
empirical illustration for two of the three domains of person-
ality sensing research that we have outlined. Specifically, we
show how smartphone sensing data can be used to describe
and explain personality expression by mapping the relation-
ships between the Big Five traits and everyday behaviours,
focusing on physical activity, social behaviour, and mobile
phone use.

EMPIRICAL ILLUSTRATION OF PERSONALITY
SENSING RESEARCH USING SMARTPHONES

What do smartphones reveal about personality?

What exactly do smartphones reveal about people’s person-
alities? To what extent do they capture patterns of stability
and variability in people’s everyday thoughts, feelings, be-
haviours, and situational contexts? What can they teach us
about the extent to which people differ from one another
and from themselves over time?

Smartphones have become companions to billions of
people around the world. According to the Pew Research
Center, rates of smartphone ownership have skyrocketed in
countries with advanced and emerging economies (Taylor
& Silver,2019). For example, in advanced economies, the
median percentage of adults who own a smartphone is esti-
mated to be 76%, with some countries nearing full saturation
(e.g. 95% of the population in South Korea and 88% in Israel
own a smartphone). In emerging economies, the median per-
centage is 45%, with some countries estimated to have only a
quarter of the population owning smartphones (e.g. India’s
percentage is estimated at 24%). Despite their increased
adoption rates, there are disparities in ownership rates such
that people who are older, lower in socioeconomic status,
and from rural areas are less likely to own a smartphone (Per-
rin, 2019; Taylor & Silver, 2019). Such adoption rates hold
great promise for allowing researchers to move beyond
WEIRD (i.e. western, educated, industrialized, rich, and
democratic) samples when recruiting participants for their
studies (Henrich, Heine, & Norenzayan, 2010), but the cur-
rent disparities in ownership suggest that biases in sampling
may still result in primarily WEIRD samples in the short
term. However, as smartphones become more affordable,
their adoption rates are likely to further increase in countries
around the world.

The pervasive use of smartphones is consequential be-
cause smartphones accompany people as they go about their
day-to-day lives. The ubiquity of the smartphone seems to be
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driven by the many and varied functionalities they provide to
their owners—they facilitate connection, navigation, infor-
mation, and entertainment. Moreover, as part of their stan-
dard functioning, smartphones can be harnessed to collect
immense amounts of personality-relevant information about
the individuals who use them.

Smartphones are equipped with a large variety of mobile
sensors and metadata logs that continuously sample analogue
behavioural and environmental signals in order to enhance
the device’s functionality. As such, people’s everyday behav-
ioural and contextual information are purposely, and in some
cases inadvertently, captured in these data streams. For ex-
ample, text and microphone data collected from smartphones
can reveal the language we use in our everyday communica-
tion. Accelerometers and phone usage log data can reveal be-
havioural information about our activities in both physical
and digital environments. Ambient light sensors and GPS
data can reveal situational information about our surrounding
environmental contexts. Moreover, smartphones have several
technical features that make them uniquely suited to address-
ing the limitations of previous approaches to capturing the
behaviours and contexts that characterize personality: (i)
smartphones already contain many embedded mobile sensors
(e.g. accelerometers, microphones, and GPS) and maintain
operating system logs that generate metadata (e.g. records
of calls, texts, and applications used); (ii) smartphones can
be fitted with additional sensing peripherals that collect such
parameters as heart rate, temperature, and humidity levels of
the surrounding environment; and (iii) smartphones can be
used to deliver experience sampling surveys via app notifica-
tions, text messages,or emails that probe participants to re-
port on specific information in situ (e.g. providing
momentary ratings of psychological experiences and situa-
tional characteristics).

Despite the ubiquity of smartphones in society and their
sophisticated technical features, there has been relatively lit-
tle empirical research on their potential capabilities for fur-
thering personality theory and assessment. To date, much
of the existing research originates from the field of computer
science, with few studies conducted by personality psychol-
ogists or other social scientists. This scarcity of research is
unfortunate because smartphones provide an immense op-
portunity to add to our understanding of real-world personal-
ity expression. The promise of smartphone research for
personality psychology is driven by two main opportunities:
(1) the potential for data-driven insights to inform existing
theories and generate new theoretical approaches and (ii)
the ability to scale the assessment of personality by develop-
ing unobtrusive and passive measures of personality and re-
lated constructs. Moreover, how such assessment
technologies come to be used by various stakeholders (e.g.
researchers, industry companies, and government organiza-
tions) has broad implications for individuals and society. In
sum, although many people around the world carry
smartphones with them each day, empirical knowledge about
the general degree to which personality is revealed in behav-
ioural data collected by smartphones is still limited.

To illustrate the opportunities of smartphone sensing for
the understanding of personality, here, we describe and
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explain three broad behavioural domains and their relation-
ships with self-reported Big Five personality dimensions.
Specifically, we present findings from an exploratory person-
ality sensing study using smartphones to examine (i) descrip-
tive properties that characterize daily behavioural patterns
(e.g. average behavioural tendencies and relationships
among behavioural patterns at the between-person and
within-person levels), (ii) dispositional behavioural tenden-
cies (e.g. stability of behaviour over time, between-person
variability, and the extent to which Big Five traits are associ-
ated with behavioural tendencies), and (iii) dynamic patterns
of change in these behaviours (e.g. within-person variability
and relationships between daily behaviour and self-reported
Big Five states). Our findings illustrate how each of these ap-
proaches can inform our understanding of personality ex-
pression in daily life.

Methodological approach

Description of the dataset
Participants were students of a university in the United States
who were enrolled in an online introductory psychology
course. The data were collected as part of a 2-week self-
tracking assignment, in which participants could self-track
their psychological experiences (via experience sampling
surveys) and behaviours (via smartphone data; for a total of
14 possible days of data collection). Participants could
choose to use e-mail (via questions presented using Qualtrics
software) or a smartphone sensing application (called
CampusLife, which is based on the StudentLife sensing soft-
ware; Wang et al., 2014) as the self-tracking tool for the class
assignment. For the purposes of this article, we focus on the
subset of the participants who used the smartphone applica-
tion, which collected objective data about their behaviours.
Participants also completed a battery of psychological
surveys in exchange for personal feedback about their re-
sponses. Self-reported personality traits were measured using
the 44-item Big Five Inventory (John & Srivastava, 1999.
Self-reported personality states were measured during the
past hour using a 5-item survey (‘During the past hour ...").
Specifically, participants were asked: ‘How quiet were
you?’ (extraversion, reversed), ‘How considerate and kind
were you?’ (agreeableness), ‘How lazy were you?’ (consci-
entiousness, reversed), ‘How anxious and easily upset were
you?’ (neuroticism), and ‘How curious were you?’ (open-
ness). The items were rated on a Likert scale using the fol-
lowing S5-point range: 1, not at all; 2, a little bit; 3,
somewhat; 4, quite a bit, and 5, very much.

Transparency statements

Our analyses were exploratory and served to illustrate the
value of our proposed research agenda. Our sample size
was determined based on the number of interested student
participants who completed the self-tracking assignment
with the smartphone sensing application in the online class.
Regarding effect sizes, for the example of a pairwise correla-
tion, our final sample size of 633 participants allowed us to
detect effects of » = .14, with a statistical power of
1 — f=0.80, at a significance level of a = .01.
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The data from this online class have been previously pub-
lished in other papers that provide additional methodological
details about the research design (see Harari, Miiller, Mishra,
et al., 2017; Harari et al., 2020; Kroencke, Harari, Katana, &
Gosling, 2019; Miiller et al., in press). The aggregated and
de-identified data files and R scripts needed to reproduce
our results are available on the OSF at our project page:
https://osf.io/xzmkb/.

Assessing everyday behaviours with a smartphone sensing
application

The CampusLife application was designed to run on both
Android and iOS phones. Below, we describe how the
behaviours were assessed using both on-device classification
of behaviour and off-device data processing of the mobile
sensors and metadata logs.

Inferring physical activity from accelerometers. Physical
activity was measured using activity recognition classifiers
developed by Google for Android phones (Google Activity
Recognition API, 2017) and by Apple for iOS phones
(Apple Core Motion, 2017), which use accelerometer data to
detect activity-based behavioural inferences (e.g. stationary,
walking, on a bicycle). Using these activity classifiers we
were able to infer users’ duration of time spent stationary,
moving, walking, running, and biking. We used these
activity inferences to aggregate the data into duration of
time spent physically active for each hour of each day in
the data collection period. This behavioural estimate
captured several aspects of physical activity behaviour—the
tendency to move (vs. be stationary) and more narrow types
of physical activity behaviour as indexed by the amount of
time participants spent walking, running, or biking. It
should be noted that these physical activity estimates
may be underestimating movement behaviours and/or
overestimating stationary behaviours because the classifier is
capturing the duration of time in which the phone itself is
stationary or moving. So, if a participant were to leave their
phone behind while walking around or exercising, we would
not be able to capture such information accurately (resulting
in an overestimate of their stationary behaviour and an
underestimate of their walking behaviour).

Inferring  conversation  behaviours from  microphone
sensors.  As described in Harari et al. (2020), conversation
was measured using an audio classifier developed in prior
work (Lane et al., 2012; Rabbi et al., 2011); the classifier
achieved 84—94% accuracy at classifying microphone data
into audio-based inferences (i.e. silence, noise, and voices).
Every third minute, the microphone was sampled and a
classifier inferred whether voices were detected. The voice
inferences were used to derive estimates of the duration of
time spent around other voices (vs. silence or noise) and the
frequency of separate instances of conversation (Wang et al.,
2014). If a conversation (i.e. voices) was detected, the
microphone continued to be sampled until the conversation
was over. The application saved the audio inferences as a ‘0’
for silence, ‘1” for noise, ‘2’ for voices, and ‘3 for unknown,
so the content of conversations was never recorded. The
audio inferences were compiled to create variables for the
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duration of time spent proximal to human speech (either in
conversation or around conversation) for each hour of each
day monitored. This behavioural estimate captured a unique
aspect of social behaviour—the tendency to affiliate with
others as indexed by the amount of time participants spent
around conversations and around separate instances of
conversation (capturing both when a participant was actively
engaged in a conversation and around conversations).

Inferring mobile phone use from metadata logs

Mobile phone use was measured using metadata logs that
recorded time-stamped events denoting each time the phone
was locked or unlocked. We used the unlock event logs to
infer the amount of mobile phone use by aggregating the data
into frequency and duration of time spent using the phone for
each hour of each day in the data collection period. This
behavioural estimate captured a unique aspect of mobile
phone use behaviour—the general tendency to use one’s
mobile phone as indexed by the number and amount of time
the phone’s screen was in an unlocked state.

Data processing

To obtain the daily-level behavioural estimates, we estimated
the amount of behaviour engaged in (frequency and duration)
by summing up the observations within each day based on
timestamps associated with the behavioural records collected
by the sensing app. Our data processing steps followed this
general order for each behaviour, per person: (1) We wanted
to ensure the estimates were representative estimates of the
participants’ behaviour for each day, so we created a
threshold for the minimum number of hours of sensor data
needed per day (>14 h or over 60% of the day) for the data
to be retained in the analyses. This threshold was used in the
data-cleaning process to identify and remove any days with
an insufficient amount of hourly data per participant; (2)
The daily estimates were then computed on the retained data
by summing across the 24 h within each day to obtain a
behavioural estimate per day for each participant; and (3)
We retained participants who had more than 1 day of data
across the sensing data modalities."

Finally, to handle outliers and address linear modelling
assumptions, we also applied winsorization (Ghosh &
Vogt, 2012) to the daily duration estimates to replace extreme
values. The winsorization of the duration variables
helped improve the modelling assumptions and the Akaike
information criterion values (compared with standard models
run with the extreme outliers included), so we retained the
data and models with the winsorized duration estimates.

To obtain estimates of people’s dispositional tendencies,
we performed an additional aggregation step Specifically,
we aggregated the data to compute a within-person average
estimate that represents an individual’s behavioural tendency
across days. This process produced for each participant, a
single behavioural tendency estimate for each of the specific
behaviours: stationary duration, movement duration, walking
duration, running duration, biking duration, conversation

"This process left us with a final sample of 633 participants who had more
than 1 day of sensing data.
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frequency, conversation duration, phone unlock frequency,
and phone unlock duration. These tendency estimates were
used in a series of regression analyses reported in the section
on examining dispositional behavioural tendencies.

EXPLORATORY RESULTS MAPPING SENSED
BEHAVIOURS TO THE BIG FIVE

Describing the everyday behaviours of young adults

To provide a descriptive understanding of everyday
behaviour patterns, we started by examining average
behavioural tendencies to describe the behaviour of a typical
person on a typical day. Second, we examined between and
within person correlations to describe inter and intra
individual differences in daily behaviours.

Behaviour of a typical person on a typical day (average be-
havioural tendencies)

To describe the daily behavioural patterns of young adults,
we first computed the within-person averages across days
to obtain a daily behavioural tendency score for each
individual. We then computed the between-person means of
these behavioural tendencies to examine the average
behavioural tendencies for a typical person on a typical
day. Our descriptive findings chart the everyday behaviours
of young adults across the three behavioural domains (see
Table 1). The physical activity tendencies revealed that on
average, the typical young adult spent approximately 18.4 h
stationary, 2.8 h moving, 1.4 h walking, and only 0.69 min
running and 9.5 min biking per day. The conversation
behaviour tendencies revealed that on average, young adults
had around 20 conversations for an average daily duration of
2.5 h. The mobile phone usage tendencies revealed that on
average, the typical young adult unlocked their phone 72
times and spent 2.4 h on their phone per day.

Inter-individual differences in daily behaviours (between-
person correlations)
To examine the relationships between people’s daily
behaviour patterns, we computed between-person
Spearman’s correlations among the daily behavioural esti-
mates (see half of Table 2 below the diagonal). For physical
activity, the findings show (as one would expect) that people
who tend to move more in general, also tend to walk, run,
and bike more (#’s range from .20 to .66) and spend less time
stationary (r = —.44), compared with people who tend to
move less. People who tend to move more also tend to be
around more frequent and longer conversations (#’s are .27
and .24, respectively) and use their phone more frequently
(r = .24), compared with people who tend to move less.
The between-person correlations between the social be-
haviours and mobile phone use behaviours show that people
who tend to be around more frequent and longer conversa-
tions also tend to use their phone more frequently (#’s are
44 and .37, respectively) but for lower durations of time
(r=—.17 and — .14, respectively).
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Table 1. Descriptive information for sensed daily behaviours of young adults

Mava SDavg Min Med Max Skew Kurtosis

Physical activity behaviours

Stationary duration 1104.81 134.85 638.85 1116.20 1392.42 —0.67 0.35

Movement duration 167.27 73.23 1.98 158.29 443.97 0.54 0.27

Walking duration 81.89 43.10 0.00 77.50 246.02 0.44 0.42

Running duration 0.69 1.25 0.00 0.23 16.68 5.95 60.93

Biking duration 9.55 14.13 0.00 223 119.73 2.21 7.66
Social behaviours

Conversation frequency 19.92 13.86 0.00 18.39 209.00 4.86 61.04

Conversation duration 148.37 104.18 0.00 132.69 586.23 0.70 —0.01
Phone use behaviours

Unlock frequency 72.25 54.07 0.00 57.88 344.00 1.64 3.66

Unlock duration 143.80 97.64 0.00 129.82 480.00 0.76 0.21
Personality states

Extraversion 2.72 0.56 1.00 2.75 4.30 —0.23 0.04

Agreeableness 3.53 0.80 1.21 3.52 5.00 —0.11 —0.47

Conscientiousness 3.51 0.65 1.00 3.55 492 —0.37 —0.04

Neuroticism 1.91 0.70 1.00 1.78 5.00 1.10 1.55

Openness 2.47 0.78 1.00 2.44 5.00 0.37 —0.14

Note. N = 633 for physical activity, social, and phone use behaviours, and N for personality states ranges from 624 to 629. Duration estimates are in minutes.

Frequency estimates are in counts. Personality states represent daily states.

Intra-individual differences in daily behaviours (within-
person correlations)

To examine the relationships within people’s daily behaviour
patterns, we computed within-person Spearman’s correla-
tions among the daily behavioural estimates (see the half of
Table 2 above the diagonal). For physical activity behav-
iours, the findings show that on days when people had
moved more in general, they also tended to show more walk-
ing, running, biking (#’s range from .16 to .71), and less sta-
tionary behaviour (» = —.51). On days when people spent
more time moving, they also tended to have more frequent
and longer conversations (r’s are .33 and .35, respectively),
compared with days when they moved less. Moreover, on
days when people moved more in general, they also used
their phone more frequently (» = .23), but for lower durations
(r = —.05), compared with days when they moved less.

The within-person correlations between the social
behaviours and mobile phone use behaviours were similar
in pattern to the between-person correlations. Specifically,
the findings show that on days when people had more
frequent and longer conversations, they also tended to use
their phone more frequently (’s are .29 and .23, respec-
tively), but for lower durations of time (»’s are —.10 and
—.08, respectively), compared with days when fewer and
lower durations of conversation were detected.

Examining dispositional behavioural tendencies

To explain everyday behaviour patterns, we started by
examining between-person variability to identify the amount
of variance due to individuals (i.e. person factors). Second,
we examined mean-level consistency in the daily behaviours
to determine the degree of stability over time. Third, we
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conducted regression analyses to explain the observed be-
havioural tendencies using self-reported Big Five trait scores.

Amount of variance due to individuals (between-person
variability)

To determine how much of the total variance in the observed
behavioural patterns was due to between-person factors, we
computed intra-class correlation coefficient (ICC) (1,1)
estimates for each of the behaviours across the three
domains. As shown in Table 3, the highest ICC(1) estimates
based on their confidence intervals were observed for the
number of phone unlocks (.64) and the amount of conversa-
tion frequency (.60) across days, suggesting that a great deal
of the variance observed in this sample for these two
behaviours can be attributed to individual differences. The
lowest estimates were observed for the amount of time spent
running (.16) and using the phone (.19), suggesting that
variability observed in these behavioural estimates may be
driven by other factors (e.g. within-person factors, contexts,
time, and error).

Degree of stability across days (mean-level consistency)

To examine stability in the day-to-day behavioural patterns,
we computed the ICC(3,k) estimates to understand the extent
to which the behaviours were consistent over time. As shown
in Table 3, the consistency estimates for the behaviours
across days were generally high. Based on their confidence
intervals, the highest estimates were observed for the number
of times the phone was unlocked (.96) across days, the num-
ber and duration of conversations (.95 and.94), and the
amount of time spent biking (.90), walking (.88), and moving
(.87). These high consistency estimates show that young
adults are quite stable in their mean level of engagement in
these behaviours over time. In contrast, the lowest estimates
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Table 3. Variability and consistency estimates for sensed daily behaviours of young adults

Between-person variance

Single measurement consistency

Multiple measurement consistency

ICC(1) ICC(3,1) ICC(3.k)

Physical activity behaviours

Stationary duration .28 [.26, .31] 29 [.27, .32] 83 [.82, .85]

Movement duration .26 [.24, .29] 28 [.26, .31] .83 [.81, .84]

Walking duration .37 [.34, .39] 38 [.35, 41] .88 [.87, .89]

Running duration 16 [.14, .17] 16 [.14, .18] 69 [.66, .72]

Biking duration 43 [.40, .46] 43 [.41, .46] 90 .89, 91]
Social behaviours

Conversation frequency 60 [.57, .62] .61 [.58, .63] 95 [.94, .95]

Conversation duration 53 [.51, .56] 55[.52, .57] 94 [.93, .94]
Phone use behaviours

Unlock frequency .64 [.62, .66] .65 [.63, .67] .96 [.95, .96]

Unlock duration 19 [17, .21] A9 [.17, .21] 74 1.71, .76]
Personality states

Extraversion 22 .20, .24] 23 [.21, .25] 82 [.80, .83]

Agreeableness 58 [.55, .60] .60 [.58, .62] .96 [.95, .96]

Conscientiousness 34 [.31, .36] .35 [.33, .37] .89 [.88, .90]

Neuroticism A48 [.46, .51] 49 [.46, .51] 93 [.93, .94]

Openness 53 [.51, .56] 55 [.52, .57] 95 [.94, .95]

Note. The variability and consistency estimates were computed using the ‘psych’ package in R and are based on N = 633 participants with N = 5414 observations.
The between-person variance represents the ICC(1,1), which is interpreted as the per cent of variation in the observed daily behavioural estimates that can be
explained by individual factors. The single measurement consistency estimates represent the ICC(3,1), with the following specification: two-way mixed effects,
consistency, and single measurement (i.e. day). The mean measurement consistency represents the ICC(3, k), with the following specification: two-way mixed
effects, consistency, and multiple measurements (where k£ = 12 days). The mean measurement consistency is interpreted as the average stability of the daily be-

havioural assessments across days.

were observed for the amount of time spent running (.69),
suggesting that young adults engage in this behaviour at rel-
atively less stable rates from day to day. Such findings permit
comparisons among behaviours with regard to which may be
more or less stable over time and suggest that mean levels of
physical activity, conversation, and phone use behaviours
generally show consistency from day to day.

Explaining behavioural tendencies from traits (regression
models)

Next, we report on a series of regression analyses that exam-
ine the explanatory ability of the established Big Five trait
scores with respect to the sensed behavioural tendency mea-
sures. Specifically, we explain people’s daily behavioural
tendencies (i.e. their within-person means aggregated across
the 2-week period) from their self-reported Big Five trait
scores. Given that our data consisted of both duration and
frequency data, we specified a series of linear regressions
(for the duration variables) and negative binomial regression
models (for the frequency variables) when using the Big Five
trait ratings to explain the behavioural tendencies (see Table 4
for all nine models).

Controlling for the effects of age and sex, the Big Five
traits were significantly associated with six of the nine be-
havioural tendencies we studied here, explaining 1% to 7%
of the variance in the daily behavioural tendencies. The phys-
ical activity and conversation behavioural tendencies were
best explained by Big Five traits, such as the amount of time

© 2020 European Association of Personality Psychology

a person tends to spend walking per day (R? = .07) and the
amount of time a person tends to spend in conversation per
day (R*> = .04). In contrast, the behavioural tendencies that
were not associated with the Big Five personality traits were
the daily running and biking” and the frequency of phone
unlocking tendencies. Below, we describe our findings
across all nine models for each trait in turn.

Extraversion was associated with behavioural tendencies
in the domains of physical activity behaviour and social be-
haviour. Specifically, extraversion was positively associated
with movement tendencies, and walking tendencies, as well
as negatively related to being stationary. Extraversion was
also positively associated with conversation frequency and
duration tendencies. These findings suggest that people
who reported being more extraverted also tended to generally
engage in greater amounts of physical activity behaviour, and
more frequent and longer conversation behaviour, compared
with people who reported being lower on extraversion.

Agreeableness was not associated with the behavioural
tendencies in the domains of physical activity behaviour,
social behaviour, or mobile phone use behaviour.

2Despite the various data processing and transformation steps we pursued,
the running and biking behavioural tendencies remained non-normal due
to low base rates for these behaviours (i.e. positively skewed). As such,
the model results for these two variables should be interpreted with caution
because the models violated several assumptions (see our online materials
for more details).
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Table 4. Explaining sensed behavioural tendencies from sex, age, and Big Five personality traits
Physical activity behaviours
Stationary duration Movement duration Walking duration
(df = 436) (df = 436) (df = 458)
Est. 95% CI P Est. 95% CI p Est. 95% CI p
Intercept 1042.23  [997.94, 1086.52] <.001 21090 [186.09,235.71] <.001 114.09 [99.89, 128.29] <.001
Sex 42.75 [16.73, 68.77] .001 —28.57 [—43.15, —14.00] <.001 —20.14 [-28.48,—11.80] <.001
Age 8.70 [—2.13, 19.54] 115 0.55 [—5.52, 6.62] 858  —3.95 [-7.46, —0.44] .028
Extraversion —23.36 [-36, —10.71] <.001 12.93 [5.84,20.01] <.001 8.26 [4.25,12.28] <.001
Agreeableness —8.97 [—21.54, 3.60] Jdel =279 [-9.83, 4.25] 436 —1.67 [-5. 71 2.37] 418
Conscientiousness 5.88 [—6.51, 18.27] 351 2.73  [-4.21, 9.67] 441 4.11 [0.19, 8.04] .040
Neuroticism 0.00 [—13.54, 13.54] 1.00 090 [—6.68, 8.49] 815 3.16 [—1.16, 7.49] 151
Openness —9.97 [-21.98, 2.04] 103 024 [-6.49, 6.97] 944 —0.57 [—4.42,3.28] 71
Adjusted R? .06 .05 .07
Running duration Biking duration
(df=363) (df = 458)
Est. 95% CI P Est. 95% CI P
Intercept 1.58 [1.07, 2.10] <.001 11.23 [6.48, 15.97] <.001
Sex —0.53 [—0.83, —0.23] .001 —1.37 [—4.15, 1.42] 335
Age —0.09 [—0.21, 0.03] 135 0.26 [—0.91, 1.44] .658
Extraversion 0.13 [—0.01, 0.27] .077 1.01 [—0.33, 2.35] 138
Agreeableness 0.02 [—0.12, 0.16] 779 —0.51 [—1.86, 0.84] 456
Conscientiousness 0.01 [—0.13, 0.15] 878 0.91 [—0.40, 2.22] 171
Neuroticism 0.02 [—0.13,0.17] 818 0.01 [—1.44, 1.45] .994
Openness 0.07 [—0.07, 0.20] 317 —0.12 [—1.41, 1.16] 852
Adjusted R? .03 .00
Social behaviours
Conversation frequency Conversation duration
(df = 455) (df = 455)
Est. 95% CI p Est. 95% CI P
Intercept 3.10 [2.87, 3.34] <.001 178.28 [143.52, 213.04] <.001
Sex —0.08 [—0.22, 0.06] 267 —-19.37 [—39.80, 1.07] .063
Age —0.04 [—0.09, 0.03] 232 —3.47 [—12.06, 5.12] 427
Extraversion 0.15 [0.08, 0.22] <.001 22.77 [12.82, 32.72] <.001
Agreeableness —0.02 [—0.09, 0.04] 476 —5.75 [—15.72, 4.22] 258
Conscientiousness 0.03 [—0.04, 0.10] .345 5.30 [—4.38, 14.98] 283
Neuroticism 0.08 [0.01, 0.15] .031 9.14 [—1.55, 19.82] .094
Openness 0.01 [—o0. 05 0.08] 7134 —0.50 [—10.06, 9.07] 919
2x log likelihood —3590.33
Pseudo R*/Adjusted R’ .05 04
Mobile phone behaviours
Unlock frequency Unlock duration
(df = 508) (df = 508)
Est. 95% CI p Est. 95% CI P
Intercept 4.52 [4.28, 4.76] <.001 125.18 [92.70, 157.66] <.001
Sex —0.14 [—0.28, 0.00] .054 11.28 [—7.68, 30.23] 243
Age —0.08 [—0.14, —0.02] .009 —5.77 [—14.00, 2.45] .168
Extraversion 0.05 [—0.01, 0.12] 117 3.89 [—5.26, 13.05] 404
Agreeableness —0.01 [—0.08, 0.05] 724 6.78 [—2.34, 15.90] .145
Conscientiousness —0.04 [—0.11, 0.03] .240 —11.40 [—20.34, —2.47] .013
Neuroticism 0.00 [—0.07, 0.08] .950 —4.57 [—14.29, 5.15] 356
Openness —0.04 [—0.10, 0.03] .268 0.63 [—8.12,9.39] .887
2x log llkellhood —5373.57
Pseudo R*/Adjusted R’ .03 01

Note. Est. = estimates from linear (duration variables) and negative binomial regression (frequency variables) models. DVs = daily tendencies of engaging in
different behaviours (daily estimates averaged across days). IVs = personality traits (z standardized). All models controlled for sex (0 = male, 1 = female)
and age (z standardized). We report the Adjusted R for the linear models (duration variables) and 2x log likelihood as well as pseudo R (Cox and Snell Index)
for the negative binomial regressions (frequency variables). Coefficients in bold are significant with p < .05.
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Conscientiousness was associated with behavioural
tendencies in the domain of physical activity behaviour and
mobile phone use behaviour. Specifically, people who
reported higher conscientiousness tended to generally walk
more and engage in less time using their mobile phone
compared with people who reported being lower on
conscientiousness.

Neuroticism was associated with behavioural tendencies
in the domain of social behaviour. Specifically, people who
reported higher neuroticism tended to have more frequent
conversations compared with people who reported being
lower on neuroticism.

Openness to experience was not associated with
the behavioural tendencies in the domains of physical
activity behaviour, social behaviour, or mobile phone use
behaviour.
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Examining dynamic patterns of behavioural change

To examine dynamic patterns in everyday behaviour, we
started by visualizing density distributions to characterize
variability in the behaviours over time. Second, we conducted
multilevel models to explain changes in self-reported
personality state scores from sensed daily behaviours.

Characterizing variability in behaviour over time (density
distributions)

To highlight the variability in behaviour over time, we first
present density distributions for a few participants in our
sample that portray the variability both between and within
persons. Figure 3 presents the density distributions for three
participants who were randomly selected among those who
had more than 7 days of data for all behaviours. This
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FIGURE 3. Density distributions for the daily behaviours of three participants for physical activity, conversation, and phone use. Duration estimates are in mi-
nutes. Frequency estimates are in counts. Density values refer to the probability density function and add up to 1.
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approach allows us to visualize the extent to which
individuals vary from one another in their behavioural
patterns over time (by comparing the shapes of the individual
distributions) and vary from themselves over time (by
examining the width of the distributions for any given
individual). Moreover, the within-person summary statistics
provide quantitative information about the shape of a
person’s behavioural distribution over time.

Explaining self-reported Big Five states from daily behav-
iour (multilevel models)

To understand the relationship between people’s everyday
behaviour and their personality states, we report on a series
of multilevel models that examine the extent to which the
behaviours people engage in are associated with their daily
Big Five states. Specifically, we modelled the relationships
between people’s average daily Big Five state scores (as

Personality sensing 663
dependent variables) and their daily sensed behaviours (as
independent variables) in a series of random-intercept fixed
slope multilevel models in which days were nested within
person (see Table 5 for all five models).

Daily extraversion states were associated with the amount
of time spent stationary and walking, the frequency and
duration of conversations, and the duration of mobile phone
use per day. These findings suggest that compared with their
average daily behavioural tendencies, people reported to be
more extraverted on days when they spent less time station-
ary, more time walking, were around more and longer con-
versations, and spent less time using their mobile phone.

Daily agreeableness states were not associated with the
physical activity, social, or mobile phone use behaviours
engaged in per day. These findings suggest that daily-level
change in considerate and kind states were not associated
with these behaviours at the daily level.

Table 5. Explaining daily personality states from sensed daily behaviours

Extraversion
(N =368, Obs = 1862)

Conscientiousness
(N =368, Obs = 1861)

Agreeableness
(N =362, Obs = 1,793)

Est. 95% CI p Est. 95% CI P Est. 95% CI p
Intercept 2.81 [2.75, 2.88] <.001 349 [3.40, 3.58] <.001 3.56  [3.49, 3.64] <.001
Physical activity
behaviours
Stationary duration —0.05 [—0.10, 0.00] .031  —0.01 [-0.05, 0.03] 0.748 —0.08 [—0.13, —0.03] .001
Movement duration 0.10 [0.03, 0.16] .004 0.03  [-=0.02, 0.08] 0.32 —0.05 [-0.11, 0.01] 109
Walking duration 0.03  [-0.02, 0.09] 238 0.02 [-0.03, 0.06] 0.423 0.13  [0.07, 0.18] <.001
Running duration 0.00 [—0.04, 0.04] 986 —0.03 [-0.06, 0.01] 0.107 0.03 [-0.01, 0.07] 111
Biking duration 0.05  [0.00, 0.09] .064 0.02 [-0.01, 0.06] 0219 —-0.02 [-0.07,0.02] 329
Social behaviours
Conversation frequency 0.10 [0.05, 0.16] <.001 0.03 [-0.01, 0.07] 0.199 0.03 [-0.02, 0.08] 225
Conversation duration 0.13 [0.07, 0.18] <.001 0.00 [—0.04, 0.04] 0.998 0.01  [-0.05, 0.06] .827
Phone use behaviours
Unlock frequency —0.07 [-0.12, —0.02] .009 0.00 [—0.05, 0.04] 0.877 0.04 [-0.01, 0.09] 126
Unlock duration —0.06 [—0.10, —0.01] .009 —0.03 [-0.07, 0.00] 0.052  —0.05 [-0.09, —0.01] .015
Neuroticism (N = 367, Obs = 1850) Openness (N =367, Obs = 1847)
Est. 95% CI p Est. 95% CI p
Intercept 1.88 [1.80, 1.96] <.001 2.44 [2.35, 2.53] <.001
Physical activity
behaviours
Stationary duration —0.02 [—0.06, 0.01] 0.233 —0.01 [—0.05, 0.03] 0.639
Movement duration —0.03 [—0.08, 0.02] 0.247 —0.05 [-0.11, 0.00] 0.069
Walking duration 0.00 [—0.04, 0.05] 0.838 0.07 [0.02, 0.12] 0.005
Running duration 0.00 [—0.03, 0.04] 0.798 0.02 [—0.01, 0.06] 0.242
Biking duration 0.03 [0.00, 0.02] 0.293
Social behaviours
Conversation frequency —0.04 [—0.08, 0.00] 0.054 0.03 [—0.02, 0.07] 0.261
Conversation duration —0.02 [—0.06, 0.02] 0.298 —0.04 [—0.09, 0.00] 0.073
Phone use behaviours
Unlock frequency 0.02 [—0.02, 0.06] 0.354 0.00 [—0.05, 0.04] 0.914
Unlock duration —0.01 [—0.05, 0.02] 0.393 —0.01 [—0.04, 0.03] 0.683

Note. Est = estimates from multilevel regression models. DVs = aggregated daily personality state scores. IVs = within-person scaled daily behavioural
estimates. Coefficients in bold are significant at p < .05.

© 2020 European Association of Personality Psychology

Eur. J. Pers. 34: 649-669 (2020)

DOI: 10.1002/per



664 G. M. Harari et al.

Daily conscientiousness states were associated with the
amount of time spent stationary and walking and the duration
of mobile phone use per day. These findings suggest that
compared with their average daily behavioural tendencies,
people reported to be more conscientious on days when they
spent less time stationary, more time walking, and spent less
time using the phone.

Daily neuroticism was not associated with the physical
activity, social, or mobile phone use behaviours engaged in
per day. These findings suggest that daily-level change in
anxiety states was not associated with these behaviours at
the daily level.

Daily openness states were associated with the amount of
time spent moving and walking. These findings suggest that
compared with their average daily behavioural tendencies,
people reported to be more open on days when they spent
less time moving in general, but more time walking.

Summary of results

Taken together, the findings from our empirical illustration
show the value of personality sensing research for further-
ing our understanding of everyday behaviours and their
relationship to personality expression at the trait and state
levels. Specifically, the descriptive findings provide an
illustrative portrait of the behavioural lifestyles of young
adults, identifying relationships among the behaviours
between and within persons. The analyses of dispositional
behavioural tendencies show that self-reported Big Five
states were associated with daily tendencies to engage in
physical activity, social behaviour, and mobile phone use
(R* ranged from .01 to .07 across the models for the
duration estimates, and the pseudo R* values were .02
and .05 for the frequency estimates). The analyses of
dynamic patterns show that people’s behavioural patterns
showed a great deal of between-person and within-person
variability.

Moreover, the findings from our multilevel models show
that at the daily level, behaviours also explain a small
proportion of the variability in daily personality state
expression. Overall, the findings are noteworthy in that they
show that (i) sensing technologies provide fine-grained esti-
mates of real-world behaviour that can be used to describe
people’s behavioural patterns at the between and within
person levels; (ii) self-reported traits are associated with
observed behavioural tendencies, lending support for the
construct validity of the Big Five; and (iii) day-to-day change
in behaviours are associated with self-reported changes in
perceived personality state expression over time.

OUTLOOK

There are many opportunities for personality sensing
research to transform the understanding and assessment of
personality in psychological science. Having outlined three
of the core empirical domains of opportunity—for descrip-
tion, explanation, and prediction of personality expression
—and empirically illustrated how such an agenda could be

© 2020 European Association of Personality Psychology

applied in a smartphone-based personality sensing study,
we conclude with a brief discussion of considerations for
personality sensing research moving forward. We focus our
outlook on considerations for (i) understanding and assessing
personality expression in daily life, (ii) establishing method-
ological standards and best practices for personality sensing
research, and (iii) using sensing technologies to move
towards a behavioural personality science.

Understanding and assessing personality expression in
daily life

The ability to simultaneously capture people’s behaviour,
thoughts and feelings, and situations in personality sensing
research points to several directions for understanding and
assessing personality. First, a better theoretical understanding
of personality can be obtained by examining everyday
behavioural acts and dispositional tendencies (e.g. Buss &
Craik, 1980); momentary personality state expression (e.g.
Fleeson, 2001); and the relationships between people, their
behaviour, and the environment (e.g. Funder, 2006; Russell
& Ward, 1982). Moreover, personality sensing is poised to
expand our understanding of personality expression in differ-
ent cultures by permitting easier recruitment of individuals
from non-WEIRD societies into research studies (Henrich,
Heine, & Norenzayan, 2010). People around the world use
sensing technologies, and the adoption rates will continue
to increase as the technology becomes more affordable.
The widespread diffusion of sensing technologies permits
researchers to recruit participants from around the world by
having them download sensing software to their own
personal devices, which can then be used to conduct a broad
array of theoretically informed psychological studies.

Second, personality sensing research promises to enable
the development and evaluation of passive personality as-
sessment. The first wave of research focused on personality
prediction from sensing data has demonstrated the viability
of passive assessment. However, more research is needed be-
fore personality assessment models derived from sensing
data should be used in applied settings. To evaluate newly
developed personality assessments (e.g. prediction and
classification models), the field performance of behavioural,
contextual, and psychological models in ecologically valid,
real-world settings will be needed. After the models are
developed, research is needed to evaluate them in intensive
test-bed studies that assess the performance, generalizability,
and validity of the developed personality assessment models.
For example, we suggest evaluating the generalizability of
the personality classifiers and examining the level of accu-
racy in prediction models over time to determine at what
point the personality estimates stabilize (e.g. 1 day, 3 days,
1 week, or 1 month) and across countries to determine how
prediction models perform in different cultures (e.g. Khwaja
et al., 2019). Such an approach to validating the personality
assessment models could also be used to validate any
pre-existing and newly developed behavioural or contextual
classifiers that are being used for assessment of
personality-relevant information.
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Establishing best practices for methodological and ethical
standards

While deriving personality-relevant information from
sensing data may seem like a straightforward approach, the
advent of widespread sensing technologies has only recently
enabled this new frontier in personality science. Whereas
traditional approaches to studying personality (e.g. self-
reports) have established guidelines for data collection and
a set of best practices for creating variables and modelling
personality data, many potential researcher degrees of
freedom are introduced when trying to empirically study
personality-relevant constructs using sensing technologies.
There are numerous unresolved methodological consider-
ations and ongoing discussions about creating a set of
guidelines for conducting interdisciplinary sensing research.
Such guidelines will benefit most from establishing interdis-
ciplinary collaborations, intellectual communities (e.g. the
LifeSensing Consortium and MD2K?), and opportunities
for cross-disciplinary training that go beyond the scope of
the training that can be provided in psychological science
alone. Empirical research on personality sensing cannot
move forward systematically without a discussion of meth-
odological standards and best practices to guide the field.

Mobile sensing as a research method will undoubtedly
help to overcome many current challenges in personality sci-
ence. However, ongoing challenges such as the use of unrep-
resentative samples (Henrich, Heine, & Norenzayan, 2010)
or the replicability of research results (Open Science Collab-
oration, 2015) will not be resolved by the use of sensing
methods. Rather, sensing methods merely offer improved
conditions (e.g. opportunities for online recruitment,
collecting objective behavioural data, high ecological valid-
ity, and granular observations) to facilitate the implementa-
tion of higher scientific standards for personality research.
Consequently, researchers will need to (i) adopt an explicit,
empirical set of standards for acceptable mobile sensing data
quality and reporting standards for outlining processing steps
in mobile sensing assessments and (ii) identify the optimal
levels of aggregation for mobile sensing data (e.g. for
obtaining measures of intra-individual and inter-individual
differences in behavioural patterns).

In addition, with replication at the forefront of many of
our conversations, the credibility of predictive analytics used
in personality science depends on careful, consistent
reporting standards. Although the correct use of machine
learning practices provides a built-in defense against many
of the issues that have plagued other approaches, concerns
about new machine learning specific issues are warranted
(e.g. see Stachl et al. 2020 for details on such consider-
ations). For example, sophisticated open-source machine
learning frameworks (e.g. AutoML, Create ML, and
AutoKeras) largely automate machine learning workflows,
making these complex modelling techniques available to
even the most naive of users. However, the application of
machine learning models can lead to methodological

*For more information, see https:/lifesensingconsortium.org/ and https:/
md2k.org/.
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oversights that have ethical implications (e.g. model biases
and feedback loops that impact individuals or groups in dis-
parate ways) and can also lead to unreliability in the predic-
tive models over time (e.g. concept drifts). Such issues have
been considered in various research communities* and are no
less important in personality sensing as a burgeoning area of
personality research.

Personality sensing research also needs a set of best prac-
tices for the various ethical considerations associated with
passive assessment of people’s behaviours, thoughts, and
feelings and situational contexts. For example, personality
sensing researchers should consider the following factors
when designing their studies: (i) ways of promoting transpar-
ency about data practices (e.g. collection, sharing, and
modelling of sensing data), (ii) enabling opt-in features for
data collection (e.g. permitting participants to choose which
types of data to provide), (iii) providing participants with
control of personal data (e.g. allowing participants to redact
or delete their data), (iv) incorporating features of
self-tracking technologies in the design of their sensing stud-
ies (e.g. providing participants with the ability to select what
is tracked and receive feedback based on their data to obtain
self-insight or behaviour change; for a review, see
Kersten-van Dijk, Westerink, Beute, & IJsselsteijn, 2017),
and (v) generally adopting approaches that respect individual
privacy (e.g. treating informed consent like a process, using
sensing software that computes inferences on the device in-
stead of storing raw sensor data, and integrating privacy-
by-design principles; Harari, 2020).

With increasing research efforts being directed at the uti-
lization of consumer electronics for sensing research, several
security considerations and potential dangers of data
breaches must also be taken into account. For example, many
sensing studies record data in its raw form, but new legisla-
tion (e.g. General Data Protection Regulation in the Euro-
pean Union) encourages stakeholders (e.g. researchers,
industry companies, and government organizations) to mini-
mize the amount of personal data collected and processed.
Although exceptions for researchers are possible, we suggest
that researchers implement privacy-by-design principles
in their procedures whenever possible (e.g. Beierle
et al., 2018). For example, procedures such as increased data
control for participants, on-device data aggregation (e.g.
collecting typing behaviour data without recording readable
text; Buschek et al., 2018), or distributed, on-device model
updates® can be used to circumvent the need to collect raw
data from the device (McMahan, Moore, Ramage, Hampson,
& Arcas, 2016).

“For an example of an interdisciplinary workshop on such topics in the
health domain, see the Bias in Big Data Workshop from the CONNECT re-
search program at Northwestern University (https:/isgmh.northwestern.edu/
bias-in-big-data/).

>This is typically referred to as ‘federated learning’, which involves distrib-
uted training data on mobile devices and remotely updated models (see
McMahan, Moore, Ramage, Hampson, & Arcas, 2017 for additional
information).
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Towards a behavioural personality science

The usage of digital data records for the automated assess-
ment of personality is currently one of the main goals of
personality sensing research. However, taking a more
bottom-up approach to devising new ways to quantify
individual differences in characteristic patterns of behaving
will require researchers to think ‘outside the box’ of current
theoretical frameworks. One of the core new directions we
anticipate personality sensing will enable is the pursuit of
a more behaviourally focused personality science. By
leveraging sensing technologies for behavioural assessment,
researchers will be able to model individual differences in
real-world behaviour in a way that is unprecedented. For
example, smartphone data could be used to derive
new behavioural dimensions and classes that describe
meaningful variation in behavioural traits (e.g. tendencies
to engage in certain behaviours on weekdays vs. weekends)
and types (e.g. a person being classified as having a
‘working professional’ type of lifestyle). Such behavioural
dimensions and classes may be entirely different from
existing lexical approaches to describing and assessing
individual differences.

Thus, personality sensing research could enable the crea-
tion of a new behavioural taxonomy derived from sensing
data. However, a main challenge of this approach will be
the identification of suitable metrics that quantify variation
in personality, are predictive of relevant life outcomes, and,
ideally, are understandable to humans. These metrics could
be identified through a data-driven bottom-up approach but
should still relate to known domains of individual differences
based on past theoretical work. Once suitable measures are
found, their temporal variability and their predictive power
will need to be evaluated (see Stachl et al. 2020 for details
on how this can be done with machine learning). A second
challenge is that the meaning of data-driven metrics may
change over time (e.g. popularity of certain smartphone apps
for socializing), possibly even more than conventional ques-
tionnaire items change in meaning (e.g. ‘is talkative’). The
creation of such taxonomies will therefore require the contin-
uous relativization of an individual’s scores to scores of a
relevant norm (e.g. based on year and culture). Furthermore,
these scores need to be updated and re-evaluated over time,
just as questionnaire items require revision and updates over
time.

Initial steps toward this direction have been proposed
for the case of text and language data (Boyd &
Pennebaker, 2017). However, as personality is thought to
be manifested in all types of everyday behaviour, a more ho-
listic approach should prove to be beneficial and generative
for future research. To construct a more extensive theory of
personality, researchers should consider all possible forms
of sensing data available to them when deriving such a
taxonomy. In sum, personality sensing will provide a
window onto people’s unique behavioural patterns in daily
life. The insights obtained from this vantage point are sure
to move the field towards a more behavioural personality
science, taking us one step closer to realizing Theophrastus’
vision with modern digital technologies.
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