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Abstract—Throughput-Outage scaling laws for single-hop
cache-aided device-to-device (D2D) communications have been
extensively investigated under the assumption of the protocol
model. However, the corresponding performance under physical
models has not been explored; in particular it remains unclear
whether link-level power control and scheduling can improve the
asymptotic performance. This paper thus investigates the asymp-
totic throughput-outage tradeoff and derives its outer bound for
cache-aided D2D networks under two common physical models.
The results show that the asymptotic performance of the network
under physical models is identical to that under the protocol
model when requests are served with equal quality. This indicates
that the throughput-outage performance cannot be improved
asymptotically by using link-level power control and scheduling.

I. INTRODUCTION

As video traffic demand has rapidly increased, satisfying
such demand has been one of the major challenges of wireless
networks [1]. One of the most promising approaches, caching
at the wireless edge, exploits the unique video accessing
pattern of users and cheap storage to trade off bandwidth
against memory [1] and has drawn significant attention [2].

Due to the ability to improve video services without the
need of newly installed infrastructure, cache-aided wireless
D2D networks has been one of the most popular implemen-
tations of caching at the wireless edge, and drawn significant
attentions [1]. While many papers investigate the designs and
implementations of cache-aided D2D networks, another set of
investigations concentrates on the scaling laws of the networks,
which characterize the asymptotic behaviors as number of
users N tend to infinity in order to understand the fundamental
limits and benefits of such networks. For example, scaling laws
of cache-aided multi-hop D2D networks with and without hier-
archical cooperation were investigated in [3]-[6]. Furthermore,
scaling laws of single-hop cache-aided networks were studied
in [7]-[9]. Specifically, [7] investigated the maximum expected
throughput scaling law without considering the outage prob-
ability. Considering the outage probability, [8] analyzed the
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throughput-outage performance of the networks and provided
both the achievable performance and outer bound under proto-
col model [10] and the Zipf popularity distribution. Following
[8], [9] derived the throughput-outage analysis for the more
general Mandelbrot-Zipf (MZipf) popularity distribution.

The throughput-outage scaling law analyses for single-hop
cache-aided D2D networks have been conducted mostly for the
protocol model. However, this model may be oversimplified,
since it does not incorporate the link-level power control
and scheduling into the analysis. A more realistic model is
the physical (interference) model [10], under which suitable
scheduling and power control algorithms (usually for a given
caching distribution) have been designed, and performance in
finite-size networks has been investigated, usually by simu-
lation, [11], [12]. However, to the best of our knowledge,
the scaling laws for physical models have not been explored
yet, and it is unclear whether the link-level power control and
scheduling can further improve the scaling laws derived under
protocol model. This paper thus aims to address this question.

This paper considers single-hop cache-aided D2D networks
with MZipf popularity distribution whose Zipf factor is smaller
than 1 and conducts the throughput-outage scaling law analysis
for two common physical models. Specifically, by explor-
ing the relationship between the communication distances
of users and the throughput-outage performance, we derive
the throughput-outage outer bounds of the networks for both
physical models in the regime that the outage probability is
negligibly small or converging to zero when the numbers
of users in the network and files in the library goes to
infinity, which corresponds to the practical consideration that
the outage probability should be small. The results show
that when the user powers are finite, the throughput-outage
performance under physical models is asymptotically identical
to those derived in [8] and [9] under the protocol model.
This indicates that the performance of single-hop cache-aided
D2D networks cannot be asymptotically improved by using
link-level power control and scheduling when requests are
served with equal quality, though the constant factor might
be improved significantly in practice.

II. NETWORK MODEL

We consider a random dense network where users are placed
according to a binomial point process (BPP) within a unit
square-shaped area [0,1] x [0,1]. Accordingly, we assume
that the number of users in the network is /N, and users



are distributed uniformly at random within the network. We
assume each device in the network can cache S files and each
file has a equal size. We consider a library consisting of M
files. We assume that users request the files from the library
independently according to a request distribution modeled by
the MZipf distribution [13]:
-7
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where v is the Zipf factor and ¢ is the plateau factor of
the distribution. We can see that the MZipf distribution de-
generates to a Zipf distribution when ¢ = 0. We consider
the decentralized random caching policy for all users [14],
in which users cache files independently according to the
same caching policy. Denoting P.(f) as the probability that
a user caches file f, the caching policy is fully described by
P.(1), P.(2),..., P.(M), where 0 < P.(f) < 1,Vf; thus users
cache files according to the caching policy {P.(f)}}L,. To
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satisty the cache space constraint, we have Z;u:l P.(f)=S5.
Note that by using the random caching policy in [14], such
constraint can result in the use of the cache space being exactly
S. In this paper, we assume that .S and ~ are some constants.

We consider the asymptotic analysis in this paper, in which
we assume that N — oo, M — oo, and ¢ — oo [9]. We
consider v < 1 and restrict to M = o(N) and ¢ = O(M).
The main reason for restricting to M = o(N) is to render
the users of the network the sufficient ability to cache the
whole library. Besides, we assume ¢ — oo because g is
asymptotically influential only if ¢ — oco. Furthermore, when
g goes to infinity, it is sufficient to consider ¢ = O(M).
This is because the MZipf distribution would behave like a
uniform distribution asymptotically as ¢ = w(M) which is
less interesting.

We consider single-hop D2D delivery for the network. Users
can obtain their desired files through only single-hop D2D
delivery. Note that since .S is a constant, the probability that a
user can find the desired file from its own cache goes to zero
as ¢ and M go to infinity. This avoids the trivial gain from
self-caching in terms of asymptotic performance. Moreover,
similar to [8], we assume that different users making the
requests on the same file would request different segments of
the file, which avoids the gain from naive multicasting. Also,
we assume file segments delivered to users have the same size.

We define an outage as an occurrence where a user cannot
obtain its desired file within one hop. Suppose we are given a
realization of the placement of the user locations P according
to the binomial point process. In addition, we are given a
realization of file requests F and a realization of file placement
G of users according to the popularity distribution P,.(-) and
caching policy P.(-), respectively. Denote I/ as the index set
of users. We can then define T, as the throughput of user
u € U under a feasible single-hop file delivery scheme:

1 T
t=1

where 7' is the number of time-slots for the transmission, c¢,, is
the link rate of user u, and A,,(t) is the link activation indicator

of user u at time-slot ¢, where A, (t) = 1 if the link of user w is
scheduled at time-slot ¢; otherwise A, (t) = 0. We then define
the average throughput of user u as T, = Ep  g[T,], where
the expectation is taken over the placement of user locations P,
file requests F of users, the file placement of users G, and the
file delivery scheme. Finally, we define the average throughput
of a user in the network as
T = Lnelll/{l T.. 3)
When the number of users in the network is NV, we define

N, =Y 1{E[T, | P,F,G] =0} )
uel

as the number of users in outage, where 1{E[T;, | P,F,G] =
0} is the indicator function such that the value is 1 if E[T, |
P,F,G] = 0; otherwise the value is 0. Intuitively, 1{E[T}, |
P,F,G] = 0} is equal to zero when the file delivery scheme
cannot deliver the desired file to user u. We note that the
expectation of E[T,, | P,F,G] is taken over the file delivery
scheme. The outage probability is then defined as

1 1
Po = ﬁEP,F,G[No} =N Z P(E[T, | P.F,6]=0). )
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In this paper, we focus on the regime that the outage proba-
bility is either negligibly small or converging to zero when N
and M go to infinity. This corresponds to the consideration
that the outage probability should be small in practice.

A. Channel Models

We consider two types of physical models. Suppose there
is a transmitter (TX)-receiver (RX) pair u, where user u is
serving as the TX and user u(") is serving as the RX of user
u. We denote z,, and x ) as the locations of user v and u(‘),
respectively. We denote I'c, as the set of users transmitting
at the same time-frequency resource of user u. Then, the
first physical model, referred to as “bounded physical model”,
defines the link rate for the TX-RX pair u as [10], [15]:

B, log,(1 + ), C(u,u") >0

R(u, u(r)) = ,
0, Cu,u") <9

where

C(u,u") = log, (1

(6)
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4 is some constant according to the delivery mechanism; IV is
the noise power spectral density; B,, is the bandwidth used for
communication between users u and u(®; P, is the power of

user w; and [, = ﬁ is the path (power) gain between

ww (T

users u and u(®, where dyu = Ty — Tyw] is the distance
between users u and u(r), x > 0 is some calibration factor,
and o > 2 is the pathloss coefficient.

The second physical model, referred to as “generalized
physical model”, defines the link rate for the TX-RX pair u
as [10], [15]:

P’U«luu(‘)

+ .
BuNo + 3k 2 kere, Pilku® )
®)

R(u,u™) = B, log, (1



III. THROUGHPUT-OUTAGE SCALING LAW OUTER
BOUND ANALYSIS WITH BOUNDED PHYSICAL MODEL

In this section, we provide the throughput-outage outer
bound under the bounded physical model. To derive the outer
bound, we first provide the following two lemmas:

Lemma 1 (Lemma 4 in [5]): When N = w(M) users
are uniformly distributed within a network with unit size,
the probability to have Np users within an area of size
A=o (%) is upper bounded by o(1).

Lemma 2 (Lemma 5 in [5]): Suppose v < 1. We then have
the following results: when a user in the network searches
through ny = o (4f) different users, we obtain ppis(ns) >
1 — o(1). Furthermore, when a user in the network searches
through ny = p’ M different users for some p’, we have the
following results: (i) pmiss(ns) > €1 (p') if p’ = O(1), where
€1 (p’) can be arbitrarily small as p’ is large enough; and (ii)
Prmiss(n5) > (1= y)e” S0 if o' = w(1).

From Lemmas 1 and 2, we conclude that to have a non-
vanishing probability for a user to obtain the desired file (i.e.,
Pmiss(2) does not go to 1), the distance between the source

p'M

and destination is at least © SN) with high probability

(w.h.p). As a result, we have the following theorem:

Theorem 1: Let M — oo, N — oo, and ¢ — co. Suppose
v < 1 and g = O(M). Consider the bounded physical model.
Then, when p’ = (1) is large enough, the throughput-outage
performance of the network is dominated by:

S /
T(P,) = — |, P, = ).
(P =0 (37 ) P =0l ©)
Proof. See Appendix A. O

Remark 1: Theorem 1 shows that when v < 1, M is
the dominant factor while ¢ does not impact the asymptotic
scaling law. In addition, it shows that the throughput-outage
performance bound considering the bounded physical model
has the same scaling law as the throughput-outage perfor-
mance considering the protocol model [8], [9]. Note that in
contrast to the physical model here which enables the link-
level power allocation and scheduling, the protocol model and
the approaches in [8], [9] only consider the simple clustering
network and the system-level changing of the cluster size. As
a result, this indicates that the link-level power allocation and
scheduling cannot improve the scaling law, i.e., the growth
rate, of the throughput-outage performance asymptotically
when requests of users are served with equal quality. How-
ever, in practice, the constant factor of the throughput-outage
performance might be improved by a good power control and
link scheduling approach.

IV. THROUGHPUT-OUTAGE SCALING LAW OUTER BOUND
ANALYSIS WITH GENERALIZED PHYSICAL MODEL

Here, we provide the throughput-outage outer bound analy-
sis under the generalized physical model. We start the analysis
by providing Theorem 2 which describes a transport capacity
upper bound.

Theorem 2: We denote the set of TX-RX pairs as I' and
define r, as the communication distance for the TX-RX

pair u. Let M — oo, N — oo, and ¢ — o0. Suppose
v < 1and ¢ = O(M). We let Ry = em/%, where ¢
is some small constant. We denote the transport capacity of
the network consisting of I', defined in terms of meter-bits/s,
as Cr = ZuEF r,Cy in T seconds, where C, is the average
throughput (bits/s) of user u. We denote the set of TX-RX
pairs which have the largest powers among the TX-RX pairs
in their corresponding time-frequency resources as V. Under
the generalized physical model, Ct is upper bounded as:

Cr < BCy + BCr,, +

Blog:o(e) 51\N4 (a <3¢§+ 1) +2(2(vV2 + 1))“) :

(10)

where B is the total bandwidth of the network; C,y is
the average transport capacity efficiency, defined in terms of
meter-bits per second per Hz, of the TX-RX pairs in W;
Cr r, 18 the average transport capacity efficiency of TX-RX
pairs that are not in Y/ and have communication distances
smaller than Ry; P,y is the maximum power that a user can
use for transmission; B and 7 are the minimum amount of
bandwidth and time duration for a TX-RX pair to be scheduled
to communicate. The definitions of Cyy and Cr, are formally
given below (28) at the end of Appendix B.

Proof. See Appendix B. O

To have a negligibly small outage probability, according to
Lemmas 1 and 2, we need the TX-RX pairs to have communi-

p'M

cation distances 7, = © =5 | with high probability. This

indicates that the average distance of a bit that is transported

in the network is L = © % . From (10), we first

observe that the upper bound can be optimized by maximizing
Cw and Cr,_ . When optimizing Cy, we aim to have larger
Tw, Vw € W. In addition, we know that, w.h.p., the commu-

p'M
SN ,Vu e I.

It follows that we can assume without loss of optimality

nication distances of users are r, = ©

Tw = 0O < ‘g%) ,Yw € W. Therefore, we obtain:

p'M Prax X —
Cr < BO 1 1 S — BC
r= SN 082 T NoBS (p’M)E + 1_‘HO
SN
10g2(e) SN @
P [ (a(3\/§+1)+2(2(\/§+1)) )

1D
We then denote A as the average throughput per user (bits/s)
in T sec; TE0 = {u: |x, — 2| < Ro,u € I'\ W}; and let

p'M Prax X
=BO [/ 51 1 S —
CPon SN 089 + NoB. (p'M

z
S

2

12)



By definition, we thus obtain

oM o MN
= \O

SN ) ( S

(a) ' M
< Cp, t Z 60\/2N/\

Ro
u e Fl()l

+ Bbizﬁ\/g (a (3\/§+ 1) +2(2(V2 + 1))“)

(13)
where (a) is because 7, < Ro,Yu € T'Z° and segments
delivered for users have the same size. It follows that

S 1
A <Cpy JMN + /\EON Z 1
uwerfo

+ ploeald) S (a (3\/5 - 1) +2(2(V2 + 1))“) .
(14)

€0 p/M
Suppose the number of users having communication distances
smaller than Ry is e N, where ¢ = O(1) < 1. This leads to

Cp:)\NL:/\N@<

B 1 Prax X
<— 1 1 R
SU—wo N B | T NGB
(%)
Blogy(e) (a (3vV2+1) +2(2(V2+1))%) S
+ .
eo(1 — €g€) o' M
(15)
Recall that, w.h.p., the communication distances of TX-RX

.. ' M
pairs is © ( %N)

and ¢ is small when ¢ is small. Thus,

(1—¢€g€) should be some constant. Then, from (15) and Lemma
2, we obtain the following theorem:

Theorem 3: Let M — oo, N — o0, and ¢ — 00. Suppose
v < 1. We consider the generalized physical model. Then,
when p/ = (1) is large enough, the throughput-outage
performance of the network is dominated by (16) on the
bottom of this page.

Remark 2: Note that when N — oo, T(P,) can be
unbounded because the term —=— in T'(P,) in Theorem

3 can go to infinity. This unreasslz)nable result is brought by
having the cases that the signal-to-interference-plus noise ratio
(SINR) becomes unbounded due to the unbounded path gain.
Thus, to correctly interpret the result in Theorem 3, we should
consider that the term ﬁ in T'(P,) in Theorem 3 is upper

N
bounded by 1, which cofgresponds to the physical reality of the
pathloss laws.

Remark 3: ldentical to Theorem 1, Theorem 3 shows
that if the maximum transmit power is some constant,
the throughput-outage performance bound considering the
generalized physical model has the same scaling law as

B Pmax X
T(P)=0] =Io 1+ —_—
(Fo) N %% NoB (g0
SN

+ Blog;(e) (a (3\/5 + 1) +2(2(vV2+ 1))&)

the throughput-outage performance considering the protocol
model [8], [9]. This again indicates that the link-level power al-
location and scheduling cannot improve the the scaling law of
the throughput-outage performance asymptotically. However,
when we allow the maximum instantaneous transmit power
to be infinity while the average power is still some constant,
Theorem 3 suggests that the asymptotic performance might be
improved if p,‘?w = 0(%). Such improvement could be
possible if we let a user to exclusively transmit with the power
being ©(NN) once every ©(N) time-slots.

V. CONCLUSIONS AND DISCUSSION

This paper investigates the asymptotic throughput-outage
performance for cache-aided D2D networks under two com-
mon physical models. The results show that the asymptotic
performance of the network under physical models is iden-
tical to that under protocol model. This indicates that the
throughput-outage performance cannot be changed asymptot-
ically by using link-level power control and scheduling.

Our results are derived under the assumptions that different
TX-RX instances are forced to transmit at the same rate and
that the users are uniformly distributed within the network.
Therefore, our analysis can be considered as the statistically
worst-case analysis, and different scaling laws might be de-
rived if different assumptions are considered.

APPENDIX A
PROOF OF THEOREM 1

Proof. We first note that since ¥ is a constant, the link rate
is finite and upper bounded. Therefore, there is no benefit
of increasing the power to infinity. Besides, we need the
transmit power to be larger than some constant to have link
rate larger than zero. As a result, without loss of optimality,
we can assume that the powers of users in the network is upper
bounded by some constant v,, = ©(1) and lower bounded by
some constant Vi, = O(1), i.e., Yow < Py < Vypp, Vu. Then,
we consider a TX-RX pair u. From (6), we can obtain:
P, 5—

w0

X
No + 2 g sukere, P .

>2Y —1=p3, (17

where T'c, is the set of TX-RX pairs that communicate at
the same time-frequency resource as the TX-RX pair u and

B = (1) is some constant. Since Ny > 0 and vy < P, <

Vupp, YU, we have:
—
Vupp|$u - -Tu(r)|

Zk#u,kefc(, Vlow|xk = Ty (r)

=20 (18)
Then, suppose we consider only interfering TXs & that satisfy

p’M

|z — zym| = O = | and denote the set of these TXs

as I'¢,. Besides, by Lemmas 1 and 2, we know that to have

Fav; ,P,=0 (e*p/) .

(16)
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the outage probability p, = ©(e~*"), the distance between the

TX and RX is O ( 4/ PS%I> with high probability. It follows
that for a pair u, w.h.p., we have:

"M
Vupp© (|[137N‘ a/2)
, > .
Zker& Viow® (\%\Vﬂ_a/?)

Therefore, we need |T'¢,| < Buumber = ©(1) to let the TX-
RX pair u to have a non-zero link rate. Finally, if we split
the network into equally-sized square clusters in which the

side length of each cluster is d = © ng)

19)

we then have

Sn
p'M
above arguments, we know that in each cluster, we can at
most have Byymber + 1 different TX-RX pairs to communicate.

Therefore, the sum throughout of the network is at most
(ﬁnumber + 1)@ ( sy )

is @( =7 |» where the corresponding outage probability is
characterized as in Lemma 2. O

in total a number @( ) of such clusters. Then, by the

It follows that the throughput per user

APPENDIX B
PROOF OF THEOREM 2

Proof. Suppose that the T-second duration of the transmission
is split into different time-slots, in which the duration of a
time-slot is 7 sec. We also assume that the bandwidth is
equally split into H different sub-channels. We denote the
bandwidth of a sub-channel as B, and denote the set of TX-
RX pairs that transmit in sub-channel s and time-slot ¢ as
I's;. Note that a TX-RX pair might be scheduled in more than
one time-frequency resource. The total transport capacity for
TX-RX pairs in sub-channel s in time-slot ¢, defined in bit-
meters, is provided in (20) on the top of this page, where wg;
is the user who has the largest transmission power in ['y, i.e.,
P,., > Py,,Yu €Ty T, =T \ {ws: }; and

% = {u:R; 1 <r,<Rjuecll}, 1)

where R; = €04/ &xr N - 27, Vj € N. We now want to compute

Pyl .o .
rylog, [ 14 LC Vi > 0.
Z ( Zkel—‘st,k;éu Pklku(') )

uGsz
(22)
To do this, we split the network into equally-sized square clus-
ters whose size length is R;. Then, we collect all clusters that
contain at least one RX of the TX-RX pairs in I‘St' and denote
the set of such clusters as ®;. Consequently, |®,| < R? We

. J
denote the gth cluster in ®; as ¢7, where 1 < g < |®;| and

Z Ty Cy + logy (e

TuCy = T B IOg 1+ uu(®
S = Y rrh ( TR S — "

(20)

Y o (14 Pl
“ ¢ Zkel"st,k;ﬁu Pklk’u(‘)

7>0 wel ft]
denote the number of RXs located in q/)J as nJ We denote the
communication distance corresponding to RX hJ in qSJ asr’ ohs
denote the transmit power of the TX correspondmg to RX hJ
in ¢ as P]h, where h = 1,2,...,n/; denote I]h as the total
1nterference at RX hJ in (;53 ; and let the 1ndlces of the RXs
in (;SJ follow the descendlng order of the transmit powers of
their corresponding TX, i.e, ng > P?,,,VYh > h'. Then, we

gh”

know: ;
|2, Pl
~N gl (7‘{7 e
Cr, <) 1y log, 1+T1
g=1 gl
. @ (23)
‘q)jl n‘; . P‘L‘]jhﬁ
+3 3 ron, 1+
g=1h=2 gh
(b)
We start computing (23) by first computing (a)
in it. To do this, without loss of generality, we
assume Py, < P, if g < g. We define &) =

mm({f}u{\xy Layli12g <05l 2o <9)
Then, it should be ‘noted that wgt, Which is the user who has
the largest transmit power in I'y; must be located within a
distance of v/2 from any RX 1;,Vg. Therefore, according to
the definition of dg4, for RX 1j there must be a TX to locate
within the dlstance of dg from it. Moreover, such a TX must
have a transmit power that is at least as large as Pj This
thus leads to

j i X j X
r, >p > p’
= e =, Ry
To proceed, we provide Lemmas 3 and 4 as following:
Lemma 3: Suppose that the network is split into

1 1 :
%5 X & number of equally-sized square clusters, in

which each cluster has size R2 where % is a power
J

of 2. Let A = {01,...,0¢} be a set of G points, where
G < RlQ, such that each cluster contains at most one

point from A. For g = 2,..,G, we define d; =
min ({v2} U {Jes,, — s, : 1< ' < Cg' £ 9.9 <'}).
Then, 207, dy < 3v27- — 2V2.

Proof. This is obtained by applying Lemma 4.2 in [15]. O

(24)

—3365,‘

Lemma 4: When > 0 and a > 1, log, (1 + z%) < az.
Proof. log, (1 + z%) < alog,(1+ z) < ax. O

From (24) and Lemmas 3 and 4, we can upper bound (a)
in (23) as in (25) on the top of next page, where (a) is due to
Lemma 3 and (b) is because |®;| < %. Now, we upper bound
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|21 ™5 Pl _x_ |25
. gh (7 Yo +
553 ptos, (14 0 ) <353 o, (14 2000 (2 D)
g=1h=2 Igh g=1h=2 Py (Tgh)
|¢)j‘ ”Jé 2P 2aRa (a) |‘I> | nj I‘bjl Zné PJ
i h o h=2"gh
<33 Wion, (14 (Va1 D) DY S waWa ) S apava )y e
g=1h=2 Y J-1 g=1h=2 9 g=1 9
_ (2] 5~ ® |3 o (© L
< 2RV (2(V2 4+ 1)) ZM 2RI (2( 21 =22(V2+1)*RI|®;] < 2(2(V2+1))* =
g=1 g J
(27
(b) of (23). We define Pg = ZZil ngh. Then, we observe that O]
when we consider only TXs whose RXs are within the same
cluster of RX u®, the distances between those TXs and RX REFERENCES
u(r) must be upper bounded by \/ﬁRj + Rj’ where the first [11 N. Golrezaei, A. F. Molisch, A. G. Dimakis, and G. Caire, “Fem-

term is because the largest distance between any receive in the
same cluster is \/§Rj and the second term is because the the
communication distance of the TX-RX pair in Fftj is upper
bounded by R;. In addition, since we have le > pJ , ,Vh > 2

we know PJ > 2P7, Vh > 2 leading to Pj — P/, > —¢ Vh >

2. By above results, we obtain (3]
r,>pP-pP)— > 9 2 4
= B R, TR 2 VAR LT

Recall that R;_; < rg, < R; according to the definition of  [5]
I, ] . Also, notice that R; = 2R;_; by definition. It follows
by using (26) that (b) of (23) can be upper bounded as in (27)
on the top of this page, where (a) is because log,(1+xz) < x
when z > 0; (b) is because ZZ‘{’ZI Pgh = PJ by definition;
and (c) is because |®;| < 25

We note that results in (23) and (27) can be applied when
J > 0,Vj. Then, by using (23), (25), (27), and R; = 2R;_1,
we can obtain:

Z Z rylog, | 1+

(6]
(7]
(8]

Puluu(")
ZkEFSt,k;éu Pplyuo

J>0 uEFij (28) [10]
1 /SN
< (a (3\/§+ 1) +2(2(v2 + 1))“) \oar .
By combining (20) and (28) and summing contributions in all (2]
time-slots and sub-channels, we can obtain Theorem 2, where
W = {wst, Vs, t},
. [13]
maxl, W0
TBgY D s Tw,, 108y <1 + —op >
Cyy = 29) [14
and [15]
_ 7B Zt Zs ZuEFRtO TuCu
Prp = e (30)
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