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Adiabatic behavior of an elliptical vortex in a time-dependent
external strain flow
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The adiabatic behavior of two-dimensional (2D) fluid vortices subject to slowly varying,
time-dependent external strain flows is studied theoretically, and experimentally using
magnetized non-neutral electron plasmas. Here the E × B drift dynamics of the electrons
perpendicular to the magnetic field are analogous to the motion of fluid vorticity under
the 2D Euler equations describing ideal fluids. A low-dimensional elliptical vortex patch
model is used along with a WKB approximation to derive a formula for the breaking of
an adiabatic invariant due to the changing external flow. The invariant is interpreted as
the amplitude of a perturbative oscillation about a stable fixed point corresponding to a
steady elliptical vortex. Smooth, hyperbolic tangent and piecewise linear ramp functions
are considered for the external strain time dependence. Standard exponential breaking is
observed in the former case, whereas the latter exhibits a power-law breaking curve with
periodic modulation. It is found that a driving term in the equations of motion contributes
the majority of the breaking whereas the frequency variation plays a weaker, but significant
role. The experimental data agree closely with the theoretical model. The most significant
deviation is due to inviscid damping behavior associated with the smooth edges of the
experimental vortices, which tends to reduce the amplitude of the oscillation. The results
are compared and contrasted with other related experimental, numerical, and theoretical
work.
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I. INTRODUCTION

Adiabatic behavior is a special case of time-dependent perturbation theory in both classical and
quantum mechanics involving oscillatory systems with parameters that vary slowly in time [1–3].
In the classical regime, an approximate conservation law arises due to a separation between the
oscillation period T and the characteristic timescale τ of the parameter variation. The conserved
quantities are known as adiabatic invariants, and their defining feature is that the invariance is broken
by an amount which approaches zero as τ/T → ∞. Adiabaticity provides a powerful constraint on
rapid oscillatory motion across a broad range of systems, especially in cases with complicated time
dependence that would otherwise render the problem intractable. These ideas have been particularly
fruitful in the analysis of charged particle motion in the context of plasma physics and astrophysics
[4–9], as well as in the fields of atomic physics [10] and fluid dynamics [11–13].

Here we consider the example of a rotating, two-dimensional (2D) fluid vortex subject to an
externally imposed shear or strain flow which changes slowly in time. In the case of a piecewise-
constant vorticity distribution known as a vortex patch [14] subject to a constant external flow,
Moore and Saffman [15] and Kida [16] obtained exact solutions to the Euler equations describing
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ideal (inviscid, incompressible) fluids. When the shear or strain rate is strong enough relative to the
vorticity, the vortex is destabilized and stretched into a thin filament. For weaker external flows, the
vortex patch can assume a steady elliptical shape or experience periodic elliptical distortions. When
the shear or strain rate is taken to be a function of time, the resulting behavior can be complicated and
possibly chaotic [17,18]. However, if the vortex rotates rapidly relative to its changing environment,
then the tools of adiabatic theory can be employed. Exponential breaking of an adiabatic invariant
related to Kida’s periodic solutions [16] has been demonstrated using numerical simulations of
vortex patches moving past boundary features [13]. The more complicated case of a vortex with a
smooth, continuous vorticity profile has also been investigated numerically, showing that the outer
layers are progressively stripped away by the external flow while the stable interior remains elliptical
[11,12]. However, detailed modeling of the adiabatic breaking and experimental studies have not yet
been conducted.

In this paper we report experimental investigations and theoretical analysis of the adiabatic
behavior of an elliptical vortex in an ideal 2D fluid in response to an external strain flow where
the strain rate is ramped upward in time. The data are acquired using pure electron plasmas in the
laboratory, for which the E × B drift dynamics perpendicular to the magnetic field are analogous
to those of an ideal 2D fluid, with electron density playing the role of fluid vorticity [19,20].
Exponential breaking of an adiabatic invariant related to periodic elliptical distortions of the vortex
[16] is observed in response to a smooth, hyperbolic tangent ramp function. In the case of a
piecewise linear ramp function, the breaking is described by a power-law envelope with periodic
modulation, similar to the results of Refs. [7,8]. Using the Kida model of an elliptical vortex patch
in an external flow [16,17,21] along with the WKB method, an expression is derived for the change
in the invariant as a function of the ramp rate. In contrast with previous work [1,7,8,22], it is shown
that the breaking is predominantly due to a driving term in the equations of motion, with frequency
variation playing a weaker but significant role. The data are in close agreement with the model,
except for a slight departure due to an inviscid damping effect [23–26] associated with the realistic
smooth edges of the experimental vortices.

Ideal 2D fluids are among the simplest nonlinear fluid systems and therefore provide an important
setting for understanding the dynamics of coherent flow structures and turbulence [27,28]. They are
described by the Euler equations(

∂

∂t
− ∇ψ × ẑ · ∇

)
ω = 0, ∇2ψ = ω, (1)

where ψ is the stream function, v = −∇ψ × ẑ is the flow velocity, and ω = ∇ × v is the vorticity,
or local rotation rate of the fluid. Variants of Eqs. (1) are used widely to model geophysical [29–32]
and astrophysical [33,34] fluids as well as strongly magnetized plasmas [23,35–37]. The (general-
ized) vorticity in such systems has a tendency to self-organize into stable, quasiaxisymmetric clumps
which are commonly known as vortices. However, these structures are often embedded in external
flow patterns due to boundaries and/or other vortices, which can cause them to deform. Shear and
strain flows are the lowest-order local approximations to the external flow with nonzero velocity
gradient, and are therefore expected to have the strongest influence. Thus, developing a precise
understanding of the stability and dynamics of vortices in response to external flows is an important
goal. This is particularly true in the context of fluid turbulence where nonlinear vortex interactions
are strong and frequent, and persistent vortices are a source of intermittency that frustrates attempts
at homogeneous modeling [38].

Non-neutral pure electron plasmas present a unique opportunity to study ideal 2D fluids exper-
imentally due to weak dissipation, precise electrical control over boundary conditions, and ease
of high-resolution diagnosis using a phosphor screen and a CCD camera [39–41]. The fluid-like
behavior of such plasmas is due to a mathematical isomorphism between the Drift-Poisson equations
describing the E × B drift dynamics of the electrons perpendicular to the strong magnetic field and
the 2D Euler equations (1) describing ideal fluids [19,20]. This analogy has facilitated significant
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progress in 2D vortex dynamics, including studies of vortex merging [42–44], the formation of
vortex crystals [45,46], and a variety of other interesting results. By manipulating the boundary
conditions of the plasma containment device using the rotating wall technique [47–49], electron
vortices can be prepared with quasiflat, patchlike vorticity profiles. Recently, the boundary control
capability has been used to subject these vortices to external strain flows, providing an experimental
test of the vortex patch model under constant strain [50,51]. Here we extend these studies to the case
of time-dependent strain, for which adiabatic evolution is perhaps the simplest example.

Steady, nonaxisymmetric electron plasmas have been produced and studied previously [52–54],
and adiabatic behavior of diocotron modes with azimuthal wave number m = 1 has been inves-
tigated [8,53] (in contrast with the m = 2 elliptical deformations studied here). However, these
experiments were not consistent with a rigorous 2D fluid description due to the low aspect ratio of
the confinement device. Adiabaticity is often presented using the example of a harmonic oscillator
where the frequency varies smoothly in time, resulting in exponential breaking. References [1,7,8]
also consider nonanalytic (e.g., piecewise) ramps which give rise to power-law breaking curves.
However, the more general case of adiabatic behavior involving an oscillator with both a driving
term and frequency variation has not been discussed widely in the literature.

This paper is organized in the following way: In Sec. II the adiabatic breaking curves are com-
puted analytically using the Kida elliptical vortex patch model along with a WKB approximation.
In Sec. III details of the experimental procedure are given, including further discussion of the
analogy between 2D fluids and electron plasmas. In Sec. IV the experimental data are presented
and compared to the theoretical model. In Sec. V the results are discussed and compared with other
related experimental, numerical, and theoretical work. Finally, in Sec. VI a summary is given along
with an outlook toward future work.

II. THEORETICAL ANALYSIS

A. Details of the elliptical vortex patch model

The calculation that follows concerns vortex patches [14] subject to external strain flows in ideal
2D fluids described by Eqs. (1). The vorticity is treated as piecewise constant ω0 inside an elliptical
region, and zero elsewhere. The ellipse is described by an aspect ratio λ ≡ a/b and an orientation
ξ , where a and b are the semimajor and semiminor axes. Due to incompressibility, the area of the
ellipse πab is a constant, but (λ, ξ ) can evolve dynamically. The stream function and velocity field
of the external strain flow are given by

ψext = 1
2ε(x

2 − y2), vext = ε(yx̂ + xŷ), (2)

where ε is the strain rate and the strain axis (i.e., the direction of the positive eigenvector) is inclined
at an angle π/2 relative to the x axis. The centroid of the ellipse is located at the origin, so m = 1
translational motion of the vortex does not occur.

For constant strain rates dε/dt = 0, Moore and Saffman [15] found stable and unstable equilibria
of this system when the strain-to-vorticity ratio ε/ω0 is below a critical threshold, whereas Kida
[16] found exact dynamical solutions including stable and unstable orbits in phase space. These
solutions can be thought of as generalizations of Kelvin’s m = 2 vortex surface waves [14]. They
correspond to the lowest-order deformation in the truncated moment model of vortex interactions
given by Ref. [21]. This work showed that the strained vortex patch system can be described by the
Hamiltonian

H (λ, ξ ) = 2ε sin(2ξ )
1 − λ2

λ
+ 2 ln

[
(1 + λ2)

λ

]
, (3)

where ξ is defined relative to the strain axis, and all time and frequency scales (including the
parameter ε) are henceforth normalized to the constant ω0. The effect of external shear which
was included in earlier analyses [15–17,21] is neglected here since the shear flow component is
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FIG. 1. Contours of H (blue lines) given by Eq. (5) are shown for ε = (a) 0.04, (b) 0.087, and (c) 0.14,
along with the separatrix (thick black line) and center point (red dot). A saddle-node bifurcation occurs at
εc ≈ 0.15. The initial condition (p, q) = (0, 0) corresponding to a circular vortex loses stability at ε ≈ 0.123,
between panels (b) and (c).

somewhat more difficult to produce experimentally than the strain. The orbits due to the external
shear are similar to those due to the strain. The key qualitative difference is that the shear is a
signed quantity either parallel or antiparallel to the vorticity, whereas a sign change of the strain rate
amounts to a trivial π/2 rotation of the system.

Although (λ, ξ ) are intuitive parameters of the ellipse geometry, they are not canonical variables
of the system due to the symmetries (λ, ξ ) → (1/λ, ξ + π/2) and ξ → ξ + π . A suitable set of
canonical variables and the corresponding Hamiltonian are given by [17]

(p, q) =
[
2(λ − 1)2

λ

] 1
2

(cos 2ξ, sin 2ξ ), (4)

H (p, q) = 2 ln

(
p2 + q2 + 8

2

)
− εq(p2 + q2 + 8)

1
2 . (5)

The phase portrait for Eq. (5) contains a stable center point and an unstable saddle point for
small ε which undergo a saddle-node bifurcation at εc ≈ 0.15. The fixed points correspond to the
steady elliptical equilibria described by Moore and Saffman [15]. The saddle defines a separatrix
surrounding the center, inside which exist stable periodic orbits corresponding to the nutational
or rotational motion described by Kida [16]. The frequency ν of the periodic orbits is a function
of energy, approaching zero at the separatrix. Outside the separatrix are open orbits for which
λ(t ) → ∞ as t → ∞, meaning that the elliptical vortex is stretched indefinitely into a thin sheet,
or “destroyed” due to the strain. For ε > εc no stable orbits or equilibria exist. The phase portrait in
terms of (p, q) is shown in Fig. 1 for a few values of the strain parameter ε including (b) the value
εf = 0.087 corresponding to the terminus of the ramps used in the experimental work.

When the strain rate in the Kida vortex patch model is taken to be a function of time, the dynamics
given by Eq. (5) can be complicated and possibly chaotic [17]. However, when the strain varies
slowly relative to the vortex rotation, the dynamics are constrained by the adiabatic theorem, which
states that the action

I = 1

2π

∮
pdq (6)

is an approximate constant of the motion provided that time-varying parameters in the Hamiltonian
change slowly compared to the oscillation frequency ν, where the integral is evaluated over the
cycle of a periodic orbit [2,3]. Validity of the adiabatic theorem is determined by the condition

γ ≡ 1

ν

dε

dt
� 1, (7)
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where γ is the dimensionless adiabaticity parameter that quantifies the separation of timescales
between the oscillator and its changing environment. A system satisfying this condition behaves
adiabatically when the change in the invariant �I = |I (t ) − I (0)| → 0 as γ → 0 over a sufficiently
long time t . The invariant is said to be conserved to some order Z in the small parameter γ if
�I ∝ γ Z . Standard treatments of adiabaticity consider smooth, analytic ramp functions for the time-
dependent parameter, for which I is conserved to all orders and so �I ∝ exp(−1/γ ). Alternatively,
ramps which are not infinitely differentiable result in finite Z and therefore power-law adiabatic
breaking [1,7,8].

For this work, the initial conditions are taken as ε(t = 0) = 0 and λ(t = 0) = 1 or (p, q) =
(0, 0), corresponding to an initially circular vortex in the absence of strain. This initial condition is
chosen since axisymmetric vortices arise naturally in the experiments. Therefore, I (t = 0) = 0, and
so adiabatic breaking results in small nonzero I associated with perturbative orbits about the center
point as ε increases, where I corresponds to the amplitude of the orbit. Many studies of adiabatic
systems focus on oscillations with finite initial amplitude where the normalized action �I/I is
used as a breaking metric. This definition is not appropriate for the zero-amplitude, zero-strain
initial condition considered here. Since adiabaticity is defined by the behavior of �I (γ ) regardless
of normalization [2,3], it is more useful to compare �I with the action at the separatrix, or that
for which nonlinearity becomes important. This system can also exhibit adiabatic behavior when
initiated at zero amplitude with finite strain, or at finite amplitude with zero strain. However,
when initiated at zero amplitude (on the stable fixed point), frequency variation alone cannot cause
adiabatic breaking; a driving term is required to displace the system from its equilibrium.

In the nonadiabatic limit γ → ∞, the strain rate changes instantaneously from zero to some
value ε. In this case the dynamics are simply given by the Kida solution [16] corresponding to
Eq. (5) with constant ε and initial condition (p, q) = (0, 0). The action I increases with ε as the
fixed point is moved farther from the origin, until the orbit collides with the separatrix at ε ≈ 0.123
and loses stability. Further details of this situation and corresponding electron plasma experiments
are presented in Refs. [50,51].

The strategy of the adiabatic breaking calculation is as follows. First, the frequency and fixed
point location are expanded in ε, and small-amplitude excursions about the fixed point are assumed,
yielding a harmonic system with a driving term and time-varying frequency. Second, solutions for
the driven system are written in terms of the homogeneous solutions using the Green’s function for
a general second-order initial value problem. Here we consider two types of ramp function for the
strain ε(t ), a smooth hyperbolic tangent function given by

ε(t ) = 1

2
εf

[
1 + tanh

(
t − t0

τ

)]
, (8)

and a piecewise (nonanalytic) linear ramp function given by

ε(t ) =
{
εft/tf , (0 � t < tf )

εf , (t � tf ),
(9)

where t0, τ , tf , and εf are constant parameters. In the case of the linear ramp, the homogeneous
solutions are expressed using a WKB expansion to account for slow frequency variation, and the
resulting equations are integrated in order to arrive at approximate analytical expressions for the
adiabatic breaking.

B. Expansion about the stable equilibrium

Fixed points (p0, q0) of the Kida system are found by differentiating Eq. (5), resulting in p0 = 0
and q0 > 0 given by the solution to

q60 + 16q40 + 4(20 − 1/ε2)q20 + 128 = 0. (10)
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FIG. 2. Accuracy of approximations used in the calculation. (a) Center point locations q0 given by Eq. (11)
at first (dashed red), third (dotted blue), and fifth (dash-dot magenta) order in ε are compared to the solution
of Eq. (10) for the center point (solid black) and the saddle point (dashed black). (b) The oscillation frequency
ν given by Eq. (15) at second (dashed red) and fourth (dotted blue) order in ε are compared to the numerical
solution (black). The relative errors of the approximations to (c) q0 and (d) ν are given. The maximum strain
εf = 0.087 used in the experiments is indicated in each panel (dotted, vertical).

Expanding Eq. (10) in small ε yields

q0 ≈ 4
√
2[ε + 10ε3 + 214ε5 + O(ε7)]. (11)

The accuracy of the different orders of approximation to q0(ε) is shown in Fig. 2(a) by comparing to
the solution of Eq. (10). For small perturbations about the center point (p, q) = (p0 + δp, q0 + δq)
such that ∣∣∣∣H (p, q) − H0

H× − H0

∣∣∣∣ � 1, (12)

whereH× andH0 are the energy at the saddle and center point, respectively, Eq. (5) can be expanded
at second order to yield

H2 = H0 + 1
2A(ε)[q − q0(ε)]

2 + 1
2B(ε)p

2, (13)

where

A(ε) = 1

2

∂2H

∂q2

∣∣∣∣
(p0,q0 )

≈ 1

2
[1 − 24ε2 − 240ε4 + O(ε6)],

B(ε) = 1

2

∂2H

∂ p2

∣∣∣∣
(p0,q0 )

≈ 1

2
[1 − 8ε2 − 96ε4 + O(ε6)]. (14)

Equation (13) describes driven harmonic motion with frequency

ν = (AB)
1
2 ≈ ν0[1 − 16ε2 − 100ε4 + O(ε6)], (15)

where ν0 = 1/2 is the linear frequency for small amplitude m = 2 Kelvin waves when ε → 0 [14]
[note that a factor of 2 arises due to the relationship between ξ and (p, q)]. For a harmonic oscillator,
Eq. (6) reduces to

I = H/ν. (16)
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FIG. 3. The action I is plotted versus H for numerical solutions to Eq. (6) (solid black) and the harmonic
oscillator formula, Eq. (16), where the frequency is approximated at zeroth (dashed red) and fourth (dotted
blue) order in ε.

Since, at lowest nontrivial order q0 is linear in ε whereas ν is quadratic, the driving term is expected
to be the dominant source of adiabatic breaking.

The accuracy of the expansion in Eq. (15) is compared to the numerical solution in Fig. 2. The
expansions of ν and q0 lose convergence as the saddle-node bifurcation at εc ≈ 0.15 is approached,
but for the maximum strain rate εf = 0.087 used in the experiments presented here, they are
appropriate. The accuracy of the harmonic oscillator approximation in Eq. (13) is shown in Fig. 3,
where numerical solutions to Eq. (6) are plotted versus H from H0 to H×, along with Eq. (16) where
the frequency is approximated at zeroth and fourth order in ε. The harmonic approximation loses
validity for larger amplitude orbits near the separatrix due to nonlinearity (as the orbits become
nonelliptical). The largest value of action obtained in the experimental work due to adiabatic
breaking is I ≈ 0.02, whereas the action at the separatrix is I ≈ 1.9 for εf = 0.087, and so the
harmonic approximation is well justified.

C. Solutions for the driven oscillator with constant frequency

Implementing Hamilton’s equations, Eq. (13) is expressed as a linear second-order ordinary
differential equation in self-adjoint form,

d

dt

(
q̇

B

)
+ Aq = Aq0, (17)

where q̇ ≡ dq/dt . The general solution is then given in terms of the homogeneous solutions q1, q2
by

q(t ) =
∫ t

−∞
dt ′ν2(t ′)q0(t ′)g(t, t ′), (18)

where

g(t, t ′) =
{0, t < t ′

q1(t )q2(t ′ )−q2(t )q1(t ′ )
W (t ′ ) , t � t ′

(19)

is the Green’s function obtained by the method of variation of parameters, and

W (t ) = q̇1(t )q2(t ) − q̇2(t )q1(t ) ∝ B(t ) (20)
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is the Wronskian. Through repeated integration by parts, Eq. (18) and its time derivative are
expressed in a more convenient form:

q(t ) − q0(t ) =
∫ t

−∞
dt ′ q̇0(t ′)

q1(t )q̇2(t ′) − q2(t )q̇1(t ′)
W (t ′)

, (21)

q̇(t ) =
∫ t

−∞
dt ′ q̇0(t ′)

q̇1(t )q̇2(t ′) − q̇2(t )q̇1(t ′)
W (t ′)

. (22)

Using these expressions, the action at time t can be evaluated as

I (t ) = H

ν
= 1

2ν

[
A(q − q0)

2 + q̇2

B

]
, (23)

where, in general, all quantities depend on time either directly or indirectly through ε(t ).
At lowest order in ε, q0 = 4

√
2 ε and ν = ν0, so the frequency is constant and the adiabatic

breaking is due entirely to the driving term. In this case the homogeneous solutions are q1,2 =
exp(±iνt ), and the action is given by

I = A

2ν

∣∣∣∣
∫ t

−∞
dt ′ exp(iνt ′)q̇0(t ′)

∣∣∣∣
2

. (24)

For the hyperbolic tangent ramp defined by Eq. (8), evaluation of Eq. (24) at t → ∞ yields the
action at lowest order

I (τ ) = π2ε2f τ
2csch2

(
πν0τ

2

)
. (25)

For the linear ramp defined by Eq. (9), this calculation gives the action at second order in the small
parameter εf/tf at time t � tf ,

I2(tf ) = 256

(
εf

tf

)2

sin2
(

ν0tf
2

)
. (26)

The breaking curve given by Eq. (25) for the smooth hyperbolic tangent ramp has the expected
exponential behavior as τ → ∞, implying conservation of an adiabatic invariant to all orders in the
small parameter γ . For the linear ramp, the breaking curve given by Eq. (26) is a power law I ∝ t−2

f ,
with periodic zeros corresponding to integer multiples of the m = 2 Kelvin wave period.

D. WKB solutions accounting for frequency variation

At higher order in ε, variation in the oscillation frequency must be taken into account, and so the
homogeneous solutions are expressed using a WKB approximation of the form

q1,2(t ) =
(B
A

) 1
4

exp

[
±i

∫ t

0
ν(t ′) dt ′

]
, (27)

where ν(t ) is given by Eq. (15). Inserting Eq. (27) into Eqs. (21) and (22) results in

q(t ) = q0(t )
∫ t

−∞
dt ′ q̇0(t ′)

[(
BA′

AB′

) 1
4

cos(� − �′) +
(

Ḃ′

4B′2 − Ȧ′

4A′B′

)(
BB′

AA′

) 1
4

sin(� − �′)

]
,

(28)

q̇(t ) =
∫ t

−∞
dt ′ q̇0(t ′)

(
BB′

AA′

) 1
4
{[

νν ′ + (AḂ − BȦ)(A′Ḃ′ − B′Ȧ′)
16ABA′B′

]
sin(� − �′)

B′

+
(
BB′

AA′

) 1
4
(
Ȧ′

A
− Ḃ′

B

)
A′

4ν ′ cos(� − �′)
}
, (29)

where A′ ≡ A(t ′), Ȧ′ ≡ dA′/dt ′, etc., and � ≡ ∫
ν dt .

054703-8



ADIABATIC BEHAVIOR OF AN ELLIPTICAL VORTEX IN …

Finally, choosing the linear ramp function defined by Eq. (9), all quantities in Eqs. (28) and
(29) are expressed as functions of time at the desired order in the small parameter εf/tf , and it is
assumed that εf � 1 and ε2f tf � 1 as well. The integrals are performed analytically using symbolic
mathematics software, and the action is evaluated using Eq. (23). The final action at fourth order is

I4(tf ) = I2(tf ) + 512

3

(
εf

tf

)4

sin

(
ν0tf
2

)[
3(21t2f − 304) sin

(
ν0tf
2

)

− 4tf (t
2
f − 54) cos

(
ν0tf
2

)
+ 12tf cos

(
3ν0tf
2

)
, (30)

where I2(tf ) is given by Eq. (26). Due to increasing complexity, higher-order expressions are not
shown here. This procedure is useful for (piecewise) polynomial ramps such as Eq. (9) since the
integrals can be expanded in the small parameter εf/tf ; however, such an expansion is not possible
for the hyperbolic tangent ramp, and so the integrals are difficult to carry out. In Sec. IV the above
formulas are compared to experimental data and numerical solutions of the Kida system defined by
Eq. (5), and the results are discussed.

E. Generalization to smooth vorticity profiles

Due to its simplicity, the low-dimensional vortex patch model is a useful tool that can yield con-
venient analytical results. However, it is also a highly idealized description featuring an unphysical
infinite vorticity gradient at the edge of the vortex. Thus, it is important to consider how adiabatic
behavior might be studied theoretically when the vorticity profile is taken to be smooth, especially
when comparing to experimental data such as presented in Sec. IV. Although a thorough treatment
of this subject is outside the scope of the present work, two possible approaches are identified here.

One approach consists of approximating a smooth profile using multiple nested elliptical patches
[12,55]. An equilibrium configuration can be found where each patch assumes a different aspect
ratio. An adiabatic invariant associated with small-amplitude oscillations can be identified for each
patch, and so the vortex as a whole approximately preserves the sum of these invariants. This
technique can fail due to destabilization of outer low-vorticity patches [11,12], or due to neglect
of m > 2 deformations which arise from interactions between the patches.

Another approach is to model the smooth vortex as a collection of point vortices (PVs) whose
dynamics are described by the Hamiltonian [14]

H = �

N∑
i=1

ψext (ri, t ) − �2

4π

N∑
i=1

N∑
j=1

(1 − δi j )G(ri, rj), (31)

where � is the PV circulation, ψext is the stream function associated with the boundary conditions,
δi j is the Kronecker delta function, G(ri, rj) = ln |ri − rj| is the Green’s function for the Poisson
equation in two dimensions (assuming the PVs are far away from boundaries), and N is the total
number of PVs. The canonical variables for this system are proportional to the spatial coordinates
of the PVs, (pi, qi ) = �

1
2 (yi, xi ). In the limit N → ∞, Eq. (31) closely approximates the dynamics

of the 2D Euler equations (1) [56]. Within a steady elliptical vortex consisting of many PVs, the
macroscopic PV motion is described by periodic orbits about the vortex center along elliptical
streamlines. Thus, as the external strain is varied slowly, each PV approximately preserves its own
adiabatic invariant given by Eq. (6), which is proportional to the area enclosed by the streamline it
follows. The vortex as a whole then preserves their sum

I = �

2π

N∑
i=1

∮
yi dxi. (32)

054703-9



HURST, DANIELSON, DUBIN, AND SURKO

The assumption of adiabaticity fails when the PV orbits become sufficiently slow, which may occur
for the outermost PVs nearest to the stream function separatrix, and so adiabatic breaking is expected
to be strongest for the outer part of the distribution.

Using approximate models of smooth vortices such as multiple nested elliptical patches or point-
vortex distributions in the large N limit, the notion of vortex adiabaticity can be extended to smooth
vorticity profiles, at the cost of higher dimensionality relative to the simple elliptical patch model
described by Eq. (5). These descriptions should reduce to the results of the single patch model
described above when the spacing between the multiple patches vanishes, or when the PVs are
arranged uniformly in an elliptical region.

III. EXPERIMENTAL PROCEDURE

A. The analogy between electron plasma and 2D fluid

The correspondence between magnetized electron plasma and ideal 2D fluid has been discussed
extensively in the literature [20,23,39,43,45,50,57,58], and so only a brief review is given here.
Typically, these experiments use a cylindrical electrode structure called a Penning-Malmberg trap
where electron confinement is achieved using an applied magnetic field B = Bẑ and an electrostatic
potential well φ(z) [59,60]. Electrons in the trap bounce axially between the electrostatic barriers
at frequency fb = v̄/2L where v̄ = √

T/m is the thermal velocity, T and m are the electron
temperature and mass, and L is the trap length. Perpendicular to the magnetic field, they perform
small-scale, high-frequency gyro-orbits (also known as cyclotron orbits) at frequency fg = eB/m
where e is the electron charge, as well as slower guiding-center drift motion with velocity (SI units)
[5]

v = E × B
B2

= −∇φ × ẑ
B

, (33)

where E is the electric field. The cylindrical distribution of electrons creates a radial electric
field which causes it to rotate due to the drift motion at the characteristic “vortex” frequency
fv = en/2ε0B, where ε0 is the permittivity of free space and n is the electron density. Dissipation is
caused by like-particle collisions which occur at a rate per particle given roughly by fc = nv̄e4/T 2

[61]. In typical conditions the frequency scales are ordered as

fg � fb � fv � fc, (34)

and the spatial scales are ordered as

rg � rv < rw � L, (35)

where rg = v̄/ fg is the gyro-radius, rv is the characteristic scale of the drift motion (e.g., the
vortex or plasma radius), and rw is the inner wall radius of the cylindrical trap. These conditions
are met primarily due to relatively low plasma density, high magnetic field, and high trap aspect
ratio L/rw. Therefore, on the frequency scale fv , the rapid bounce motion and gyro-motion can
be time-averaged and the dissipation neglected, resulting in a description of the electrons as thin,
collisionless cylinders of charge of radius rg drifting about the trap.

Under the orderings (34) and (35), the electron drift dynamics are described by the point vortex
Hamiltonian given by Eq. (31), where the circulation � is replaced with the charge per length e/L
and the stream function due to the boundary ψext is replaced with the electric potential φext [60].
Thus, the dynamics of the individual electrons are analogous to those of point vortices in an ideal 2D
fluid. Similarly, the adiabatic invariants associated with individual point vortices are identified as the
magnetic flux invariants of the charged particle motion, which are proportional to the area enclosed
by the drift orbits when the magnetic field is constant [5,8]. When the density is sufficiently high, the
electrons can be treated as a continuum represented by n(x, y), just as a collection of point vortices
can be approximated by a smooth vorticity function ω(x, y) [56]. In the continuum limit, the drift
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FIG. 4. The 8ST experimental apparatus. (a) A schematic diagram of the electrode structure, including
solid electrodes I, III, and V, the eight-segment electrode II, and a four-segment electrode IV. Also shown are
the electron gun (left), the phosphor screen and CCD camera diagnostic (right), and the plasma (blue). (b) A
diagram of the segments of electrode II electrically biased in a quadrupole pattern with voltages +V (red), −V
(blue), and 0 (gray), the resulting streamlines of the E × B strain flow (black), and the initially circular plasma
(blue). (c) Measured initial radial vorticity profile (solid) and a fit function (dotted, see text for details).

dynamics are described by the drift-Poisson equations(
∂t − 1

B
∇φ × ẑ · ∇

)
n = 0; ∇2φ = en

ε0
, (36)

where all quantities are independent of the axial coordinate z. Equations (36) are isomorphic to
Eqs. (1) under the transformations ω → en/ε0B and ψ → φ/B [19,20]. In this way, ideal 2D fluids
obeying Euler equations can be studied in the laboratory by using pure electron plasmas as a proxy
system, where the electron density is analogous to the fluid vorticity and the electric potential is
analogous to the fluid stream function. Advantages of using electron plasmas to study 2D fluids
include precise electrical control over the initial conditions and boundaries [41,49,53,62], the ability
to rapidly vary experimental parameters (e.g., relative to water tank experiments [63] or numerical
methods), and very weak dissipation.

B. The eight-segment trap apparatus

The experiments presented here use a specialized Penning-Malmberg device called the eight-
segment trap (8ST) [41,50,51,64] in which an electrode with eight azimuthal segments extends over
the entire plasma length, thus allowing for the imposition of boundary conditions φext (rw, θ ) while
preserving the 2D fluid dynamics. The apparatus is shown schematically in Fig. 4(a), including
a heated-cathode electron gun (left), solid confinement electrodes (I, III, V), the eight-segment
electrode (II), a four-segment electrode (IV), and a diagnostic consisting of a phosphor screen and
a CCD camera (right). The entire electrode structure is 0.44 m in length, electrode II is 0.26 m in
length, the inner radius of the electrodes is rw = 13 mm, the applied magnetic field is B = 4.8 T, and
the system is held at ultrahigh vacuum conditions with pressure ∼10−9 torr. The plasmas described
here have temperature T ∼ 0.1 eV, length L ≈ 0.24 m, particle number N ≈ 1.2 × 108, and density
n ≈ 5.8 × 1013 m−3, and so fg = 134 GHz, fb ≈ 300 kHz, and fv ∼ 20 kHz, fc ∼ 3 kHz, and the
assumptions given in Eqs. (34) and (35) regarding the plasma/fluid correspondence are satisfied to
at least an order of magnitude.

The segments of electrode II are electrically biased to voltages (V, 0,−V, 0,V, 0,−V, 0) begin-
ning along the positive x axis, as shown in Fig. 4(b). This produces an approximately quadrupolar
potential near the origin which gives rise to an E × B strain flow of the same form as Eq. (2),
where ε ≈ 1.8V/ε0Br2w is the strain rate [41]. By varying the applied voltage V over time, the strain
rate is ramped according to a smooth hyperbolic tangent given by Eq. (8) or a piecewise linear ramp
function given by Eq. (9), where the final (maximum) strain is εf = 0.087 for all data presented here.
This value was chosen to be large enough to produce significant elliptical distortions with λ ∼ 1.5,
yet small enough to avoid nonlinear effects and separatrix crossing near the elliptical vortex patch
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FIG. 5. Measurements of the vorticity (color map) are shown along with calculations of the stream function
(gray lines) and its separatrix (thick black line) for a strain flow where the strain rate is ramped according to
a hyperbolic tangent function given by Eq. (8) with t0 = 24.1, τ = 8.76, and t = (a) 13.1, (b) 19.7, (c) 26.3,
(d) 32.9, and (e) 39.4, corresponding to ε/εf = (a) 0.08, (b) 0.27, (c) 0.62, (d) 0.88, and (e) 0.97. The vorticity
data are truncated for ω/ω0 < 0.02 to remove noise.

bifurcation at εc ≈ 0.15 [15]. For the hyperbolic tangent ramps, t0/τ is chosen to be large enough
that the discrete jump �ε ∼ 10−4 when the waveform is triggered at t = 0 is not important.

During an experimental run cycle, initial electron vortices are prepared with axisymmetric vortic-
ity (density) profiles that are centered on the origin, as depicted in Fig. 4. First, electrons are injected
into the trap using the heated cathode, and trapped between negatively biased electrodes I and V.
Then any residualm = 1 diocotron oscillation [65] is damped using a feedback circuit applied to two
of the four unused (V = 0) segments of electrode II, so as to position the plasma density centroid as
close as possible to the origin. Next, the plasma density profile n(r) is compressed and shaped using
the rotating wall technique [66], where oscillating electric potentials are applied to electrode IV.
Finally, the confinement region is shortened by negatively biasing electrode III such that the plasma
is isolated under electrode II (the remaining plasma in the electrode IV region is discarded). For
the data presented here, the vorticity profile is closely approximated by ω(r) = ω0 exp[−(r/rv )α],
where the peak vorticity is ω0 = 219 krad/s, the vortex radius is rv = 1.63 mm, and the smoothness
parameter is α ≈ 8, as shown in Fig. 4(c).

Once the desired initial vortex is obtained, the external strain flow is applied and the vorticity
ω(x, y) is allowed to evolve for some time, until it is diagnosed destructively by accelerating the
plasma onto a phosphor screen biased to +5 kV. The resulting light is imaged with a CCD camera
with pixel size rpix = 47 μm and peak signal-to-noise ratio ∼102. From this measurement and
knowledge of the boundary conditions, the Poisson equation is solved numerically to determine
the entire flow field ψ (r � rw, θ ). Ellipses are fit numerically using a least-squares routine to the
half-maximum vorticity contour (using pixels with 0.4 < ω/ω0 < 0.6), providing measurements
of the aspect ratio λ and orientation ξ of the elliptical deformations [41]. Run cycles are repeated
at roughly 15 s intervals in order to build up time-series data. An example of vorticity and stream
function measurements over time is shown in Fig. 5 for a hyperbolic tangent ramp function given by
Eq. (8) with t0 = 24.1, τ = 8.76, and t = 13.1 − 39.4. As the strain grows over time, the vorticity
assumes an approximately elliptical shape enclosed within the stream function separatrix, featuring
small deviations from a steady elliptical equilibrium [15] with orientation ξ = π/4 relative to the
strain axis.

C. Discussion of nonideal effects and systematic errors

The experimental methods discussed here are subject to two categories of errors. The first type
is due to insufficient separation of temporal and/or spatial scales as defined by Eqs. (34) and (35),
which causes some level of inconsistency with the 2D Euler equations (1). The second type includes
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systematic errors and uncertainties that arise within the context of ideal 2D fluid dynamics. While
many of these issues are discussed in Refs. [41,67], here we address those which are most relevant
to the present work.

Dissipation in pure electron plasmas, although weak and often negligible for fluid experiments,
differs in important ways from viscosity in traditional fluids described by the Navier-Stokes
equations. On sufficiently long timescales t > 1/ fc, electron collisions result in viscous momentum
transport [68]. However, since the viscosity is related to the electron density (vorticity), irrotational
regions of the flow outside of the plasma are inviscid. Furthermore, due to a strong constraint on
the total angular momentum in an azimuthally symmetric trap, the plasma cannot expand radially
[69], and so viscosity serves to redistribute rather than broaden the vorticity profile. In practice,
small asymmetries in the trap construction (e.g., gaps between the segments of electrode II) cause
slow radial expansion of the plasma [70]. The vortex Reynolds number, defined as the ratio of the
characteristic expansion time of the vortex to its rotation period 1/ fv , is of the order Re ∼ 106 for
the plasmas studied here [41]. In addition, dissipation is expected due to discrete particle effects
for vorticity features on spatial scales near the interparticle spacing (nL)−1/2 ∼ 0.2 μm ∼ 10−4 rv .
This can be an important consideration when studying thin vorticity filaments [64], but less so for
the large-scale m = 2 deformations studied here.

The 3D electric field used for axial confinement at the ends of the trap (near electrodes I and III)
gives rise to an approximately uniform background E × B rotation known as the “magnetron” drift
[71] at a frequency ∼150 Hz in the 8ST [41]. Although it is due to 3D physics associated with the
finite aspect ratio L/rw, at lowest order this effect amounts to the application of a background shear
flow in two dimensions, which is weaker than the peak vorticity by at least two orders of magnitude.
This could cause a slight change to the equilibrium aspect ratio of the elliptical vortex relative to the
prediction of Eq. (10), although it is expected to be a small effect.

Within the context of ideal 2D fluids, the duration of the experiment is limited by a translational
instability of the entire vortex due to the applied strain flow [51,54]. Since the strain flow geometry
is hyperbolic, the wave number m = 1 component of the vortex motion is unstable, causing an
exponentially growing displacement from the axis. When the vortex is sufficiently displaced, it
is subject to higher-order terms in the applied flow due to the discrete wall segments, as well as
image fields induced by proximity to the wall. Following the m = 2 strain flow, m = 6 is the next
largest term in the applied potential, and so higher-order effects are weaker by a factor of (r/rw )4

[41]. Additionally, the lowest-order image field correction regarding m = 2 plasma distortions is of
order (r/rw )4 [71]. In practice, a small DC voltage is applied to one unused (V = 0) segment of
electrode II in order to carefully center the initial vortex on the saddle point of the strain flow, thus
delaying the instability as long as possible. For the data presented here, the vortex displacements
are kept below r/rw ∼ 0.2 for the duration of the fluid experiments, which ranges from 150–300 μs
(t = 32.9–65.7) depending on the ramp parameters.

Finally, precise measurements of the aspect ratio and orientation of the elliptical vortex are re-
quired for studies of adiabaticity. The uncertainty of the least-squares fitting routine is found to be on
the order of �λ, �ξ ∼ 10−3 based on adjustment of the arbitrarily chosen half-maximum vorticity
window from 0.45 < ω/ω0 < 0.55 to 0.35 < ω/ω0 < 0.65. Reproducibility of the experimental
runs is the dominant source of uncertainty, with errors on the order of 10−2. This estimate represents
an aggregate of many small errors over the course of the initial vortex preparation [41].

In summary, the 8ST has been carefully designed to minimize nonfluid and nonideal effects,
allowing for precise study of vortex dynamics in the presence of external flows.

IV. EXPERIMENTAL DATA

Using the techniques described above in Sec. III, initially axisymmetric electron vortices with
quasiflat vorticity profiles are subjected to external strain flows where the strain rate increases
over time according to either a hyperbolic tangent or linear ramp function. The vortices deform
elliptically in response to the strain flow, and the aspect ratio and orientation (λ, ξ ) of the elliptical
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FIG. 6. Measurements of (a), (b) the aspect ratio λ, (c), (d) the orientation ξ , (e), (f) the action I , and (g),
(h) the corresponding hyperbolic tangent (left) and linear (right) ramp functions ε(t ) given by Eqs. (8) and (9).
For the hyperbolic tangent ramps τ = 4.38 (blue circles), 8.76 (red triangles), and t0 = 19.7, 24.1, respectively,
and for the linear ramps tf = 9.86 (blue circles) and 19.71 (red triangles). Also shown are (a)–(f) numerical
solutions of the elliptical patch system given by Eq. (3) (solid lines) and (a)–(d) the equilibrium aspect ratio λ0

and orientation ξ0 (dashed) at (g), (h) the maximum strain εf = 0.087 (dashed).

shapes are measured using a CCD camera diagnostic. The evolution of the experimental ellipse
parameters is then compared to numerical solutions of the Kida elliptical vortex patch system
defined by Eq. (3). Finally, the change in the adiabatic invariant I is computed from the experimental
data and from the numerical solutions, and these are compared to the analytical results given in
Sec. II.

Figure 6 shows experimental measurements and numerical simulations of λ, ξ , and I over time,
as well as the ramp functions ε(t ). The left and right columns show results for hyperbolic tangent
ramp functions defined by Eq. (8) and linear ramp functions defined by Eq. (9), including two
ramps which are relatively slow and fast for each case. At late times (t − t0)/τ � 1 in the former
case and t > tf in the latter, the ellipse parameters oscillate about their equilibrium values. The
slower hyperbolic tangent ramp results in smaller amplitude oscillations and therefore lower final
action compared to the faster ramp, as expected for an adiabatic system. The same trend is observed
for the linear ramps, although the difference between the fast and slow ramps is relatively small
once both have concluded. The slower linear ramp features a local minimum in the action at time
t ≈ 2π/ν0 corresponding to the first complete oscillation of the ellipse parameters, which is absent
for the faster ramp where tf < 2π/ν0.

The orbit trajectories in (p, q) space corresponding to the data in Fig. 6 are plotted in Fig. 7
for t > tf (linear ramp) or t > t98 (hyperbolic tangent ramp), where t98 ≡ t (ε = 0.98εf ) is chosen
arbitrarily as the effective terminus of the smooth ramp. The orbits spiral inward over time toward
the stable fixed point, corresponding to a decrease in the action relative to the constant-energy
orbits defined by Eq. (5). This behavior can also be observed in Fig. 6 where the action decreases
over time relative to the numerical solution. This is thought to be due to a spatial Landau damping
or critical-layer inviscid damping mechanism associated with the smooth edges, or finite vorticity
gradient, of the experimental vortices [23–26] which is not realized in the elliptical patch model.
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FIG. 7. Orbits in (p, q) space following the end of the ramp, for (a) hyperbolic tangent ramps with t > t98
and (b) linear ramps with t > tf . Parameters of the slow (red triangles) and fast (blue circles) ramps are identical
to those in Fig. 6. Also shown are contours of H (gray) given by Eq. (5) and the location of the stable fixed
point (black square) given by Eq. (10), for εf = 0.087.

Here energy is transferred from the elliptical oscillation of the vortex core to the low-vorticity outer
region at the “critical layer” where the fluid velocity is resonant with the oscillation. This behavior
has been studied for elliptical electron plasma vortices in the absence of external flows [24]. It has
also been observed in the 8ST for large-amplitude elliptical oscillations in the presence of strain
[51]. Such damping appears to be a ubiquitous feature of nonaxisymmetric vortices with realistic
smooth edges (e.g., when distorted due to external flows). Detailed investigation of this phenomenon
is left for future work.

As an experimental measure of the adiabatic breaking, I (t ) is calculated using Eqs. (13)–(16)
and averaged over the time window between t98 or tf and the end of the data set. The measurements
of I (t ) across this time window are shown in Fig. 8 for (a) the hyperbolic tangent and (b) the linear
ramp function. All cases show an overall decrease in I over time, consistent with the critical-layer
damping mechanism discussed above. For smaller action resulting from slower ramps, the data
show higher uncertainty between experimental runs as discussed in Sec. III. Additionally, for the
slower ramps, oscillations in I (t ) are observed at roughly the orbital frequency 2π/ν0, which may
be an indication of a mismatch between the orbit center and the fixed point location calculated by
Eq. (10). Although the exact source of this error is not known, it could be due to uncertainty in the
measurement of applied strain rate or vorticity [41], background shear due to the magnetron drift
associated with 3D electric fields at the end of the trap (see Sec. III), or possibly smooth-profile
effects involving the influence of the low-vorticity outer region on the vortex core [55].

The time-averaged measurements of the action I following conclusion of the ramps are plotted
versus the ramp rate in Fig. 8 for (c) hyperbolic tangent and (d) linear ramp functions, along with the
adiabatic breaking curves calculated in Sec. II and those obtained with numerical solutions to the
elliptical patch model defined by Eq. (5). For the hyperbolic tangent ramp, the data show standard
exponential breaking for τ � 7 as expected. However, they are shifted toward lower action relative
to the prediction of Eq. (25) and that of the numerical model, probably due to critical-layer damping.
For slower ramps and smaller action, the data approach a constant value of I ∼ 10−4, which likely
indicates the noise floor due to measurement uncertainty associated with the finite pixel resolution
of the CCD camera and/or errors in the least-squares ellipse fitting routine, as discussed in Sec. III.
Note that this value is similar to that observed for quasiaxisymmetric vortices early in the hyperbolic
tangent ramps shown in Fig. 6(e), where it is expected that I = 0. The analytical prediction of
Eq. (25) is slightly lower than that of the numerical model due to neglecting of frequency variation.

For the linear ramp function, the breaking curve is periodic within a power-law envelope with an
exponent of about −2 on both the upper and lower bound. The data are in close agreement with the
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FIG. 8. (a), (b) Measurements of I (t ) following the end of the ramps defined by t98 for hyperbolic tangent
functions (left) with τ = 4.38 (magenta triangles), 5.48 (blue triangles), 6.57 (green diamonds), 7.67 (red
squares), and 9.86 (black circles), and tf for linear functions (right) with tf = 6.57 (magenta triangles), 8.76
(blue triangles), 10.95 (green diamonds), 16.43 (red squares), and 21.9 (black circles). (c), (d) Adiabatic
breaking curves, where measurements of I are averaged over the time windows in (a), (b) and plotted versus
the ramp rates τ and tf . Also shown in (c), (d) are numerical solutions of the elliptical vortex patch system
given by Eq. (5) (solid black), the analytical predictions of Eqs. (25) and (26) for constant frequency (dashed
red), the sixth-order WKB solution (dotted blue), and t−2

f curves (dash-dot gray).

numerical model except that the minima and maxima are somewhat less extreme, possibly due to
smooth profile effects such as critical-layer damping. The constant-frequency solution of Eq. (26)
accounts for the majority of the breaking, although the period is shorter since dν/dε < 0. TheWKB
solution (shown here up to sixth order in ε) more accurately predicts the periodicity and breaking
amplitude, except in narrow regions near the minima where the error increases with tf due to neglect
of higher-order terms.

V. DISCUSSION

Here we have utilized the Kida equations describing an elliptical vortex patch in a strain flow
[16,17] in order to model the time-dependent behavior of a vortex as the strain is slowly turned on.
Experiments using electron plasmas have verified much of the analysis, including the predominant
effect of the driving term on the breaking of an adiabatic invariant related to periodic vortex
oscillations. In this section, we discuss these conclusions with respect to previous work.

Adiabatic behavior in the context of the Kida elliptical vortex patch model appears to have been
first studied using numerical experiments in Ref. [13]. Here image vorticity was induced in a nearby
boundary, causing the vortex patch to experience a shear flow at lowest order. The shearing rate was
varied temporarily as the vortex moved past a boundary feature, resulting in standard exponential
breaking of an adiabatic invariant, provided the vortex was sufficiently far from the boundary. The
experimental and theoretical work discussed above builds upon these ideas, providing a general
framework for understanding and predicting the adiabatic evolution of 2D vortices in external
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flows. By manipulating the boundary conditions directly, greater control over the properties of the
external flow is possible. The effect of the shear flow considered previously [13] and the strain flow
considered here on the vortex dynamics is expected to be qualitatively similar in the small-amplitude
limit [16]. Although yet to be demonstrated experimentally, applied shear flows can probably be
studied using the 8ST device by rotating the quadrupolar voltage pattern about the trap.

The behavior of a harmonic oscillator in response to frequency ramps of arbitrary form was
studied in Ref. [1] using a WKB analysis. It was found that when the frequency variation has
M continuous time derivatives, the adiabatic invariant is broken to M + 1 orders. In the work
presented here for linear strain ramps, since ν(ε) ∝ ε2 near ε = 0, then M = 1 and the breaking
due to frequency variation is expected to scale as t−2

f , in agreement with the experimental and
numerical results. However, the breaking shown in Fig. 8 is dominated by the driving term in the
equations of motion, which was not considered in Ref. [1], and also scales as t−2

f to lowest order.
Adiabaticity is often studied in the context of charged particle dynamics [5], typically either

in astrophysical scenarios or laboratory devices. Nonanalytic ramps were studied numerically
and theoretically in Ref. [7] with regard to electron gyro-motion subject to a changing magnetic
field. Here the periodic modulation of the breaking curves observed in Fig. 8(d) was explained as
originating from the relationship of the orbit period to the duration of the ramp. The periodic minima
correspond to complete action integrals given by Eq. (6) where the oscillator phase is identical at
the beginning and end of the ramp. When this condition is not met, then the incomplete portion of
the integral contributes additional breaking. The local minimum in I (t ) observed in Fig. 6(f) is a
further manifestation of this effect. Reference [7] also considered the influence of a driving term
due to a shift in the electron guiding center as it travels through a flaring magnetic field, although
they did not obtain analytic solutions in this case. Since the gyro-frequency is proportional to the
magnetic field, adiabatic behavior is not possible when the field approaches zero. In contrast, it is
possible here to study adiabatic ramps beginning at ε = 0 since the orbital frequency of the vortex
given by Eq. (15) is finite.

Similar adiabatic breaking curves were found in electron plasma experiments [8,53] regarding the
m = 1 diocotron mode (analogous to vortex Kelvin waves), in which the plasma executes circular
orbits about the trap due to image charge induced in the wall [65]. In this case the motion is
translational and the plasma is treated as a point charge (elliptical deformations similar to those
studied here were measured, but it was concluded that they were unimportant [8]). A wall segment
was biased in order to deform the circular orbit adiabatically, where a linear ramp function resulted
in power-law breaking with an exponent −1. The consistency of this behavior with the theoretical
arguments of Ref. [1] appears to be a consequence of a linear relationship between the oscillator
frequency and the segment voltage at finite amplitude, in contrast with the quadratic relationship
given here by Eq. (15). Furthermore, the biased segment causes a shift of the orbit center [72], and
therefore a driving term which was not considered in Ref. [8]. Finally, these experiments took place
in a short trap with aspect ratio L/rw ∼ 3, and so they were inconsistent with the assumptions
of the plasma/fluid analogy given by Eq. (35). A similar experiment obtained steady elliptical
plasmas, where 3D effects were accounted for with an empirical parameter [54]. Here the stable
fixed point described by Moore and Saffman [15] was derived independently, but adiabaticity was
not discussed.

Many studies of adiabaticity, including those mentioned above [1,7,8], involve oscillators which
are initiated at finite amplitude, for which the breaking depends on the initial phase. Alternatively,
the experiments presented here are initiated at zero amplitude (i.e., beginning on the stable fixed
point), in which case breaking is only possible with the inclusion of a driving term. This means that
the initial phase is arbitrary, and so this extra degree of complication is absent in the present work.

Interestingly, the steady elliptical vortex patch equilibria found by Moore and Saffman [15] are
identical to those of a steady elliptical current distribution in 2D ideal (nonresistive) magnetohydro-
dynamics (MHD) subject to an applied quadrupolar magnetic potential [73]. This correspondence
arises because the current density j in the MHD system follows a Poisson equation ∇2� = −μ0 j
where μ0 is the permeability of free space and � is the magnetic scalar potential in two dimensions,
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analogous to Eqs. (1) when the time derivative is set to zero. However, this correspondence is
independent of the analogy between pure electron plasmas and ideal fluids, and it does not extend
to dynamical behavior.

Similar adiabatic behavior can be expected in a variety of quasi-2D fluid and plasma systems
related to Eqs. (1), ranging from geophysical and astrophysical fluids [29,33] to accelerator beams
[37,65]. In particular, the Kida elliptical vortex patch model discussed here [16] has been imple-
mented in the analysis of Earth’s antarctic polar vortex [32] and geophysical storms elsewhere in
the solar system [30,31], as well as in protoplanetary disks [34]. Interestingly, breaking curves
resembling that in Fig. 8(d) have been obtained in quantum information experiments where trapped
ions are adiabatically shuttled between different spatial regions [10]. These examples demonstrate
the broad applicability of the adiabatic behavior studied here across a range of seemingly disparate
disciplines.

VI. SUMMARY AND CONCLUSIONS

The experiments and theory presented here demonstrate adiabatic behavior associated with
periodic, elliptical distortions of vortices in ideal 2D fluids or magnetized electron plasmas subject
to slowly growing external strain flows. The adiabatic invariant is interpreted as the amplitude of
a perturbative harmonic oscillation about a stable elliptical equilibrium which changes over time
with the strain [15]. The experimental results largely agree with a simple vortex patch model
[14,16,17,21], except that the realistic smooth vorticity profile causes inviscid critical-layer or
Landau damping of the orbits [23–26]. The adiabatic breaking is due primarily to a driving term in
the equations of motion which increases linearly with the strain, whereas the oscillation frequency
varies quadratically with the strain and therefore plays a secondary role. Smooth, analytic ramp
functions and piecewise, nonanalytic functions have been studied, where the former result in
standard exponential breaking of the invariant and the latter give periodically modulated power-law
breaking curves. These results are expected to be relevant to a wide variety of physical systems
ranging from geophysical fluids [29–32] and astrophysical disks [33,34] to accelerator beams
[37,65] and quantum information experiments [10].

Vortex dynamics subject to time-dependent external flows is a complicated subject with many
aspects remaining to be understood. The scope can be narrowed by focusing on particular properties
of the vortices, external flows, and time dependence. A distinct advantage can be gained by working
with the elliptical vortex patch model, which reduces the problem to a one-dimensional Hamiltonian
system [17]. However, it is important to understand how the vortex dynamics differ from the patch
model when physically realistic, smooth vorticity profiles are considered. Gaussian vorticity profiles
have been studied widely [11,12] since they arise naturally in fluids described by the Navier-Stokes
equations (e.g., the Lamb-Oseen vortex [14]). The experiments presented here utilize quasiflat
vorticity profiles with smooth edges which approximate the idealized vortex patch, thus offering
a perturbative approach to understanding how finite vorticity gradients modify the patch behavior.

Studying slowly varying external flows offers another advantage, since adiabatic theory can be
invoked. Thus, to lowest order, the dynamics are insensitive to the exact time dependence as long as
it is sufficiently slow. However, the results shown here (as well as studies of other similar adiabatic
systems [1,7,8,10]) indicate that higher-order adiabatic breaking depends in interesting ways on the
time dependence considered. Such analyses are therefore an important step toward understanding
the quasiadiabatic regime where the gap between the oscillator frequency and that of its changing
environment narrows.

This work represents the latest step in a research program focusing on vortex dynamics in external
flows using pure electron plasmas in the laboratory. Previous work has studied vortex dynamics
and shear layers subject to constant strain flows [50,51,64], whereas the present work considers
time-dependent external flows, for which adiabatic behavior is perhaps the simplest case. Interesting
future directions of research include further studies of smooth-profile effects such as critical-layer
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damping, studies of both external shear and strain flows, and more complicated functional forms of
the time-dependent strain.
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