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With a globally aging population, visual impairment is an

increasingly pressing problem for our society. This form of

disability drastically reduces the quality of life and consti-

tutes a large cost to the health care system. Mobility of the

visually impaired is one of the most critical aspects affected

by this disability, and yet it relies on low-tech solutions, such
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as the white cane and guide dogs. However, many avoid so-

lutions entirely. In part, reluctance to use these solutions may

be explained by their obtrusiveness, which is also a strong de-

terrent for the adoption of many new devices. In this paper,

we leverage new advancements in artificial intelligence, sen-

sor systems, and soft electroactive materials toward an elec-

tronic travel aid with an obstacle detection and avoidance

system for the visually impaired. The travel aid incorporates

a stereoscopic camera platform, enabling computer vision,



and a wearable haptic device that can stimulate discrete lo-

cations on the user’s abdomen to signal the presence of sur-

rounding obstacles. The proposed technology could be inte-

grated into commercial backpacks and support belts, thereby

guaranteeing a discreet and unobtrusive solution.

1 Introduction

Visual impairment is a continually growing problem, af-

fecting over 3.2 million Americans who are 40 years and

older [1]. This number is expected to double by 2050 [1],

due to the aging population [2]. Visual impairment is asso-

ciated with reduced quality of life [3], along with increased

risk of falls and hip fractures [4], depression [5], obesity [6],

and death [7]. Such a debilitating condition brings about high

costs for society at large. A study on the impact of vision loss

in Canada claimed that direct and indirect costs associated

with visual impairment summed up to $15.8 billion in 2007

(1.19% of the Country’s gross domestic product), constitut-

ing the most expensive disease category in terms of health

care expenditures [8].

Affording increased, safe mobility, and independence to

the visually impaired is critical to improving their quality of

life and reducing financial burden. Despite the severity of the

situation at a global scale, options for enhancing the mobility

of the visually impaired remain seldom employed, limited,

and low-tech. To date, the most common options are white

canes and guide dogs. Less than 10% [9, 10] of the visually

impaired adopt these solutions, likely because of perceived

social awkwardness, dependence, and anxiety [11–13]. These

facts speak to the need for low-profile, inconspicuous assis-

tive devices [14].

Technological advancements have the potential to pro-

vide alternative, cost-effective solutions for the immobility of

the visually impaired. While regenerative medicine could ul-

timately restore vision [15], research in this area is still in its

nascent stages and requires a bevy of therapeutic algorithms

and alternatives for a comprehensive approach. Sensory sub-

stitution systems that amalgamate information and commu-

nication technology with artificial intelligence could enable

localization, obstacle avoidance, and quality of life improve-

ments in the short term [16]. However, most electronic travel

aids (ETAs) proposed in the literature either enhance exist-

ing conspicuous solutions, such as smart white canes [17,18],

or develop bulky and obtrusive systems [19]. Overall, little

to no attention has been paid toward the acceptance of these

technologies by the visually impaired.

Here, we put forward a proof-of-concept ETA for the

visually impaired that integrates a computer vision system

for obstacle detection and a wearable device – a bookbag

that seamlessly incorporates the sensors and a modified waist

strap fashioned into a belt that provides haptic feedback to the

user based on the computer vision output. The belt comprises

a two-row, five-column array of piezoelectric-based tactors,

which stimulate the abdomen based on the location of iden-

tified obstacles. More specifically, the computer vision soft-

ware partitions the scene into an array of ten rectangular cap-

ture fields, resembling the tactors configuration on the torso;

if an obstacle is identified in one of these rectangles, the corre-

sponding actuator in the array of tactors starts vibrating. The

proposed solution allows for an inconspicuous, highly cus-

tomizable design, which can be incorporated into commercial

backpack systems.

Computer vision and generally deep learning have con-

tributed significant advancements that can be integrated in as-

sistive technologies for the visually impaired [20]. The use of

a computer vision system supports the integration of critical

features, such as object identification [21] or access to pedes-

trian signals [22]. The output from other types of sensors,

such as ultrasonic or light detection and ranging (LIDAR)

devices [23, 24], could also be integrated into our system

through sensor fusion toward more accurate obstacle iden-

tification [21]. With respect to the wearable device, haptic

feedback is preferred over auditory stimuli, since it provides

faster information transfer for hazard negotiation, even if at a

coarser level of detail [25]. A binaural bone conduction head-

set may also be wirelessly connected to the system through

Bluetooth, enabling an additional communication channel.

The design proposed in this paper builds upon our previ-

ous belt prototype [26], which demonstrated the feasibility of

relaying information through tactile feedback on the abdomen

utilizing piezoelectric-based actuators. Compared to the pre-

vious device, the new prototype includes a higher spatial res-

olution with a larger number of tactors, along with improved

vibration amplitude. In addition, our previous work did not

include any sensing element, which is pursued herein through

computer vision techniques.

In the following sections, we detail the design of the

ETA. First, we describe the wearable haptic device and com-

puter vision system. Then, we illustrate the interface between

these components, and we perform a delay analysis. Finally,

we describe potential areas of future research and experimen-

tal tests.

2 Wearable haptic device

The wearable haptic device consists of a belt with ten dis-

crete tactors, capable of providing haptic feedback to the user.

Similar to [26], actuation of the tactors is based on macro-

fiber composites (MFCs). Developed by NASA in 1999 [27],

these materials are composed of piezoceramic wafers with in-

terdigitated electrodes on a polyimide film, along with struc-

tural epoxy layers. We utilize P1-type MFC actuators from

Smart Material (Sarasota, FL, United States). When a volt-

age on the order of kilovolts is applied across the electrodes,

these MFCs elongate through the so-called d33 effect [28].

In other words, these materials exploit the non-zero coupling

between the components of stress tensor and electric field in

the poling direction [28].

The macroscopic deformations of MFCs are ultimately

determined by boundary conditions. In our previous work

[26], we exploited the nonlinear coupling between expansion

and bending in a post-buckling configuration [29,30]. To im-

prove the performance of the actuator in terms of vibration

amplitude and blocking force, we opt for an alternative solu-

tion, by gluing the MFC on a 54×20×0.25 (length × width











5 Conclusions

In this work, we developed a new, integrated ETA for

visual impairment. The ETA comprises a computer vision

system for obstacle detection and a bookbag-based belt with

discrete tactors, providing haptic feedback relative to obsta-

cle location in an egocentric, spatiotopically preserved refer-

ence frame. Compared to solutions proposed in the literature,

our system constitutes a customizable, inconspicuous option,

whereby the belt could be detached and worn under personal

garments and the remaining electronics and sensing compo-

nents could be integrated in commercial backpacks. This ETA

and approaches fashioned in a similar way could address the

needs of the visually impaired, delivering unobtrusive aes-

thetics and an ergonomic design, critical aspects for the adop-

tion of new assistive technologies [13, 14].

Future studies and improvements are necessary to en-

sure usability of the device and potential commercialization.

While preliminary mechanical tests were performed on the

tactors, systematic, rigorous testing is required to quantify

their performance against the previous generation of actua-

tors [26]. In this vein, discrimination tests [25] will provide

a first benchmark to assess the capabilities of our new wear-

able device. When testing the performance of the integrated

system, we expect that our current control system will not

relay information to the user with high fidelity in all circum-

stances. For example, it is untenable to assume that the vi-

bration of multiple actuators in the presence of multiple ob-

stacles will provide meaningful data to the end user, rather it

is likely to create sensory overload; this must be addressed

through adaptive vibratory and/or audio messages. These ob-

servations warrant further investigation toward the develop-

ment of a more sophisticated control system. After optimiz-

ing the control system, we will test the performance of our de-

vice against analogous systems in the literature. Finally, sev-

eral technical aspects, including miniaturization of the main

processing unit, a single integrated software script for both

computer vision and control of the belt’s microprocessor, and

incorporation of the tactors into customized backpack waist-

straps, should be considered toward a wearable device with

significant commercial appeal.
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