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Abstract—Timing side channels have been used to extract
cryptographic keys and sensitive documents even from trusted
enclaves. Specifically, cache side channels created by reuse of
shared code or data in the memory hierarchy have been exploited
by several known attacks, e.g., evict+reload for recovering an
RSA key and Spectre variants for leaking speculatively loaded
data.

In this paper, we present TimeCache, a cache design that
incorporates knowledge of prior cache line access to eliminate
cache side channels due to reuse of shared software (code and
data). Our goal is to retain the benefits of a shared cache of
allowing each process access to the entire cache and of cache
occupancy by a single copy of shared software. We achieve our
goal by implementing per-process cache line visibility so that the
processes do not benefit from cached data brought in by another
process until they have incurred a corresponding miss penalty.
Our design achieves low overhead by using a novel combination
of timestamps and a hardware design to allow efficient parallel
comparisons of the timestamps. The solution works at all the
cache levels without the need to limit the number of security
domains, and defends against an attacker process running on
the same core, on a another hyperthread, or on another core.

Our implementation in the gem5 simulator demonstrates that
the system is able to defend against RSA key extraction. We
evaluate performance using SPEC2006 and PARSEC and observe
the overhead of TimeCache to be 1.13% on average. Delay due
to first access misses adds the majority of the overhead, with the
security context bookkeeping incurred at the time of a context
switch contributing 0.02% of the 1.13%.

I. INTRODUCTION

Shared memory resources expose timing side channels that

can reveal information even in the presence of security mea-

sures such as process isolation and enclave separation. Cache

side channels leveraging shared memory have been shown

capable of extracting cryptographic keys, sensitive documents,

and data even from cryptographically secured enclaves [6].

Several classes of cache side channel attacks and defenses

have been developed in the literature [24].

In this paper, we focus on cache side channels created by

the reuse of shared software (code and data) in the memory hi-

erarchy. Shared software is an essential component to keeping

system costs low. For instance, shared libraries (code) are an

important optimization in modern computing systems to help

keep the memory footprint low. Likewise, services providing

access to large data stores result in data being shared across un-

trusted client requests. Access to the shared code or data leaves

a footprint in the memory hierarchy, which has been exploited

by several known attacks [49] [11] [23] [46] [9] [6] [18].

A typical cache side channel attack when sharing software

involves evicting the shared data (e.g., code from a shared

library) from the cache hierarchy and re-accessing it after the

victim’s execution (using evict+reload or flush+reload [46]).

A fast re-access is indicative of an access to the shared

location by the victim. If the shared library access is indexed

by a secret data, the attacker can infer the victim’s secret.

This attack model is used in attacks to leak cryptographic

keys [46], in Spectre I, Spectre II [18], NetSpectre [33], in

cross-tenant attacks to leak data in clouds providing Platform-

as-a-service [49], and in discovering key strokes [38].

There is another class of cache side channel attacks that do

not require shared memory and is not the focus of this work.

These attacks are referred to as contention or conflict-based

side channel attacks. Contention attacks are mitigated using

randomizing caches as in CEASER [27], CEASER-S [28],

and ScatterCache [13], or using very efficient multiple hashing

techniques like RPCache [40]. However, these techniques are

unable to prevent reuse attacks in shared memory. TimeCache

can work in conjunction with these techniques to provide a

holistic defense.

Reuse attacks on shared memory are more precise and

a handy tool for constructing more sophisticated attacks.

They are less noisy and are a preferred covert channel for

leaking speculatively loaded data [5], [18], [37]. Preventing

reuse attacks on shared memory will not only make the

attacker’s work difficult but also allow system providers to

deploy deduplication or copy-on-write sharing (e.g., unix-

style process fork operations or Docker-style containers) for

increased performance and reduced space utilization. Dedupli-

cation evaluation in the literature shows that its use can reduce

memory needs by a factor of 2-4x [15], [34] and increase

performance by up to 40% [34].

Existing solutions for reuse attacks partition the cache [7],

[17], [26], [39], [40] or implement constant time algo-

rithms [20], [30], [31], both resulting in increased latency.

Partitioning has been seen to be associated with higher over-

heads due to both reduction in the effective cache size for

individual processes, and due to potential aliasing of the

shared memory in the cache, depending on the system design.
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At the end of the 32 iterations, if it is determined that Tc >

Ts, as latched in the left-hand S-R latch, the bitline drivers

for which the S-R latch has been set, and the wordline for the

s-bit corresponding to the hardware context, are enabled, to

write a 0 into the s-bits.

VI. EVALUATION

We implemented TimeCache in the gem5 cycle-accurate

simulator [4] using L1I and L1D caches of 32KB each and

an L2 (LLC) cache of 2MB. We added a timestamp and

a per-hardware-context s-bit to each cache line, which are

manipulated as described in Section IV. The process context

for a request packet in the cache is determined by the CR3

register within the simulator. Changes in the CR3 register are

used to trigger the timestamp comparisons and the s-bit saves

and restores.

Table I specifies the real and simulation system parameters

used for the evaluation.

TABLE I: Evaluation setup

Real Processor

Core i7-7700, 3304.125
L1D, L1I, L2, LLC cache 32K, 32K, 256K, 8192K

gem5 Simulator

Core TimingSimpleCPU, 2GHz
L1D, L1I, LLC cache 32K, 32K, 2048K

The following subsections present an analysis and evalu-

ation of the security and the performance overheads of our

timestamp-based defense on the gem5 simulator.

A. Security Analysis

The attack depends on a fast reload due to another process.

The attack can be broken if no process is allowed a cache hit

due to another process. If the first access by a process to an

existing cache line is never a cache hit, the attacker remains

oblivious of the data being cached beforehand and cannot learn

if some shared data was accessed by another process. The

second access is of no significance to the attacker. Allowing

unaltered access beyond the first access is sufficient to ensure

security while not significantly compromising performance. A

reuse attack in TimeCache is prevented as follows:

• Attacker evicts a shared location

• Attacker waits for the victim process to execute, resulting

in shared data being cached

• Attacker accesses the shared data but does not experience

a cache hit due to the victim’s caching

The additional information tracked for the defense includes

timestamps and the s-bits, which is saved and restored by

trusted software, and protected from unprivileged access.

1) Microbenchmark functionality evaluation: In order to

confirm the correct operation of the timestamp-based ap-

proach, we created a microbenchmark attack consisting of a

pair of child and parent processes accessing a shared memory-

mapped array of size equal to 256 cache lines. The parent

process acts as the attacker, i.e., flushes the shared array and

yields the processor. The victim’s execution follows, where

it writes a value repeatedly to the shared array. The parent

process then wakes up and performs timed reads of the entire

array. A hit is considered a successful attack. The attacker

does not see any hit with our defense simulation enabled in

gem5.

if parent

flush shrd_mem;

sleep;

read shrd_mem; // cache hit

else

read shrd_mem;

2) Attacking RSA: We use the flush+reload technique

to attack the GnuPG version of RSA, as described in the orig-

inal paper [46]. The attack was tested both on real hardware

and the gem5 simulator, both running Linux. The attacker is

an independent program, sharing the same machine and hence

the caches.

On a real machine, we install a non-stripped GnuPG library

and locate the offsets for the Square, Multiply, and Reduce

functions. The shared library has the encryption algorithm

for exponentiation, which performs a sequence of Square-

Reduce-Multiply-Reduce for processing a key bit value 1 and a

sequence of Square-Reduce when processing a clear bit. RSA

encryption is an example where the control flow through the

shared library is indexed using secret information, i.e., in this

case, bit values from the secret key.

In the original attack, the attacker flushes the cache and

then accesses the memory location for the Square, Multiply,

and Reduce functions in a loop, using the time to process a

1 or 0 bit coupled with whether or not accesses hit in the

cache to extract information about the key being used. In our

evaluation, we simplify the attack and assume a cache hit in

the attacker process represents a successful attack.

We calculate the time required for a cached and uncached

access on the experimental real machine and set that as

the threshold for the cache hit. The attacker program is

an independent program running a loop to flush and read

memory. Reading the timestamps must be fenced/ordered with

respect to the memory access being timed to avoid speculative

loads. The attack goes through, i.e., the independent attacker

program gets hits for its accesses as a simultaneously running

victim process performs an encryption. We are able to launch

the attack both on a real machine and in gem5 full-system

simulation mode.

Our defense in gem5 disallows any cache hit in the attacker

process since the attacker’s timed access is preceded by a flush.

The defense allows a cache hit in a process only if it has

suffered a cache miss for its first access. Since the access

after the flush to a cached data is the first access, which is

delayed, the attacker does not perceive a hit. This attack was

the key demonstration for the flush+reload attack and our

defense successfully breaks the attack.

3) S-bits Do Not Introduce Additional Side Channels: The

additional s-bits do not introduce additional side channels for

the following reasons:
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• a process executing on a hardware context will not see

s-bits associated with other hardware contexts

• s-bits are saved and restored at a context switch so that

a process will only ever be able to access its own s-bits

• s-bits are saved in process-specific data structures in

software, accessed only at a context switch, and are only

accessible to a trusted computing base

• s-bit saves and restores at a context switch are constant

time operations and therefore do not leak information

B. Performance Evaluation

1) First Access Delay: We evaluate the performance over-

head of our first-access delay mechanism by simulating bench-

marks from SPEC2006 for 1 billion instructions in gem5

using full system simulation mode. We run two instances

of each SPEC2006 benchmark on a single core with and

without TimeCache. Figure 7 presents the normalized exe-

cution time (execution time using TimeCache/execution time

without TimeCache) of each benchmark. When running two

instances of the same benchmark, the number of first accesses

is impacted by sharing benchmark-specific code and shared

libraries in the shared caches while context switching across

these processes. For instance, while running two instances

of h264, the memory shared between the processes includes

benchmark-specific code and the libc routines for file op-

erations like fopen, lseek, memset, and free. In addition to

the above, kernel-space memory is shared across processes

and accesses to kernel subroutines, system calls, and kernel

data structures may incur first access misses when executing

in privileged mode within a process context. We also run a

combination of different benchmarks on a single core, where

the shared access is limited to shared libraries and kernel

space memory. The geometric mean of overheads across all

workloads is 1.13%.

Figure 8 shows first accesses misses per thousand instruc-

tions. The last-level cache is expected to have a greater number

of first access misses compared to the L1 cache, as it is

larger and retains more shared content. The larger first access

MPKI in wrf and perlbench is due to their larger shared

instruction memory footprint. An interesting observation is

that both perlbench and wrf have higher first access MPKI

in the last-level cache when run with the same benchmark.

However, when run together their effective first access misses

are lower because of cache contention. Similarly, lbm and

leslie3d also have lower effective first access misses due to

capacity evictions when sharing the cache with namd and

gobmk.

We further evaluate the overhead due to first access delay

in the last-level cache when running pthread-based PARSEC

benchmarks using 2 threads on 2 separate cores. We do this

using system emulation mode in the simulator, where the clone

syscall is emulated to allocate the new thread to another core.

The geometric mean of the overheads due to TimeCache is

0.8%, as shown in Figure 9a. Since the threads execute on

different cores, L1I and L1D for both cores have no first access

misses, as shown in Figure 9b. In the case of PARSEC, each

thread incurs first access misses for accesses across different

execution contexts at the LLC for both code and data.

The exact overheads and the change in the number of

misses per thousand instructions (MPKI) for the last-level

cache is presented in Table II. The increase in execution time is

proportional to the increase in MPKI, which changes both due

to additional first accesses and due to the change in caching

behavior from incurring first access misses. The increase in

MPKI is small, which explains the low overhead.

TABLE II: SPEC2006 and PARSEC execution time overhead,

2MB LLC MPKI

Workload Overhead
MPKI LLC

Baseline
MPKI LLC
TimeCache

2Xspecrand 0.9908 0.0035 0.0238
2Xlbm 1.0039 14.0349 14.138

2Xleslie3d 1.0751 20.6163 24.3556
2Xgobmk 0.9961 3.2832 3.3361

2Xlibquantum 1.0001 5.8532 5.8831
2Xwrf 1.0135 4.7286 4.8964

2Xcalculix 1.0548 0.2099 0.2672
2Xsjeng 0.999 16.7773 16.8382

2Xperlbench 1.0134 1.021 1.1582
2Xastar 1.0107 0.5654 0.6144

2Xh264ref 1.014 0.555 0.5953
2Xmilc 1.0026 16.4722 16.5295

2Xsphinx3 0.9982 0.2648 0.3118
2Xnamd 1.0108 0.1623 0.2181

2Xgromacs 0.9992 0.292 0.3703
leslie+gobmk 0.9996 22.3133 22.3669

namd+lbm 1.0579 6.3764 7.1136
milc+zeusmp 1.0024 12.5757 12.6121

lbm+wrf 1.0007 9.7181 9.7898
h264+sjeng 1.0108 9.0769 9.1915

perl+wrf 1.0143 1.3984 1.4626
cactus+leslie 1.0034 21.2749 21.3736
gobmk+astar 0.9994 1.1053 1.1469

zeusmp+gromacs 1.0035 5.6352 5.5924

average 1.0113 7.2630 7.5077

fluidanimate 1.029 0.1317 0.1583
raytrace 1.0015 0.2833 0.2836

blackscholes 1.0013 0.0466 0.0511
x264 1.0052 0.8264 0.8634

swaptions 1.0025 0.0051 0.0053
facesim 1.0086 3.3585 3.3589

average 1.008 0.1702 0.1808

2) LLC Size Sensitivity Analysis: To analyze the sensitivity

of our design to cache size, we evaluate the performance over-

head with different LLC sizes for the single benchmark/single

core tests (Figure 10). Since the bigger caches are expected

to have lower eviction rates for the same workload, there are

effectively fewer first accesses, resulting in a smaller additional

delay. Hence, we see the performance overhead in bigger

caches to be smaller. Our analysis with 2MB, 4MB, and

8MB LLC sizes shows an average performance overhead of

1.13%, 0.4%, and 0.1%, respectively. With the increasing size

of the last-level cache, the baseline MPKI reduces as the cache

can retain a larger fraction of the working set memory [14],

resulting in fewer first access misses after a context switch.

These numbers indicate that the defense scales well with larger

caches.
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IX. DISCUSSION

Sharing software is an important component of computing

systems for efficiency and consistency. This work eliminates

a channel for the leak of secret data via monitoring a victim’s

access to shared content using shared caches. In the absence

of shared content, shared caches still allow a victim’s access

behavior to be monitored, but the information channel is

far less accurate. In particular, a “Prime+Probe” attack fills

(primes) an entire cache set, and infers the cache set accessed

by the victim, based on whether the attacker’s probe hits or

misses. Proposed defenses for a “Prime+Probe” attack include

a randomizing cache [28] [21]. These defenses do not work

for attacks against shared content, which provides a more

accurate/less noisy channel of information. TimeCache in

conjunction with these defenses can provide a more complete

defense.

Other approaches to defending against more recent attacks

like Spectre either stall execution, or make speculative in-

structions invisible to succeeding load requests [43] [16].

They do not prevent non-speculative cache side channels.

Speculative side channel attacks rely on conventional side

channels for leaking speculatively loaded data to the attacker,

i.e., the data is eventually leaked via a conventional side

channel. By breaking conventional cache attacks, we also

prevent speculative side channel leaks.

X. CONCLUSION

We have designed and evaluated a timestamp-based defense

against timing side channel attacks that rely on reuse of shared

software in caches to learn secret information. TimeCache

works across context switches and prevents attacks from cross-

core, same core, or SMT contexts, and at any level of cache,

without the need for cache partitioning. To perform timestamp

comparisons in parallel, we use an SRAM array that allows

bit-serial, timestamp-parallel comparison with easy transposed

access. We have evaluated the defense against microbench-

mark attack programs and the classic flush+reload attack

using the gem5 simulator. On SPEC2006 and PARSEC, the

performance overhead is 1.13% and 0.8% on average, most of

which is due to delaying first accesses, with copying process-

specific s-bits at context switches adding 0.024%. Our defense

against timing side channels through shared software retains

the benefits of allowing processes to utilize the entire cache

capacity of a shared cache and allows cache and memory

pressure reduction through data deduplication and copy-on-

write sharing.
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