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Abstract—A swarm of cooperating UAVs communicating with
a distant multiantenna ground station can leverage MIMO spatial
multiplexing to scale the capacity. Due to the line-of-sight prop-
agation between the swarm and the ground station, the MIMO
channel is highly correlated, leading to limited multiplexing
gains. In this paper, we optimize the UAV positions to attain the
maximum MIMO capacity given by the single user bound. An
infinite set of UAV placements that attains the capacity bound is
first derived. Given an initial swarm placement, we formulate the
problem of minimizing the distance traveled by the UAVs to reach
a placement within the capacity maximizing set of positions. An
offline centralized solution to the problem using block coordinate
descent is developed assuming known initial positions of UAVs.
We also propose an online distributed algorithm, where the
UAVs iteratively adjust their positions to maximize the capacity.
Our proposed approaches are shown to significantly increase the
capacity at the expense of a bounded translation from the initial
UAV placements. This capacity increase persists when using a
massive MIMO ground station. Using numerical simulations, we
show the robustness of our approaches in a Rician channel under
UAV motion disturbances.

Index Terms—Unmanned Aerial Vehicle, MIMO, cooperative
communication

I. INTRODUCTION

D
RIVEN by their low cost, high mobility, and ease of
deployment, unmanned aerial vehicles (UAVs) are used

in many applications including delivery of goods, surveillance,
precision agriculture, and civil infrastructure inspection [1].
For wireless communications, UAVs have been proposed as
aerial basestations (BS) [2], data aggregators [3], and for
many other applications [4]. The key advantage of UAV
deployments over ground antennas is their mobility [4]. By
changing the position of UAVs, the wireless communications
channel can be designed to be a line-of-sight channel for a
given deployment [5]. However, unlike ground BSs which rely
on wired communications for backhaul, UAV backhaul has to
be wireless, which makes it one of the challenges of UAV
BSs [6]. In scenarios requiring high throughput like open-
air festivals [7, Sec. 15], multiple UAVs need to be deployed
due to the lack of nearby fixed infrastructure. In such multi-
UAV deployments, the UAVs are positioned close to the
ground users, yielding a high SNR access link. In contrast,
the backhaul link with a distant ground station has lower SNR
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and is shared among multiple UAVs thus creating a bottleneck
for communications.

Using a multiantenna ground station (GS) makes the back-
haul air-to-ground channel between the swarm of UAVs and
the GS a MIMO channel. By leveraging spatial multiplexing
in this channel, the backhaul capacity can significantly be
improved. However, the air-to-ground channel between a UAV
swarm and the GS is typically dominated by line-of-sight
(LOS) propagation [8]. Additionally, the GS antenna array
is typically implemented as a uniform linear or rectangular
array with limited dimensions. These factors can lead to highly
correlated low-rank channels that can limit the MIMO capacity
gains [9, Sec. 7.2.3]. Optimizing the UAV swarm positions can
reduce the channel correlation and improve capacity. But, this
optimization for backhaul capacity should have a minimum
impact on the UAV deployment application.

The concept of positioning antennas to optimize the MIMO
channel was first proposed for LOS communications between
fixed GSs. By optimizing the spacing of uniform antenna
arrays, the maximum capacity given by the single user bound
can be achieved [10]. Once synchronized [11], a cooperative
UAV swarm can be viewed as a virtual antenna array. But
unlike GSs, which are limited in size and typically consist of
uniformly spaced antenna elements, UAV swarms can achieve
large apertures and are not bound to any geometry. This
flexibility allows a swarm to maximize the backhaul capacity
at the cost of moving the UAVs from their initial positions [12].
While it is possible to optimize for access and backhaul link
simultaneously [13], this limits the scope of the problem
to UAV BSs. Communications intensive UAV applications
tolerating some displacement are numerous and can include
some video surveillance and remote sensing deployments [1].

In this paper, for a communications intensive application,
we optimize the placements of UAVs within a swarm to attain
the maximum MIMO capacity over a backhaul link with a
distant uniform rectangular GS. Using the GS geometry and
the LOS channel, we derive a set of UAV positions that
attain the maximum capacity given by the single user bound.
Among the capacity maximizing position set, UAV positions
closer to their initial placements pose the least disturbance to
the deployment application and are desirable. Based on that,
we formulate the problem of finding the positions within the
capacity maximizing set that minimize the traveled distance
from the initial positions. Two methods are considered to solve
this problem; the first one is a centralized offline solution
assuming a prior knowledge of the UAVs’ initial positions.
The second approach is a distributed online approach, where
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the UAVs iteratively adjust their positions to maximize the
backhaul capacity. Our contributions are

• We show that, for a uniform rectangular array ground sta-
tion, the set of UAV placements maximizing the MIMO
capacity is infinite. We derive a subset of placements
within this set in the far-field where the distance from
the swarm to the ground station is much larger than the
size of the swarm.

• Given the UAVs’ initial placements, we formulate the
problem of finding UAV positions within the capacity
maximizing set that minimize the distance traveled. A
centralized suboptimal solution to this problem using
block coordinate descent is developed and shown to
require a bounded traveled distance per UAV.

• An online distributed algorithm is proposed to maximize
the capacity, requiring only sharing of channel estimates
between neighboring UAVs. The conditions needed to
guarantee its convergence and an upper bound for the
traveled distance are derived.

II. RELATED WORK

Many of the existing works have focused on optimizing the
UAV positions to improve only the access link [2], [14], [15],
thus implicitly assuming an ideal backhaul link. However, as
the number of UAVs increase, wireless backhaul becomes
challenging [6]. Some works have proposed different ap-
proaches for UAV backhaul which we briefly discuss. We also
discuss MIMO in UAV networks; some works has envisioned
massive MIMO BS serving UAVs, others have proposed
multiantenna UAV BSs. Swarms of single antenna UAVs were
also proposed communicating with either ground users or GSs.

a) Approaches for UAV Backhaul : To address the
challenges associated with UAV wireless backhaul, several
approaches were proposed in the literature. Some works have
proposed using mmWave backhaul [16], [17], however, the
high path loss at these frequencies makes them unsuitable
for long links. Mechanical antenna steering was proposed
for UAVs backhaul at microwave frequencies [18], but me-
chanical steering limits beamforming to one direction and
is inherently slower. Integrated access and backhaul (IAB)
links optimization was proposed in [13], [19], [20], where
UAVs relay data using the same frequency bands in both
links. In [19], the locations, power allocation, and frequency
assignment of a swarm of UAVs were optimized to reduce
the transmit power in an IAB network using a single antenna
GS. The UAVs’ frequency assignment is chosen to minimize
the interference between the backhaul and access links, which
share the same bands. In [20], using IAB, exhaustive search is
used to determine the UAV locations, precoder design, power
allocations, which maximize the sum-rate to the ground users
using a massive MIMO GS for backhaul. However, due to the
prohibitive complexity of exhaustive search, only one UAV
was considered. A less complex centralized solution to the
same problem using a fixed point method and particle swarm
optimization was proposed in [13]. Results have shown that
increasing the number of UAVs increases the interference in
the access link and reduces the network performance. In IAB

networks, the main challenge is to minimize the interference
in the access link and between both access and backhaul links
since the same frequencies are reused. In this paper, our focus
is on maximizing the swarm MIMO backhaul capacity for
any application tolerating displacement from a given initial
placement. In the case of UAV BSs, the access link is assumed
to use a different frequency band than the backhaul link.

b) UAVs Served by Massive MIMO BS: In [21], [22],
massive MIMO cellular BSs were proposed for cellular-
connected UAVs and are shown to improve the data rates. Un-
like our work, the UAVs are treated as user equipment with no
control over their positions. Deep reinforcement learning was
also proposed for navigation of a single UAV communicating
with a massive MIMO BS in [23]. The impact of having a
swarm of UAVs on the capacity was not considered.

c) MIMO using multiantenna UAVs: Using UAVs car-
rying antenna arrays was proposed in many works in the
literature. Some works have considered optimizing the po-
sitions and the beamforming vectors to improve the ground
users’ SNR [24] or minimize the transmit power [25]. The
trajectory of multiantenna UAVs serving ground users under
an uncertain environment was optimized in [26]. However, for
UAVs carrying an antenna array, the UAV size and maximum
payload for safe flight significantly constrains the antenna
array aperture compared to a swarm of single antenna UAVs,
thus limiting the multiplexing gains with a distant GS.

d) MIMO using UAV Swarms: Several existing works
have proposed UAV swarms leveraging MIMO. These works
have either considered the access link with ground users or
the backhaul link with a GS. For the access link, in [27], the
motion and beamforming weights of linearly arranged UAV
swarm were optimized to serve users one at a time. To serve
multiple ground users simultaneously, UAVs were proposed
as remote radio heads in a coordinated multipoint (CoMP)
system and were optimized to improve the capacity in [28]
and physical layer security in [29]. Access link air to ground
channel is different from the backhaul channel; in the former,
the ground users are typically spread out, closer to the UAVs,
and are more likely to get obstructed unlike a distant GS with
a dominant LOS channel in the latter.

To improve the capacity in LOS channels, before the interest
in UAV networks, the designs of traditional uniform antenna
arrays like linear and rectangular were optimized in [30], [31].
Based on these designs, uniform geometries were proposed
for UAV swarms communicating with GS in [32]–[34]. How-
ever, these rigid geometrical placements might conflict with
positions required by application-driven deployments. In [35],
for a given UAV deployment, the massive MIMO GS was
optimized to maximize the ergodic LOS channel capacity,
thus not benefiting from the UAVs mobility and requiring
GS redesign per deployment. In [36], the authors proposed
randomly placing the UAVs within a specified area for optimal
MIMO capacity. Due to the randomness of this approach, the
capacity improvements are probabilistic and a large capac-
ity increase requires having more UAVs than GS antennas.
In [12], two iterative distributed algorithms were proposed to
optimize the LOS MIMO channel capacity of a UAV swarm;
namely gradient descent and brute force, which are described
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Fig. 1: In the proposed system model, the UAV swarm is in
the far-field of a uniform rectangular antenna array GS.

later in this work. However, no convergence proofs nor travel
upper bounds were developed for the proposed algorithms.
In this work, we leverage the UAV mobility to optimize the
backhaul link capacity. Our proposed approaches minimize
the UAVs’ displacements from given initial positions. Upper
bounds on the distance traveled and convergence proofs are
derived for our proposed approaches.

III. SYSTEM MODEL

A swarm of # single antenna UAVs is communicating with
a multiantenna GS having " antennas in either uplink or
downlink. Each UAV has its own data to transmit or to receive.
To avoid high inter-swarm communications overhead, the
MIMO processing (precoding for downlink and combining for
uplink) is done at the GS and each UAV sends or receives only
its own stream. Since the maximum number of simultaneous
streams possible is min(", #), at most # = " UAVs can
benefit from the MIMO gains. Hence, throughout this work,
we assume that # ≤ " . If # > " , time multiplexing or
another technique has to be used, which is not considered in
this work.

The channel between the swarm and the ground antennas
can be modeled as a Rician channel [8] and is denoted by
H ∈ C"×# defined as follows [30]

H =

√
 

 + 1
HLOS +

√
1

 + 1
HNLOS (1)

where  is the K-factor, HLOS is the line-of-sight (LOS) com-
ponent and HNLOS is the non-line-of-sight (NLOS) component.
The elements of HNLOS are independently drawn from a
zero-mean circularly symmetric complex Gaussian distribution
with variance equal to ‖HLOS ‖�

"#
,where ‖.‖� is the Frobenius

norm. The normalized LOS channel HLOS and LOS channel
accounting for path loss HLOS are given by

[
HLOS

]
<,=

= exp

(− 92c‖p= − q<‖
_

)
(2)

[HLOS]<,= =
_

4c‖p= − q<‖
[
HLOS

]
<,=

(3)

where _ is the wavelength and ‖p= − q<‖ is the distance
between the =-th UAV and the <-th GS antenna. The element

of the <-th row, =-th column of a matrix X is denoted by
[X]<,=. The =-th UAV is located at position p= ∈ R3 defined
as p= = [G=, H=, I=]. Similarly, the <-th ground antenna is
located at position q< ∈ R3. The matrix P ∈ R3×# contains
all the UAV positions such that P = [p)

0
, · · · , p)

#−1
]) with

()) denoting the transpose.
The GS is assumed to be arranged as a "G × "I uniform

rectangular array where " = "G × "I . Without loss of
generality, the GS is assumed to be placed in the x-z plane with
q0 = [0, 0, 0]) used as a coordinate reference. The spacing
between the antennas in the x and z directions is given by 3G
and 3I respectively. Hence, q< = [8<3G , 0, 9<3I]) , where
8< and 9< are the antennas indices in x and z directions
respectively and satisfy < = 8<"I+ 9<. The average separation
along the y-axis between the UAVs and the GS is given by

' =

∑#−1
==0 H=

#
. The system model is illustrated in Fig. 1.

We assume that the UAV swarm operates within a bounded
region in the far-field and that the GS is pointed toward the
swarm such that P ∈ F where F is a position set defined as

F =

{
P | H= >> |H= − H< |, H= >> |G= |, H= >> |I= |,

H= >> "G3G , H= >> "I3I , =, < ∈ {0, · · · , # − 1}
}

(4)

In this work, the swarm is always assumed to be within the set
F . Using these assumptions, the magnitude of all the elements
of the LOS channel matrix can be approximated to be constant
and equal to _

4c'
such that

HLOS ≈ _

4c'
HLOS (5)

The single user bound defines the maximum achievable
capacity and is given by [37]

� = log det
(
I + dH�H

)

≤
#−1∑

==0

log
(
1 + d‖h[2 ]

= ‖2
)
= �max

(6)

where d is the signal to noise ratio and h
[2 ]
= is the =-th

column of H and ()� denote the Hermitian transpose. The
maximum capacity given by the single user bound �max can
be attained when the columns of the channel matrix are
mutually orthogonal [37]. When the bound is reached, the
# different data streams do not interfere with each other.
Using the magnitude approximation, the channel maximizing
the capacity has to realize

E{H�H} = "
(
_

4c'

)2

I (7)

where I is the # × # identity matrix and E{} denotes the
expectation with respect to the channel NLOS component.
Equation (7) defines the condition on the channel matrix
to attain the single-user bound capacity �max. However, to
formulate an optimization problem over the UAV positions,
we need to relate the UAV positions with (7). Our objective
is to define a set of UAV positions that realize equation (7) in
order to maximize the capacity. Later, this set is used in the
problem formulation.
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Fig. 2: An illustration of the set P for a swarm placed on the
same plane at H = ' for a 2 × 2 URA. The numbered colored
shapes identify different positions. Each UAV needs to occupy
a different position to maximize capacity.

IV. SET OF CAPACITY MAXIMIZING POSITIONS

For an " antenna GS, the maximum number of UAVs
capable of using spatial multiplexing is " . In this section, we
aim to define the " positions for these UAVs that maximize
the capacity. If the number of UAVs, # , is less than " , the
UAVs can be placed to occupy only # of these " positions.
So without loss of generality, we consider the matrix H to be
a square matrix of size " × " and (7) can be rewritten in
terms of the rows (instead of the columns) of H as

E{h�; h: } =
{
"

(
_

4c'

)2
; = :

0 ; ≠ :
(8)

where h: is the :-th column of the transposed channel H) .
Since H is a Rician channel, due to the NLOS component

HNLOS, its elements are random variables. In our deriva-
tions, we consider the expected value of the columns inner
product given by E{h�

;
h: }. Given our assumption that the

elements HNLOS are independent and zero mean, E{h�
;

h: } =
h
� [LOS]
;

h
[LOS]
:

for ; ≠ : where h
[LOS]
:

is the :-th column of
H)LOS. Hence, using the LOS component in our derivations is
equivalent to using the average over the Rician channel. To
simplify the notations, we drop the expectation operator and
we consider the channel matrix to be normalized such that
H = HLOS.

We start by relating the right-hand side of (8) to the UAV
positions as follows

h�; h: =

#−1∑

==0

exp

(
− 92c
_

(‖p= − q; ‖ − ‖p= − q: ‖)
)

(9)

To simplify the exponent of (9), we use our far-field assump-
tion to approximate the distance

‖p= − q; ‖ =
√
(G= − 8;3G)2 + (H=)2 + (I= − 9;3I)2

≈ H=
(
1 + 1

2

(
G= − 8;3G

H=

)
+ 1

2

(
I= − 9;3I

H=

)) (10)

where 8; and 9; are the antenna indices along x and z
respectively and both satisfy ; = 8;"I + 9; . The approximation
uses the first-order Taylor approximation of the square root
assuming that the UAVs are within F . Hence, we can rewrite

h�; h: ≈
#−1∑

==0

exp

(
− 92c
H=_

((−8; + 8: )3GG= + (− 9; + 9: )3II=)
)

(11)

Note that from this result, we can see that the rate of change
of the phase with respect to G= and I= is proportional to 1/H=,
while the rate of change with respect to H= is proportional to
1/H2

=. Hence, to incur a given phase difference by moving the
UAV in the y-direction requires a much larger motion than by
moving in the x or z directions. This observation will be used
later when optimizing the UAV positions.

We start by describing one value of swarm positions P that
make the channel orthogonal in Lemma 1. After determining
these positions, we investigate the changes in positions that
retain orthogonality in Lemmas 2 and 3. The set of positions
maximizing capacity is obtained by combining these Lemmas
in Theorem 1.

Lemma 1: A uniform rectangular arrangement of UAVs
within F having positions given by G= = 8=

_H=
"G3G

in the x-

direction and I= = 9=
_H=
"I3I

in the z-direction realize chan-
nel orthogonality, where 8= ∈ {0, · · · , "G − 1} and 9= ∈
{0, · · · , "I − 1} such = = 8="I + 9=.

Proof: See Appendix A.
Lemma 1 determines one value of swarm positions P, which
makes the channel orthogonal. Now, we consider a few
changes to positions that do not affect orthogonality.

Lemma 2: Shifting the UAV swarm in the x-z plane such
that each UAV is shifted proportionally to its y separation from
the GS does not affect channel orthogonality as long as the
swarm remains within F .

Proof: Let the set of UAV positions P realize h�
;

h: = 0

for all ; ≠ : . Let h′
;

and h′
:

be columns of the channel after
shifting UAV = by XGH= for all = in the x-direction and XIH=
in the z-direction.

h
′�
; h′

: =

#−1∑

==0

exp

(
− 92c
H=_

((−8; + 8: )3G (G= + XGH=)

+(− 9; + 9: )3I (I= + XIH=)))

= exp

(
− 92c
_

((−8; + 8: )XG + (− 9; + 9: )XI)
)

h�; h:

= 0
(12)

Hence, UAV shifts scaled with respect to their y coordinate
do not affect the orthogonality of the MIMO channel.

Lemma 3: Translation of individual UAVs such that UAV =

is translated by an integer multiple of _H=
3G

in x-direction and/or
_H=
3I

in z-direction does not affect the channel orthogonality as
long as the swarm remains within F .

Proof: Let the channel have columns h; and h: for some
GS antennas ; and : . Let all UAVs be translated independent
of each other, such that UAV = is shifted by 5=

_H=
3G

and

6=
_H=
3I

in the x and z-direction respectively for some UAV
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specific integers 5= and 6=. Let h′
;

and h′
:

be columns of the
channel after the shifting. Calculating the inner product of
these columns, we get

h
′�
; h′

: =

#−1∑

==0

exp

(
− 92c
H=_

(
(−8; + 8: )3G

(
G= + 5=

_H=

3G

)

+(− 9; + 9: )3I
(
I= + 6=

_H=

3I

)))

= exp (− 92c((−8; + 8: ) 5= + (− 9; + 9: )6=)) h�; h:

= h�; h:
(13)

In addition to scaled swarm translations from Lemmas 2
and individual UAV jumps from Lemma 3, it easy to see
that permuting the positions of the swarm does not affect
orthogonality. We define a set of positions orthogonalizing the
channel by combining the three previous lemmas as follows.

Theorem 1: Given a URA GS with " antennas, the set
P ⊂ F is a set containing placements, P ∈ R3×" , of " UAVs,
which realize the channel orthogonality condition given by (8).
The set P can be described given the environment constants
(G =

_'
3G

and (I = _'
3I

as follows

P = {P : P = TΠP̃, P̃ ∈ F ,

G= =
[
P̃

]
0,=
, n= =

[
P̃

]
1,=

'
, I= =

[
P̃

]
2,=

G= = 8=
(Gn=

"G

+ 5=(Gn= + XG(Gn=,

I= = 9=
(In=

"I

+ 6=(In= + XI(In= ,

= = 8="I + 9=,
8= ∈ {0, · · · , "G − 1}, 9= ∈ {0, · · · , "I − 1},

TΠ ∈ Π
" , XG , XI ∈ R, 5=, 6= ∈ Z∀=} (14)

where Π" is the set of all " × " permutation matrices.

Proof: This can be proved by the application of Lemmas
2, 3, and applying permutations on the results obtained by
Lemma 1. We renamed H= = n=' and the shifts from Lemma
2 to XG(Gn= and XI(In= for convenience of notation.

If the swarm positions are within P as defined in Theorem 1,
the orthogonality condition (7) is satisfied and �max is attained.
By using this set, an optimization problem over UAV positions
can be formulated. We show an example of the set P in Fig. 2
for a simple scenario having " = 4 with "G = "I = 2 and
# = 3 UAVs on the same x-z plane. The positions defined
according to Lemma 1 are labeled 0 to 3 in different colored
shapes inside the blue dotted square. According to Lemma 3,
The (Gn and the (In jumps along x and z respectively are
also within P. This entire grid can be shifted by XG and XI
according to Lemma 2. Orthogonality is attained by assigning
the 3 UAVs to any of the 4 positions. After defining the set of
UAV positions, P, orthogonalizing the channel and attaining
�max, we discuss the problem formulation.

V. PLACEMENT OPTIMIZATION PROBLEM FORMULATION

There are several ways to mathematically formulate the
problem of optimizing swarm positions to attain the maxi-
mum capacity. The most intuitive way is to optimize over
the positions with the capacity as the objective. However,
since any swarm positions P ∈ P can achieve �max and no
unique solution exists, using this formulation, the obtained
positions can be far from the UAVs’ initial positions and
hence would cause unnecessary disturbance to the deployment
application. Given that the considered deployment application
prioritizes communications with no hard constraints on UAV
displacement, defining a constraint on the distance traveled
by the UAVs is not straightforward; if the constraint is too
tight, a suboptimal capacity below �max will be achieved, if the
constraint is too loose, the solution might lead to unnecessary
travel by the UAVs. The minimal distance to attain �max differs
from one deployment environment to the other and hence can
not be used as a constraint. Instead, we make minimizing
the distance traveled our objective. To guarantee that the
maximum capacity is attained, we constrain the optimized
UAV positions to be within the set P, which attains �max.
This formulation attains the maximum capacity with the least
traveled distance.

A mathematical formulation of the problem is as follows;
Given # UAVs with initial positions {p0, p1, · · · , p#−1},
where p= = [G=, H=, I=]) . These initial positions are assumed
to be determined by the deployment application. Our objective
is to find the nearest UAV positions which belong to P. This
problem can be formulated as

minimize
{p< }, {1<,= }

"∑

<=1

#∑

==1

1<,=‖p= − p<‖ (15)

subject to [p0, · · · , p"−1] ∈ P
#∑

==0

1<,= ≤ 1 ∀<,
"∑

<=0

1<,= = 1 ∀=

1<,= ∈ {0, 1} ∀<, =

The binary variable 1<,= is used to assign each of the #

UAVs (indexed using =) to one of the " positions within P
(indexed using <). This problem formulation does not make
any assumptions about whether the UAVs are transmitters
or receivers and does not make any assumptions about the
transmitter and receiver processing. Later in Section VIII,
we consider an uplink scenario and derive the optimal linear
precoders and combiners.

Using the definition of P from Theorem 1 in (15), the
problem can be rewritten as

minimize
{G< }, {H< }, {I< },
XG , XI , {n= },

{ 5< }, {6< }, {1<,= }

(16)

"−1∑

<=0

#−1∑

==0

1<,=

√
(G< − G=)2 + (H< − H=)2 + (I< − I=)2

subject to G< = 8<
(Gn<

"G

+ 5<(Gn< + XG(Gn<, ∀<
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I< = 9<
(In<

"I

+ 6<(In< + XI(In<, ∀<

5=, 6= ∈ Z ∀=
#∑

==0

1<,= ≤ 1 ∀<,
"∑

<=0

1<,= = 1 ∀=

1<,= ∈ {0, 1} ∀<, =

− 1

2
≤ XG ≤ 1

2
,−1

2
≤ XI ≤

1

2

H< = 'n<

where 8< ∈ {0, · · · , "G} and 9< ∈ {0, · · · , "I} and both
satisfy < = 8<"I + 9<. In the current form, this problem is a
non-convex mixed-integer problem that is not tractable.

To solve this problem, we consider both an offline central-
ized solution in Section VI and an online distributed algorithm
in Section VII. The centralized solution assumes the initial
positions are known apriori and aims to relax and solve (16).
In the case where the UAVs are already deployed without prior
knowledge of their placements, a distributed online algorithm
where the UAVs iteratively improve their positions is also
proposed.

VI. CENTRALIZED OFFLINE SOLUTION

For the centralized solution, we start by relaxing problem
(16) to make it more tractable prior to deriving its solution. An
upper bound for the distance traveled and the time complexity
are also discussed.

A. Problem Relaxation

We start by eliminating the y-translation variable.
a) Eliminating y-translation: As discussed previously H<

has a small effect on the phase unlike a change in G< and I<. A
UAV has to travel a much larger distance along the y direction
compared to the x or z direction to incur a phase change. So
to simplify, we relax the problem by not optimizing over the
y-translation, i.e, setting H< = H< for all UAVs. Hence, we
only optimize over G< and I<. Given this simplification, the
y term in the objective is equal to zero and n< becomes a
constant for all <. The problem can be reformulated as

minimize
{G′<,= }, {I′<,= },

{ 5= }, {6= }
{1<,= }
XG , XI

"−1∑

<=0

#−1∑

==0

1<,=

√
(G ′<,=)2 + (I′<,=)2 (17)

subject to G ′<,= = 8<
(Gn=

"G

+ 5<(Gn= + XG(Gn= − G=,∀=, <
(18)

I′<,= = 9<
(In=

"I

+ 6<(In= + XI(Gn= − I=,∀=, <
(19)

5=, 6= ∈ Z ∀= (20)

1<,= ∈ {0, 1} ∀=, < (21)
#∑

==0

1<,= ≤ 1 ∀<,
"∑

<=0

1<,= = 1 ∀=

(22)

− 1

2
≤ XG ≤ 1

2
, −1

2
≤ XI ≤

1

2
(23)

The value of G ′<,= is the x-translation difference between the
initial position of UAV = and the optimal position < and I′<,=
is similarly defined for the z-translation. The integers 5< and
6< define multiple possible solutions, however, we know that
the optimal one is closer to the starting positions. We use this
intuition to narrow the solution space.

b) Narrowing Solution Space: According to Lemma 3,
any integer value of 5< and 6< can achieve orthogonality.
However, the values of these variables that minimize the
translation are expected to be the ones closest to the starting
positions of the UAVs. To simplify the problem using this
intuition, we start by rewriting the initial positions of the
UAVs G= and I= as a function of our environment constants as
follows G= = 2′=(Gn= where 2′= is the constant satisfying this
relation. By substituting in (18), we get

8<

"G

(Gn= + 5<(Gn= − G= = (Gn=
(
5< + 8<

"G

− 2′=
)

= (Gn=
(
5< − ( 5 ′= + A ′=)

)

= G̃<,= + 5<,=(Gn=

(24)

where 5 ′= =

⌊
8<
"G

− 2′=
⌋

is an integer obtained by the floor

operation and A ′= =

(
8<
"G

− 2′=
)
− 5 ′= has a magnitude smaller

than one. The distance G̃<,= is defined as G̃<,= = (Gn=A
′
= and

satisfies 0 ≤ G̃= < (Gn=. We define 5<,= = 5< − 5 ′=, which
redefines the integer translations to use the initial positions of
the UAV = as a starting point. Hence, we can rewrite (18) as

G ′<,= = G̃<,= + 5<,=(Gn= + XG(Gn= (25)

similarly for the z-direction, we get

I′<,= = Ĩ<,= + 6<,=(In= + XI(In= (26)

Proposition 1: The value of 5<,= and 6<,= that mini-
mizes (17) is within the set {−1, 0} and is given by

5̂<,= =

{
0 − 1

2
(Gn= ≤ G̃<,= + XG(Gn= < 1

2
(Gn=

−1 1
2
(Gn= ≤ G̃<,= + XG(Gn= ≤ 3

2
(Gn=

(27)

Proof: See Appendix B.
A similar result can be proved for 6<,=. Hence, among all the
values of integer translations from the initial UAV positions,
5<,= and 6<,=, we only need to consider the values of the
nearest translations from the UAV’s initial locations.

c) The relaxed problem: The problem is thus simplified
to

minimize
{G′= }, {I′= },

{ 5<,= }, {6<,= }
{1<,= }
XG , XI

"−1∑

<=0

#−1∑

==0

1<,=

√
(G ′<,=)2 + (I′<,=)2 (28)

subject to G ′<,= = G̃<,= + 5<,=(Gn= + XG(Gn=, ∀=, <
I′<,= = Ĩ<,= + 6<,=(In= + XI(In=, ∀=, <
5<,=, 6<,= ∈ {−1, 0} ∀=
1<,= ∈ {0, 1} ∀=, <
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#∑

==0

1<,= ≤ 1 ∀<,
"∑

<=0

1<,= = 1 ∀=

− 1

2
≤ XG ≤ 1

2
, −1

2
≤ XI ≤

1

2

B. Problem Solution

The problem (28) still remains a non-convex mixed-integer
problem. The difficulty in solving the problem is because the
variables XG and XI are common to the entire swarm. We
show that by for a given value of some variables the problem
becomes tractable and we use that fact to solve the problem.

a) Solution given XG and XI: For a given value of XG
and XI , the problem becomes tractable and it can be solved as
follows: first, we minimize over 5<,= and 6<,= using (27) since
XG and XI are given. Once these values have been calculated,
the square root term in the objective becomes a constant. What
remains is to solve for 1<,=, which becomes the following
integer linear program

minimize
{1<,= }

"−1∑

<=0

#−1∑

==0

1<,=

√
(G ′<,=)2 + (I′<,=)2 (29)

subject to 1<,= ∈ {0, 1} ∀=, <
#∑

==0

1<,= = 1 ∀<,
"∑

<=0

1<,= ≤ 1 ∀=

This integer program can be shown to be equivalent to its
real relaxation. This problem is indeed an assignment problem
that can be solved in polynomial time using the Hungarian
algorithm [38].

b) Solution given an assignment: Again considering
(28), the challenge in solving for XG and XI is that they are
multiplied by integer variables 1<,=. Given an assignment
defining the values of 1<,=, the problem (28) becomes the
following convex problem

minimize
{G′= }, {I′= },
XG , XI

"−1∑

<=0

#−1∑

==0

1<,=

√
(G ′<,=)2 + (I′<,=)2 (30)

subject to G ′<,= = G̃<,= + 5̂<,=(Gn= + XG(Gn=, ∀=, <
I′<,= = Ĩ<,= + 6̂<,=(In= + XI(In=, ∀=, <

− 1

2
≤ XG ≤ 1

2
, −1

2
≤ XI ≤

1

2

which can be solved using a convex solver like CVXPY [39].
c) Complete Solution: We have shown that for a given

XG and XI , (28) gets simplified to (29) which can be optimally
solved. We also have shown that for a given 1<,=, we get
(30) which can also be optimally solved. Hence, to solve
(28), we use block coordinate descent. We optimize over
each set of variables in an alternating manner, until the
solution stops changing. Since both (29) and (30) are solved
to optimality, Problem (28) is guaranteed to converge to a
stationary point [40, Prop. 2.7.1]. After solving, we obtain the
optimal X̂G , X̂I , and 1̂<,= for all < and =, along with 5̂<,= and
6̂<,=. We need to substitute back to get the UAV positions.
From 1̂<,=, the index of the placement assigned to the =-th

Algorithm 1: Centralized Solution
input : The initial positions of the UAV swarm

{p0, p1, · · · , p#−1}, The parameters of the GS
"G , "I , 3G , 3I . The wavelength _.

output: The optimized UAV positions.
current_obj = ∞;
previous_obj = 0;
Initialize XG = 0 and XI = 0 ;
while current_obj-previous_obj>1e-5 do

previous_obj = current_obj ;
Solve (29) for {1<,=} using XG and XI ;
Solve (30) for XG and XI using {1<,=} and assign
the objective value to current_obj ;

end

Calculate the position of UAVs, using (31) and (32)

UAV <̂= is given by <̂= = argmax
<

1̂<,=. The assigned position

is then calculated using

G= = G̃<̂= ,= + 5̂<̂= ,=(Gn= + X̂G(Gn= + G= (31)

similarly for the z position

I= = Ĩ<̂= ,= + 6̂<̂= ,=(In= + X̂I(In= + I= (32)

The centralized solution algorithm is summarized in Algo-
rithm 1. Hence, using block coordinate descent, we obtained
a suboptimal solution of (28), which is a relaxation of (15).

C. Upper Bound and Time Complexity

The upper bound for the translation of UAVs is derived in
Proposition 2

Proposition 2: The maximum absolute translation of UAV

= is upper bounded by
√
(2
G+(2

I

2
n=.

Proof: See Appendix C.
As for the algorithm computational complexity, it is the sum

of the solution complexities of solving (29) and (30) times the
number of iterations. For the number of iterations, convergence
typically occurred within fewer than five iterations, which can
be enforced as a maximum number of iterations. The Hungar-
ian algorithm used to solve (29) has complexity O("3) [41].
For problem (30), CVXPY [39] uses ECOS second-order cone
programming solver [42], which relies on an interior-point
algorithm based on Mehrorta predictor-corrector method. In
general, the interior points algorithms’ complexity depends
on the number of variables [43]. Since problem (30) has only
two variables (XG and XI) regardless of the problem size, the
solution time is dominated by the Hungarian algorithm. By
limiting the iterations to five, the complexity of Algorithm 1
is approximately O("3).

VII. DISTRIBUTED ONLINE SOLUTION

In the case where the UAV positions are not known before
deployment, we develop an iterative distributed approach to
be applied within the swarm in realtime. This approach
uses channel estimates instead of positions for optimization
and it attempts to minimize the inter-swarm communication
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Fig. 3: The closed loop feedback system in UAV = where
= ∈ {1, · · · , # − 1}. The calculations made on the UAV are
highlighted in gray. The value Δq=−1 is obtained from the
previous neighbor.

overhead. In this approach, the UAVs agree on a formation,
in which each UAV designates another UAV as its neighbor
along each axis according to a criterion discussed later. For
a ULA GS, this formation is linear, and for a URA it is a
rectangular grid. Each UAV estimates its channel and shares
the estimates with its neighbors using an ideal control side
channel. Using the neighbor channel measurements, the UAVs
calculate an error signal. This error signal drives a closed loop
feedback system, which decides the magnitude and direction
of its motion. In this approach, each UAV moves based on
information from its neighbor, as if each UAV exerts a force
on its neighbor. Hence, we refer to this approach as Force Field
(FF). We start by deriving the fundamentals of this approach
and show its convergence on a ULA GS aligned to the x-axis.
Then, we discuss how it is applied to a URA GS. In the end,
we discuss how the agreement on the formation is performed.

A. Fundamentals of Force Field

The key idea behind FF is that for any optimal positions P ∈
P, the equivalent "×" channel matrix H can be shown to be
a scaled and permuted DFT matrix [44]. The phase difference
between successive elements of the ;-th column of the DFT
matrix is 2c

"
. Hence, the phase difference at UAV = due to

two consecutive ground antennas ; and ; + 1 is given by

Δq= = q;,= − q;+1,= = 2c 5 ′= + =
(

2c

"G

)
. (33)

where q;,= = ∠ [H];,= is the phase of the channel between
GS antenna ; and UAV = for some integer 5 ′=. If (33) is
satisfied for all UAVs = ∈ {0, · · · # − 1}, and all GS antennas
; ∈ {0, · · · " − 2}, the channel H is an orthogonal scaled
DFT matrix and the capacity is maximized. However, (33)
determines the position of each UAV solely on its index =

regardless of the remaining UAVs. This might lead to larger
distance traveled since each UAV does not consider its neigh-
bors’ positions or channels. Additionally, if a UAV suffered
from an external disturbance like wind, the remaining UAVs
will not adapt. To make each UAV adapt to its neighbors, we
reformulate (33) to

Δq= − Δq=−1 = 2c 5= +
(

2c

"G

)
(34)

for any integer 5=. Here we assume that the UAV formation
has been established and UAV =−1 shares its channel estimates
with its neighbor UAV =. If all UAVs realize (34), H becomes
orthogonal. We define the difference between the right and the
left sides of (34) as an error signal as follows

4= = Δq= − Δq=−1 − k= (35)

where k= = 2c 5=+
(

2c
"G

)
is the target phase difference for some

integer 5=. The objective of each UAV is to move such that
this error signal is equal to zero. We define Φ= = Δq=−Δq=−1

as the measured state of our system. When each UAV moves,
this state changes and our goal is to make it equal to k=.
Using the distance approximation (10) based on the far-field
assumption, we get

Φ= = (Δq= − Δq=−1)%(2c) (36)

≈
(
2c

(
G=

n=
− G=−1

n=−1

)
1

(G

)
%(2c) (37)

where the environment constant (G =
_'
3G

(as previously
defined) and % denotes the modulus operator. The modulus
operation accounts for phase wraps. This relation would have
been linear if it was not for the phase ambiguity. Using phase
measurements only, we can not tell whether the UAV did not
change position or moved to create a 2c phase difference.
However, this ambiguity can be mitigated and the phase
unwrapped by limiting the translation that each UAV performs
at each step as discussed later. After unwrapping the phase,
the system becomes a linear system. Based on the error signal,
each UAV can change its position to orthogonalize the channel
using a closed loop feedback system.

B. Force Field Algorithm

The proposed feedback system is run iteratively in all UAVs.
In iteration : , all the UAVs move simultaneously, except the
first UAV which is used as an anchor and does not move.
This approach is described as follows: Each UAV estimates
its channel and calculates Δq= [:] at iteration : . It shares this
value with its direct neighbor in the formation, so that UAV
= knows Δq=−1 [:] from its neighbor. Each UAV calculates
the measured state Φ= [:] and estimates the unwrapped phase
state Φ= using

Φ= [:] =




Φ= [:] + 2c
⌊
Φ= [:−1]

2c

⌋
2 = 0

Φ= [:] + 2c + 2c
⌊
Φ= [:−1]

2c

⌋
2 = 1

Φ= [:] − 2c + 2c
⌊
Φ= [:−1]

2c

⌋
2 = 2

(38)

where

2 = argmin{|Φ= [:] −Φ[: − 1] |,
|Φ= [:] + 2c −Φ[: − 1] |, |Φ= [:] − 2c −Φ[: − 1] |} (39)

It is easy to verify that phase wrap errors will not occur as
long the phase transition between iterations is less than c.
After linearizing the state, each UAV calculates an error 4= [:]
using (35). Based on this error signal, it changes its position
such that

G= [: + 1] = G= [:] −  ?4 [G ]= [:] (40)
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where  ? is a constant creating a proportional controller. The
first UAV in the formation having = = 0 is used as an anchor,
i.e, it does not change positions. The closed loop feedback
system at UAV = is shown in Fig. 3, with the calculations that
run in the UAV highlighted in gray. The input to our approach
for UAV = is its phase estimates along with those of UAV
=−1. The output is the motion given by ΔG= [:] = G= [: +1] −
G= [:]. After a predefined time sufficient for calculations in all
UAVs, the output ΔG= [:] is fed to the UAV motion control
system which navigates the UAV. After the swarm settles, these
steps can be repeated for a fixed number of iterations until
|ΔG= [:] | becomes small for all UAVs. Note that since the
system was linearized, instead of the proportional controller
in (40), more sophisticated controllers like PID can speed up
the convergence [45].

We now discuss the convergence of this approach for a
single UAV and then generalize to the entire swarm.

Lemma 4: The error in UAV = is guaranteed to converge to
zero given that its previous neighbor, UAV = − 1, is fixed, if
0 <  ? <

n=(G
4c

.
Proof: See Appendix D.

Theorem 2: The error of all UAVs is guaranteed to converge

to zero if 0 <  ? <
min
=

(n=)(G
4c

.
Proof: UAV 0 acts as an anchor and does not move.

Hence, the error of UAV 1, according to Lemma 4 is guaran-
teed to converge to zero if 0 <  ? <

n0(G
4c

. Once, it converges
according to Lemma 4 the error of UAV 2 is also guaranteed
to converge to zero if 0 <  ? <

n1(G
4c

. Similarly, we can show

that all # UAVs will converge if 0 <  ? <
min
=

(n=)(G
4c

.
Note that although the UAVs closer to the fixed UAV converge
first, all the non-converged UAVs move simultaneously. As a
consequence of simultaneous motion, oscillations might occur;
a UAV might move in some direction in an iteration and in the
other direction in the following iteration because its previous
neighbor has moved. A smaller value of  ? will reduce the
magnitude of oscillations.

C. Force Field URA Extension

Next, we discuss the extension from the ULA GS in the
x-direction to a URA in the x-z plane. For a URA, each UAV
needs to meet the orthogonality criterion (34) in both the x
and z directions. The condition along the x-axis is

Δq
[G ]
= − Δq

[G ]
=−1

= k
[G ]
= (41)

where the superscript [G] is to denote x-direction, k [G ]
= is the

x phase objective, and Δq
[G ]
= = q=,8<"I+ 9< − q=, (8<+1)"I+ 9<

where 8<"I + 9< and (8< + 1)"I + 9< are the indices of
two consecutive GS antennas along the x-direction. Similar
definitions exist for the z-direction using phase calculated for
two consecutive GS antennas along the z-direction: Δq

[I ]
= =

q=,8<"I+ 9<−q=,8<"I+ 9<+1. To realize (41) and its z equivalent,
FF is extended to apply the same procedures for a ULA
along both directions. Hence, each UAV needs to designate
two neighbors, one for each direction. This makes the final
FF formation a grid. This grid consists of "G lines applying
linear FF along z direction and "I lines applying it along the

x-direction. The anchor node that does not move in that case
is a corner node having both grid indices 8= = 9= = 0. We note
that for a ULA in the x-direction the set P is unconstrained in
the z-direction. Unlike the ULA, for the URA case, to retain
orthogonality over the entire swarm, the UAVs that form a line
in the x-direction, need to have the same phase with respect
to the z-direction and vice versa. To accomplish that a small
modification is made; the first line of the grid in the x-direction
(having indices satisfying =%"I = 0 where % denotes the
modulus operator) applies FF along the z-direction to have a
phase difference along z equal to zero. The phase objective
along the z direction k

[I ]
= for UAV = in (35) realizing this

condition is

k
[I ]
= =

{
0 =%"I = 0

2c/"I otherwise
(42)

A similar relation can be derived for the phase objective
along x. Since, for a URA, the same FF feedback system is
applied along multiple lines with a minor modification, the
same convergence proofs apply.

D. Initializing Formations

Last, we describe how the formations are established. As
shown in Theorem 2, the convergence only depends on each
UAV picking a node as a neighbor along each axis, such that
all the UAVs create a grid formation. The method of choosing
the neighbor does not affect whether or not convergence will
occur, however, it affects the distance that each UAV will travel
to orthogonalize the channel. Our proposed approach relies
on UAVs creating the formations based on an initial channel
estimate that is shared globally among the swarm.

After sharing the channel, all UAVs pick their closest
neighbor based on phase relative to the x-direction and then
relative to the z direction. Given that the measured phase states

along x and z directions are defined as Φ
[G ]
# = Δq

[G ]
= −Δq

[G ]
=−1

and Φ
[I ]
# = Δq

[I ]
= − Δq

[I ]
=−1

respectively. The assignment is
accomplished in two stages, first, we sort the state along x

such that Φ
[G ]
0 ≤ Φ

[G ]
1 ≤ · · · ≤ Φ

[G ]
#−1. Then, each "I

UAVs are divided into a group and sorted such that the <-

th group satisfies Φ
[I ]
<"I

≤ Φ
[I ]
<"I+1 ≤ · · · ≤ Φ

[I ]
(<+1)"I−1. This

assignment guarantees that the phase along any line of UAVs
in the grid is increasing.

The entire force field algorithm is summarized in Algo-
rithm 2. The forall construct is used to indicate that all
UAVs act in parallel. For simplicity, we consider using a
fixed number of iterations  2 . More adaptive stopping criteria
can easily be developed based on the value of the error
or the SINR. Since at convergence the interference among
data streams is eliminated, the MIMO SINR is equal to the
SNR when a single UAV is communicating with the GS. By
setting the target SINR below the SNR, we can sacrifice the
achievable capacity in favor of less distance traveled by the
UAVs. Next, we find an upper bound for the distance traveled.

Proposition 3: The distance traveled by UAV = when using

Force Field is upper bounded by

(√
(2
G + (2

I

)
(max{n0, n=})
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Algorithm 2: Force Field Algorithm

input : "G , "I

output: Swarm positioned to maximize capacity.
All UAVs estimates channels and share it ;
forall UAV = = 0 to # − 1 do

Sort phase estimates to identify neighbors;
Calculate phase objective using (42) along x and z;

end

for iterations k = 1 to  2 do

forall UAV = = 0 to # − 1 do

Esitmate channel and share with neighbors;
Calculate state (36) and linearize (38) in x and
z;

Calculate error using (35) along x and z ;
Wait sufficiently for other UAVs calculations;
Move in x and z according to (40);
Wait sufficiently for other UAVs to move;

end

end

Proof: For the <-th line in the grid formed by the UAVs
along the G direction, UAVs are ordered such that

−c ≤ Φ
[G ]
< ≤ Φ

[G ]
"I+< ≤ Φ

[G ]
2"I+< ≤ · · · ≤ Φ

[G ]
("G−1)"I+< ≤ c

(43)
The first UAV is used as an anchor and it does not move.
Each UAV is pushing its neighbor to realize a phase difference
of 2c

"G
. Since, the formation guarantees that the UAVs are

increasing in phase, the worst-case scenario is when all UAVs
start at exactly at the same phase. In that case, the UAV having
index = will have to travel to create a phase difference of = 2c

"G

from the start UAV. Using (37), this is equivalent to having(
G=
n=

− G0

n0

)
= (G . From which, |G= − G0 | ≤ (G (max{n0, n=}). A

similar argument can be made for the z-direction. Combining
both constraints, we get that the distance traveled by UAV =

is upper bounded by

(√
(2
G + (2

I

)
(max{n0, n=}).

We notice that the traveled distance upper-bound for Force
Field is higher than the centralized solution upper-bound from
Proposition 2. We also expect that the centralized approach
would require less distance traveled than FF for several
reasons; First, the centralized approach assumes the knowledge
of the UAV initial positions, which define the problem. On the
other hand, FF only uses only channel information, from which
the positions can not be recovered. Second, compared to the
centralized solution, FF does not optimize the displacement of
the entire swarm (from Lemma 2) and just uses the first UAV
as an anchor. Having a fixed UAV is crucial to guarantee the
convergence as shown in Theorem 2. Third, FF assigns the
UAVs to the positions in a simple way based on sorting the
phases to avoid running a complicated assignment procedure
in all the UAVs.

E. Time Complexity of Force Field

Since FF is a distributed algorithm, we discuss the complex-
ity from the perspective of one UAV. In the initialization stage,

TABLE I: Distributed Algorithms Comparison

Aspect Force Field Gradient Descent Brute Force

Channel Estimations  2 # 2 6# 2

Inter-swarm Comm. Neighbors Swarm Swarm

Convergence Proof Yes No No

Distance Upper Bound Yes No No

each UAV has 2" phase measurements from the entire swarm
along x and z directions. Each UAV sorts the phases along x
across all UAV and along z as groups of size "I . Assuming
the merge sort algorithm is used, the initialization complexity
is given by O(" log" + "G"I log"I). After initialization,
each UAV interacts only with one neighbor in the x-direction
and one neighbor in the z-direction, regardless of the swarm
size making the complexity be a function of only the number
of iterations O( 2). The fact that beyond initialization FF
complexity is independent of the swarm size makes it scalable.

F. Comparison with Existing Distributed Algorithms

We briefly compare FF to Gradient Descent (GD) and Brute
Force (BF) which were both proposed in [12]. GD and BF are
both iterative algorithms inspired by numerical optimization
algorithm; gradient descent, and steepest descent respectively.
GD relies on knowledge of the UAV positions and global
channel knowledge within the swarm to calculate the gradient
of the capacity with respect to positions. In each iteration,
in a sequential manner, all UAVs estimate the channel and
one UAV moves in the gradient descent direction. BF also
relies on global channel knowledge. In a BF iteration, a UAV
takes 6 steps in each of the 6 orthogonal directions. For each
direction, the channel is estimated and the orthogonality of
the channel is evaluated. The UAV retains the position that
improved the channel orthogonality. No upper bounds (UB)
on distance traveled nor convergence guarantees were derived
for BG and GD in [12]. Since GD and BF are based on
numerical methods applied to a non-convex objective, it is
not easy to analyze their convergence. Unlike BF and GD,
in a FF iteration, each UAV only requires knowledge of
the channel from its direct neighbors reducing inter-swarm
communications overhead. Also, in an FF iteration, all UAVs
move simultaneously, thus requiring fewer channel estimates.
The comparison between the algorithms is summarized in
Table I.

VIII. OPTIMIZING A LINEAR UPLINK SCENARIO

So far we discussed algorithms that optimize UAV positions
to maximize the channel capacity, which are applicable in the
uplink and downlink scenarios regardless of the transmitter
and receiver processing. Now, for an uplink scenario with
UAVs as transmitters, we consider the joint optimization of
the channel H (through the UAV positions) and the linear
precoders V ∈ C#×# and combiners W ∈ C"×" . We can
define the following joint optimization problem

maximize
H,W,V

{
log det

(
I + 1

#0# 5

(
W�HV

)�
W�HV

)}
(44)
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Region of Interest

Fig. 4: In the simulation setup, the UAVs are initialized in a
rectangular area. The GS is tilted towards the swarm.

where #0 is the noise power spectral density and # 5 is the
receiver noise figure, given that H is a channel matrix defined
according to our system model. Each UAV is assumed to
be carrying a radio with maximum transmitted power %) .
Since each UAV transmits an independent data stream, V

is constrained to be a diagonal matrix. The columns of the
combining matrix W are assumed to be normalized.

If we define the equivalent channel H4@ = W�HV, ac-
cording to the upper bound (6), the maximum occurs when
H4@ is orthogonal for a given SNR. Maximizing the SNR for
an orthogonal H4@ solves (44). Using our proposed position
optimization algorithms, the channel H can be made orthog-
onal. For orthogonal H, the matched filter combiner given by
W =

H
‖H‖� /" makes W�H a scaled identity matrix and hence

orthogonal. The optimal diagonal precoding, in this case, is to
use the maximum power V =

√
%) I to maximize the SNR1.

Hence, H4@ is an orthogonal matrix maximizing the SNR and
thus solves the joint optimization. Thus, we have derived the
optimal linear precoders and combiners for an uplink scenario.

IX. NUMERICAL EVALUATION

In this section, we evaluate the performance of the pro-
posed algorithms using numerical simulations. The capacity
improvements of position optimization are first evaluated
along with their robustness to randomness due to the channel
and UAV motion. Then, the convergence of Force Fields is
evaluated under ideal and practical conditions along with other
UAV positioning algorithms. The distance traveled per UAV
for different swarm positions is then considered and compared
to the derived upper bounds. Lastly, we evaluate the impact
of position optimization on the capacity as we move to the
massive MIMO regime with " >> # .

A. Simulation Setup

We consider the simulation setup shown in Fig. 4. The GS
consists of a URA having aperture !G = 3G"G = 6m and
!I = 3I"I = 6m operating at a frequency of 5GHz. The
large GS aperture reduces the distance traveled as shown in the
derived upper bounds. However, an extremely large aperture

1Note that for iterative algorithms, before convergence, H is not orthogonal
and the proposed precoders and combiners are not necessarily optimal

is not practical. Unless otherwise stated, we use "G = 6 and
"I = 2 making 3G = 1m and 3I = 3m. The GS is placed at
a height ℎ1 = 10<, which is assumed to be higher than any
surrounding buildings making a LOS path exist between the
GS and swarm [5]. For UAVs deployed in a remote area, the
GS can be adjusted to guarantee this condition. To account
for non line-of-sight (NLOS) propagation paths, the channel
is modeled as a Rician channel. The center of the region of
interest is at a distance of 'ROI = 2km from the UAV swarm.
For simplicity, the initial positions are randomly distributed in
a rectangular parallelepiped having sides +G = 10, +H = 300,
and +I = 300. The elevation angle of the ground antenna
used is \ = 0.043rad making the average height of the swarm
approximately 100m.

We consider the uplink scenario, where the UAVs are the
transmitters. Channel estimation errors, when considered, are
modeled using Hest = H + H̃, where Hest is the estimated
channel, and H̃ is the channel estimation error. The estima-
tion error is modeled as a matrix with independent complex
Gaussian elements with zero mean and variance 1

1+SNR )g
where )g = 10 is the number of training symbols [46].
The UAV motion errors, when considered, are modeled as
an independent random Gaussian vector of size 3 having zero
mean and a diagonal covariance matrix with a magnitude of
1m. This motion error vector is added to the positions of the
UAVs before channel estimation [12].

Each UAV has a transmit power %) = 10dBm and the
bandwidth used is assumed to be 1MHz [47]. The noise
power spectral density used is #0 = −174dBm/Hz and
the receiver has a noise figure #� of 3dB, making the
noise power equal to -111 dBm. We use the sum rate
obtained when using linear minimum mean square error
(LMMSE) combiner at the GS as a metric [9, 8.3.3]. The
LMMSE combining vector F= for UAV = is calculated using

w= =

(
#0#� I +∑#

8=0,8≠= h
[4BC ]
8

h
[4BC ]�
8

)−1

h
[4BC ]
= , where h

[4BC ]
=

is the =-th column of the estimated channel. The signal-
to-interference-and-noise ratio (SINR) of the =-th stream is

given by SINR= =
%) |w�

= h
[2 ]
= |2

#0#�+%)
∑=

8=0,8≠= |w�
= h

[2 ]
8

|2
. Using the SINR

of each stream, the sum rate is calculated using SR =∑#−1
==0 log (1 + SINR=)
For comparison, we consider relying on the randomness of

the initial UAV positions referred to as “Init”. This is similar
to what was proposed in [36], although we do not optimize
the deployment region. We also consider positioning the UAVs
using the technique proposed for traditional planar uniform-
rectangular arrays (URAs) [31]. We also consider BF and
GD from [12]. Although URAs were first proposed for fixed
antenna arrays, they still can be used to maximize the capacity
and along with uniform linear arrangements they have been
proposed for UAVs [27], [32], [33], [35].

B. Performance Gains of Position Optimization

We start by demonstrating the performance gains that can
be attained by optimizing the UAV swarm. We first consider
the case of the swarm and GS having an equal number of
antennas " = # and we vary "G . This is shown in Fig. 5. As
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Fig. 5: As we increase the number of UAVs and GS antennas,
Cent gives an equal sum rate to URA, which is higher than
relying on the initial positions.

the "G increases, the sum rate of the optimized approaches
(Cent and URA) increase linearly. This is expected from an
optimized MIMO channel. However, this improvement comes
at the cost of moving the UAVs from their initial positions.
Unlike placing the UAV in a URA, our proposed approach
minimizes the distance traveled. An example of a realization
of random placement with "G = 6 (# = 12) is shown in
Fig. 6. The initial placements of the UAVs are shown in blue
and is assumed to be above the points of interest shown as
crosses at I = 0. For URA shown in Fig. 6b, UAVs need to
travel 224m on average, which is far from the point of interest
and might conflict with the objective of their deployment. On
the other hand, for the centralized approach shown in Fig. 6a,
each UAV needs to travel only an average distance of 20m
from its initial position. This shows the limitation of relying
on uniform placements.

After attaining the centrally optimized positions, we eval-
uate the robustness of our obtained solution against external
disturbances. We consider the effects of NLOS propagation,
channel estimation errors, and UAV motion errors. We vary the
value of the Rician K Factor, and for each value, we simulate
100 random realizations of the Rician channel, localization
errors, and channel estimation errors. We plot the mean of
the sum rates in Fig. 7 with the standard deviation shown
as error bars along with the single-user upper bound (UB)
from (6). We see that for small values of the K-factor, the
NLOS becomes dominant and both the optimized and non-
optimized positions yield the same average capacity. As the
LOS becomes more dominant and the K-factor increases,
the optimized positions start approaching the capacity upper
bound. The random initial positions, on the other hand, con-
verge to a lower sum rate. This is what we expect since an
unoptimized LOS MIMO channel is correlated. In practice, the
LOS air-to-ground channel typically has a high K-factor. In
channel measurement campaigns performed at a frequency of
5-GHz (C-band) for a LOS air-to-ground channel in near-urban
and suburban environments, it was shown that the average K-
factor was above 25dB [48, Table V].

C. Distributed Algorithms

Next, we evaluate the distributed algorithms performance
in optimizing positions. URA approach and the centralized

(a) Centralized.

(b) URA.

Fig. 6: Blue dots represent the initial positions, orange dots
the final positions of the UAVs. The dashes on the ground
represent the point of interest. While URA and Cent optimize
capacity, URA moves the UAVs significantly far from their
points of interest.
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Fig. 7: Optimizing positions improves capacity for LOS dom-
inant channel having a large K-factor. Simulation is done for
the placement in Fig.6a and includes localization errors and
channel estimation errors.

algorithm (Cent) are used as benchmarks. We compare Force
Field (FF) against gradient descent (GD) and brute force (BF).

For FF, we used  ? = 0.3
min
=

(n=)(G
4c

. The convergence results
for 100 iterations in an ideal scenario with  = ∞ are shown
in Fig. 8. From Fig. 8a, we see that all the methods converge to
the optimal sum rate. The average distance traveled per UAV
up to a given iteration is shown in Fig. 8b with the curves for
URA and BF omitted for exceeding 100m. This Figure along
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Fig. 8: The sum rate and distance traveled for the ideal
scenario.
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Fig. 9: The sum rate of distributed approaches under practical
disturbances.

with Fig. 8a help characterize the tradeoff between attained
capacity and the distance traveled. We can see that after the
first two iterations with only 12m average traveled distance,
the attained capacity is doubled. This shows that, using FF,
significant gains can be attained with a few iterations and a
limited traveled distance. Also while moving to optimize the
capacity, the UAVs can work on their deployment tasks, hence
FF does not impede on the deployment application.

Then, we evaluate the convergence of these methods under
practical disturbances. Namely, we consider a K-factor of
20dB along with channel estimation errors and localization
errors added after each iteration. Also, in addition to the free
space path loss, we consider log-normal fading with 3.2dB
standard deviation applied independently to each UAV [48].
Using the same initial positions, 100 realizations of these
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Fig. 10: The mean distance traveled by the swarm. The error
bars represent the range.

random distortions were simulated. The average sum rate
results are shown in Fig. 9. Compared to the ideal scenario,
the sum rates even for URA and Cent are about 16% lower
because fading affects the channel magnitude and hence the
SNR per stream. However, we see that FF still converges
to the sum rate bound attained by URA and Cent in about
30 iterations similar to the ideal scenario. GD, on the hand,
takes more than twice the iterations to converge compared
the ideal scenario due to the random changes in the channel
magnitude affecting the gradients. Brute Force is severely
impacted by the motion errors and does not converge [12].
Hence, our proposed FF is robust to practical disturbances
expected in a swarm of UAVs and can attain the sum rate
bound. Compared to GD and BF, FF requires only a fraction of
the inter-swarm communications and is guaranteed to converge
within a bounded distance in an ideal scenario.

D. Distance Traveled Per UAV

UAV applications have different tolerance for UAV trans-
lations from the initial positions. Hence, it important to
evaluate the distance that each UAV needs to travel. To that
end, we numerically evaluate the distance traveled by each
UAV as a function of '. We consider 100 realizations, in
which the UAVs are initialized randomly in a cube such that
+G = +H = +I = 10. The small cube guarantees that the UAVs
are within F as we change the distance '. In Fig. 10, the
solid lines show the mean distance traveled and the whiskers
represent the range calculated over all realization and over
the entire swarm. The upper bounds for Cent and FF derived
in Propositions 2 and 3 respectively are plotted as dashed
lines. We can see that the distance that the UAVs need to
travel increases as ' gets larger. This scaling is captured by
our upper bounds, which can be used to estimate the worst
case traveled distance. As expected, the distributed algorithm
using only channel estimates requires a larger displacement
than the centralized algorithm with perfect knowledge of the
swarm initial positions. While we only show results for one
center frequency and URA design, by using the upper bounds,
verified in this section, we can predict the effect of changing
the URA design or the center frequency on the distance
traveled.
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Fig. 11: The sum rate of different approaches as we move to
the massive MIMO regime.

E. Massive MIMO Evaluation

Now, we evaluate position optimization in the massive
MIMO regime, where the number of GS antennas exceeds
the number of UAVs " >> # . Massive MIMO was shown
to improve the capacity by increasing the number of GS
antennas [49]. One might presume that increasing the number
of GS antennas eliminates the need for position optimization.
We show that this is not the case. We consider 8 UAVs and
a GS with a fixed aperture such that !G = "G3G = 4 and
!I = "I3I = 6. The ratio between antennas in the x and
z direction was set to be "G/"I = 2 and the total number
of GS antennas is increased [50]. From Fig. 11, we see that
the optimized approaches provide a higher sum rate than the
non-optimized as expected. But as the number of antennas
increases the sum rate gap between both optimized and non-
optimized approaches does not converge to zero. The subopti-
mal massive MIMO performance in a LOS channel was also
observed and analyzed in [37, Sec. 4.3]. This indicates that
even as the number of antennas increases, swarm optimization
can provide significant improvements. One way to interpret
this result is to consider the grid of optimal positions similar
to the one shown in Fig. 2. For a fixed aperture massive MIMO
setup (assuming the same x-z plane without loss of generality),
the smallest distance between two optimal positions (G

"G
is

constant and is equal to _'
!G

. This means that by increasing
the number of antennas, the optimal point density is the same.
Hence, if the initial positions are far from any optimal ones,
they will remain far as we increase " .

X. CONCLUSION

In this work, we optimized the placements of a UAV swarm
to maximize the MIMO backhaul capacity starting from given
swarm initial positions. We mathematically defined a set of
UAV placements that orthogonalize the channel and maximize
the MIMO capacity. The problem of minimizing the distance
traveled to reach a placement in this set was formulated.
An offline centralized solution was developed by relaxing the
problem and decomposing it into two convex problems which
were solved iteratively using block coordinate descent. We
also proposed FF as a distributed iterative solution to this
problem. FF requires sharing channel estimates only between
neighbors and we derived the conditions for its convergence.

Using numerical simulation, we have shown its robustness
under channel and UAV induced disturbances. Upper bounds
for the distance that UAVs need to travel using the centralized
solution and force field were derived and numerically verified.
Our approaches were shown to provide significant sum rate
improvements while requiring only bounded displacements.
The gains from our approach were shown to remain significant
as we transition to the massive MIMO regime with far more
ground station antennas than UAVs.

APPENDIX

A. Proof of Lemma 1

Let us define the scaled x and z translations, G ′′= =
G=
H=

and
I′′= =

I=
H=

. We start by assuming that the solution is found
on a uniform grid with respect of the scaled variables with
dimensions "G and "I . The separation of the UAVs along
this grid in the x and z planes is given by 4G and 4I , such that
we can rewrite G ′′= = 824G and I′′= = 924G for some integers
82 ∈ {0, · · · , "G − 1}, 92 ∈ {0, · · · , "I − 1}. Our objective,
hence, becomes calculating the value of 4G and 4I . Starting
from (11), we get

h�; h: =

#−1∑

==0

exp

(
− 92c
_

(
(−8; + 8: )3GG ′′= + (− 9; + 9: )3II′′=

) )

(45)

=

"G−1∑

82=0

"I−1∑

92=0

exp

(
− 92c
_

((−8; + 8: )823G4G

+(− 9; + 9: ) 923I4I)) (46)

=

"G−1∑

82=0

exp

(
− 92c
_

((8: − 8;)823G4G)
)

·
"I−1∑

92=0

exp

(
− 92c
_

(( 9: − 9;) 923I4I)
)

(47)

In (46), the summation over UAVs was rewritten as a summa-
tion over the x and z UAV grid positions. As is evident from
equation (47), this summation is a product of two geometric
sums and can therefore be simplified to

sin
(
c"G (8:−8;)3G4G

_

)

sin
(
c (8:−8;)3G4G

_

)
sin

(
c"G ( 9:− 9;)3I4I

_

)

sin
(
c ( 9:− 9;)3I4I

_

) = 0 (48)

where the summation is set to 0 because of the orthogonality
condition defined in (8). The orthogonality is achieved when
4G =

_
"G3G

and 4I =
_

"I3I
. If we set H= to be constant for

all UAVs, we get the same condition derived for the optimal
design of a parallel planar uniform rectangular arrays (URA)
derived in [31], [51]. Hence, orthogonality is achieved when
G= = 8=

_H=
"G3G

and I= = 9=
_H=
"I3I

, where = = 8="I + 9=.
B. Proof of Proposition 1

The objective of (17) is monotonically increasing with
respect to (G ′<,=)2. This objective is minimized by minimizing
(G ′<,=)2. To prove that the optimal 5<,= is within the set
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{−1, 0}, we show that any value outside this set will corre-
spond to a larger value of (G ′<,=)2.

Given that 0 ≤ G̃<,= ≤ (Gn= and that − 1
2
(Gn= ≤ XG(Gn= ≤

1
2
(Gn= from (23), we get

−1

2
(Gn= ≤ G̃<,= + XG(Gn= ≤ 3

2
(Gn= (49)

So, for any value of XG and G̃<,=, using (25) the optimal value
5̂<,= can be calculated using

5̂<,= = argmin
5<,=∈Z

(G̃<,= + 5<,=(Gn= + XG(Gn=)2

=

{
0 − 1

2
(Gn= ≤ G̃<,= + XG(Gn= < 1

2
(Gn=

−1 1
2
(Gn= ≤ G̃<,= + XG(Gn= ≤ 3

2
(Gn=

(50)

By substituting 5̂<,= to calculate the absolute translation
(Ĝ ′<,=)2 = min

5<,=∈Z
(G ′<,=)2, we find that it is bounded by

(Ĝ ′<,=) ≤ ( (G n=
2

)2. If 5<,= is outside the set {−1, 0}, we get

a larger translation such that (G ′<,=)2 ≥
(

1
2
(Gn=

)2

. Hence, the
optimal value of 5<,= has to be within {−1, 0} and is given
by (27).

C. Proof of Proposition 2

In the proof of Proposition 1, we showed that (Ĝ ′<,=)2 ≤
( (G n=

2
)2 and similarly ( Î′<,=)2 ≤ ( (I n=

2
)2. This holds for any

value of the remaining variables. Hence, the translation made

by UAV = is upper bounded by
√
(2
G+(2

I

2
n=.

D. Proof of Lemma 4

If  ? is sufficiently small, the phase unwrapping given by
(38) retains the linearity of the measurements. Assuming UAV
= − 1 is fixed, G=−1 is constant across iterations, and we get

4= [:] = 2c

(
G= [:]
n=

− G=−1

n=−1

)
1

(G
− k=

= 2c

(
G= [: − 1] −  ?4= [: − 1]

n=
− G=−1

n=−1

)
1

(G
− k=

= −2c
 ?4= [: − 1]

n=(G
+ 2c

(
G= [: − 1]

n=
− G=−1

n=−1

)
1

(G
− k=

=

(
1 −

 ?2c

n=(G

)
4= [: − 1]

(51)
If 0 <  ? <

n=(G
2c

, the error will decrease in each iteration, and
hence it will converge to zero. However, to avoid phase wrap
errors when using (38) we need to guarantee that any transition
does not exceed c, which is realized when 0 <  ? <

n=(G
4c
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