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ABSTRACT

Context. Ionized interstellar gas is an important component of the interstellar medium and its lifecycle. The recent evidence for a
widely distributed highly ionized warm interstellar gas with a density intermediate between the warm ionized medium (WIM) and
compact H ii regions suggests that there is a major gap in our understanding of the interstellar gas.
Aims. Our goal is to investigate the properties of the dense warm ionized medium in the Milky Way using spectrally resolved SOFIA
GREAT [N ii] 205 µm fine-structure lines and Green Bank Telescope hydrogen radio recombination lines (RRL) data, supplemented
by spectrally unresolved Herschel PACS [N ii] 122µm data, and spectrally resolved 12CO.
Methods. We observed eight lines of sight (LOS) in the 20◦ < l < 30◦ region in the Galactic plane. We analyzed spectrally resolved
lines of [N ii] at 205 µm and RRL observations, along with the spectrally unresolved Herschel PACS 122 µm emission, using exci-
tation and radiative transfer models to determine the physical parameters of the dense warm ionized medium. We derived the kinetic
temperature, as well as the thermal and turbulent velocity dispersions from the [N ii] and RRL linewidths.
Results. The regions with [N ii] 205 µm emission are characterized by electron densities, n(e) ∼ 10 to 35 cm−3, temperatures range
from 3400 to 8500 K, and nitrogen column densities N(N+) ∼ 7×1016 to 3×1017 cm−2. The ionized hydrogen column densities
range from 6×1020 to 1.7×1021 cm−2 and the fractional nitrogen ion abundance x(N+) ∼1.1×10−4 to 3.0×10−4, implying an enhanced
nitrogen abundance at a distance ∼ 4.3 kpc from the Galactic Center. The [N ii] 205 µm emission lines coincide with CO emission,
although often with an offset in velocity, which suggests that the dense warm ionized gas is located in, or near, star-forming regions,
which themselves are associated with molecular gas.
Conclusions. These dense ionized regions are found to contribute & 50% of the observed [C ii] intensity along these LOS. The
kinetic temperatures we derive are too low to explain the presence of N+ resulting from electron collisional ionization and/or proton
charge transfer of atomic nitrogen. Rather, these regions most likely are ionized by extreme ultraviolet (EUV) radiation from nearby
star-forming regions or as a result of EUV leakage through a clumpy and porous interstellar medium.

Key words. ISM: clouds — ISM: structure —ISM: photon-dominated region (PDR)—infrared: ISM

1. Introduction

The Galactic interstellar medium (ISM) cycles gas from a diffuse
ionized state through succeedingly denser neutral components
until dense molecular clouds form in which young stars are born.
These stars and supernovae generate winds and radiation that
disrupt the clouds and ionize the gas, continuing the cycle. The
neutral atomic hydrogen and molecular hydrogen clouds occupy
only a small volume of the Galactic disk, ∼ 2%, compared to the
ionized gas, which fills much of its volume. A significant fraction
of the Galactic disk, ∼20% to 40%, is filled with low density
ionized hydrogen in a warm ionized medium (WIM), also called
the diffuse ionized gas (DIG), with an average electron density
∼ 0.03 – 0.08 cm−3 and Tkin ∼8000K (Haffner et al. 2009). The
WIM/DIG is estimated to be ∼ 90% of the ionized gas in the
Galaxy and ∼20% of the total gas mass (Reynolds 1991).

The low density WIM has been studied for nearly six decades
since it was proposed as a component of the Galaxy’s ISM by

Hoyle & Ellis (1963). Pulsar dispersion measurements, faint op-
tical emission lines, and surveys in Hnα emission established
that the WIM is widespread throughout the Galaxy (see review
by Haffner et al. 2009), in contrast to H ii regions with n(e)&102

cm−3. Bright dense H ii regions are strong sources of emission
of the fine structure far-infrared lines of ionized carbon, [C ii],
and nitrogen, [N ii]. In contrast the WIM can only be detected in
[C ii] and [N ii] in absorption towards bright continuum sources
with these tracers of ionized gas (Persson et al. 2014; Gerin et al.
2015), or in emission along the tangent lines of spiral arms where
a long column density of gas has a small velocity dispersion
(Velusamy et al. 2012, 2015; Langer et al. 2017).

Thus, the discovery of dense warm ionized gas associ-
ated with molecular gas clouds in the inner disk (l = ±
60◦) of the Milky Way (Goldsmith et al. 2015) was unexpected.
Goldsmith et al. (2015) conducted a survey of [N ii] 205 and
122 µm emission along ∼ 150 lines of sight (LOS) in the plane
using the Herschel PACS array and detected relatively strong
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emission as compared with predictions from the large scale and
low angular resolution (∼7◦) COBE maps, which indicated that
[N ii], which arises solely from ionized hydrogen gas, was weak
(Bennett et al. 1994). As originally shown by Rubin (1989), ion-
ized nitrogen requires relatively high electron densities to excite
its fine structure levels and would be difficult detect in the WIM
with PACS. The PACS 122 and 205 µm intensities were used
to derive the electron abundances and column densities of the
ionized gas. The densities, n(e), were largely in the range 10 to
50 cm−3, intermediate between the low density WIM and H ii
regions with n(e) & 102 cm−3, and much lower than ultracom-
pact H ii regions with n(e)> 103 cm−3 (Kurtz 2005). Here we
investigate the properties of the dense warm ionized gas along
eight lines of sight toward the inner Milky Way using spec-
trally resolved SOFIA GREAT [N ii] 205 µm fine-structure lines
and Green Bank Telescope hydrogen radio recombination lines
(RRL), supplemented by spectrally unresolved Herschel PACS
[N ii] 205 and 122 µm data, and CO spectra. From these data
we derive the electron density and temperature, the N+ and H+

column densities, and fractional nitrogen ion abundance.
In the Herschel Galactic [N ii] sparse survey, ten lines of

sight observed with PACS were also observed with spectrally
resolved 205 µm emission with Herschel’s Heterodyne Instru-
ment in the Far-Infrared (HIFI) and found to have ∼ 20 distinct
velocity components (Langer et al. 2016). Pineda et al. (2019)
analyzed the electron abundance and column density of N+ in
these 20 spectral components along with one in the Scutum arm
l ∼30◦ that had been observed in [N ii] 205 µm with SOFIA
GREAT (Langer et al. 2017). To derive the electron density,
in the absence of spectrally resolved 122 µm [N ii] emission,
Pineda et al. (2019) developed a technique combining spectrally
resolved Hnα radio recombination lines (RRLs) with the spec-
trally resolved [N ii] 205 µm line. They found that the line of
sight averaged electron abundances were consistent within a fac-
tor of two with the densities derived from the PACS spectrally
unresolved 205 and 122 µm emission, thus validating this ap-
proach to determining n(e) from the ratio of the [N ii] to the Hnα
RRL intensities.

In addition, Goldsmith et al. (2015) found that this dense
warm ionized medium made a significant contribution to the
[C ii] budget, which has important ramifications for understand-
ing the role of [C ii] in cooling, as a probe of the interstellar
medium, and as a tracer of the star formation rate. In contrast to
[N ii] which can only arise from highly ionized gas due to its ion-
ization potential (IP = 14.53 eV) being beyond the Lyman limit,
ionized carbon (IP = 11.26 eV) is found in highly ionized and
weakly ionized interstellar gas, such as HI clouds, photon domi-
nated regions (PDRs), and low density molecular clouds without
CO emission (CO-dark H2 clouds).

One of the early conclusions from [C ii] surveys was that,
in addition to [C ii] associated with CO, presumably arising
from photon dominated regions, there was widespread [C ii]
not associated with CO (Langer et al. 2010; Pineda et al. 2013;
Langer et al. 2014). The assumption was that this [C ii] traces
the CO-dark molecular H2 gas and that it represents a signifi-
cant reservoir of material for eventual star formation in the Milky
Way. Pineda et al. (2013) found that the average fraction of CO-
dark H2, fDG ∼ 0.3 in the Milky Way. This result was in gen-
eral agreement with earlier estimates of the CO-dark H2 using
other indirect measures. For example, in the Milky Way, Planck
found a CO-dark gas fraction fDG ∼ 0.5 from excess dust emis-
sion (Planck Collaboration et al. 2011) and Grenier et al. (2005)
calculated that fDG ∼ 0.3 – 0.5 using gamma ray emission to
trace the hydrogen not detected in CO or HI. One caveat in these

studies of the fraction of the molecular gas traced by CO is that
they rely on large scale CO surveys which may not be sensitive
enough to detect all the CO emission. However, the analysis of
the [C ii] spectral line surveys had to assume the fraction of its
emission that comes from fully ionized regions, due to a lack of
observations of spectroscopic probes of the fully ionized hydro-
gen gas.

It has been shown recently that emission from ionized nitro-
gen, N+, in its far-infrared lines, [N ii], can disentangle some of
the highly ionized and weakly ionized sources of [C ii] emission
(e.g., Goldsmith et al. 2015; Langer et al. 2016; Croxall et al.
2017). Galactic and extragalactic studies of [N ii] indicate that
more [C ii] emission comes from highly ionized gas than pre-
dicted by current ISM models, and that the fraction of [C ii] from
highly ionized gas varies among galaxies. For example, Abel
(2006) compares the contributions of PDRs and H ii regions to
[C ii] as a function of the [N ii] emission (calculated with H ii–
PDR models) available to observations. Whereas [C ii] and [N ii]
emission from the H ii regions are well correlated, [C ii] from the
PDRs is not. Current models of Galactic CO and [C ii] emission
(e.g., Accurso et al. 2017a,b) predict that the majority of galax-
ies have 60 to 80 percent of their [C ii] luminosity arising from
molecular gas (PDRs), yet analysis of [C ii] and [N ii] shows
a much wider range within and among galaxies. Thus, observ-
ing [C ii] alone is insufficient to determine the relative contribu-
tions of H ii, PDRs, and diffuse atomic and diffuse CO–dark H2
clouds. In addition to [N ii], the RRLs of H, He, and C are impor-
tant probes of conditions in the dense highly ionized H ii regions.
While the electron density can be derived from excitation anal-
ysis of the 122 µm and 205 µm lines of nitrogen (Oberst et al.
2011; Goldsmith et al. 2015), currently spectrally resolved [N ii]
is only available at 205 µm.

The [C ii] and [N ii] studies raise important questions about
the nature of the dense warm ionized gas, namely: how it forms,
what ionizes the nitrogen, what heats this gas, is it transient,
and how much does it contribute to the total [C ii] emission? In
this paper our primary goal is to advance our understanding of
the physical conditions in the dense warm ionized medium (D-
WIM) by combining spectrally resolved [N ii] 205 µm and Hnα
radio recombination lines, and the PACS observations of spec-
trally unresolved [N ii] 122 µm emission towards eight lines of
sight to the inner Galaxy between l = 20◦ to 30◦, to derive the
temperature, electron density, N+ column density, and fractional
abundance of N+. Our secondary goal is to interpret the frac-
tion of [C ii] coming from the dense ionized gas by combining
its spectrally resolved emission with that of [N ii] 205 µm. How-
ever, the lack of maps in [N ii] towards the sources limits any
discussion of the dynamics of the D-WIM.

This paper is organized as follows. In Section 2 we describe
the observations of [N ii] and Hnα RRL. In Section 3 we analyze
the properties of the ISM gas traced by [C ii], [N ii], and RRL,
and in Section 4 we discuss the characteristics of the D-WIM and
the ionization of the gas. We summarize our results in Section 5.

2. Data

We observed eight lines of sight towards the inner Galaxy be-
tween l = 21◦.9 and 28◦.7 at b = 0◦ in the ionized nitrogen
3P1 →

3P0 fine structure 205 µm line, [N ii], at high spectral res-
olution using the 4GREAT instrument on SOFIA. These eight
LOS were previously observed in the 2P3/2 →

2P1/2 158 µm
fine structure line of ionized carbon, [C ii], at 1900.537 GHz
(Cooksy et al. 1986) with Herschel HIFI (Langer et al. 2010;
Pineda et al. 2013; Langer et al. 2014) and in the [N ii] 122 and
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Table 1. [N ii], RRL, and [C ii] lines of sight.

LOS IDa Longitudeb Latitudeb Vc
LS R

( km s−1)
G020.9+0.0 20◦.8696 0◦.00 50.0
G021.7+0.0 21◦.7391 0◦.00 50.0
G023.5+0.0 23◦.4783 0◦.00 75.0
G024.3+0.0 24◦.3478 0◦.00 75.0
G025.2+0.0 25◦.2174 0◦.00 75.0
G026.1+0.0 26◦.0870 0◦.00 100.0
G027.0+0.0 26◦.9565 0◦.00 100.0
G028.7+0.0 28◦.6957 0◦.00 100.0

a) We use the GOT C+ naming convention to identify the
lines-of-sight ID (Langer et al. 2010; Goldsmith et al. 2015). b)
The longitudes and latitudes are from Goldsmith et al. (2015).
c) The VLS R in the table is that used for the observations and
does not necessarily correspond to the peak in emission.

205 µm lines with Herschel PACS at low spectral resolution
(Goldsmith et al. 2015). We also observed hydrogen Radio Re-
combination Lines along all lines of sight observed in [N ii] us-
ing the Green Bank Telescope as discussed below and described
in Pineda et al. (2019). These lines of sight are marked on Fig-
ure 1 superimposed on a portion of the Green Bank Telescope
(GBT) hydrogen radio recombination line, Hnα, Diffuse Ionized
Gas Survey (GDIGS) in the Galactic midplane (Anderson et al.
2021).

The lines of sight are listed in Table 1 where the first col-
umn gives a short label for each line of sight in the form adopted
by the GOT C+ survey, GXXX.X+Y.Y, where the first term is
the longitude and the second the latitude to one decimal place.
The second and third columns give the actual longitude and lat-
itude, l and b, as listed in Table 2 of Goldsmith et al. (2015).
The fourth column gives the nominal VLS R used for [N ii] obser-
vations (these are not necessarily the velocities of the peak in
emission). The observing details for [N ii] are discussed below,
while that for the RRL lines are discussed in Pineda et al. (2019)
and the [C ii] in Pineda et al. (2013). The GOT C+ archival data
sets are available as a Herschel User Provider Data Product un-
der KPOT_wlanger_1.

2.1. SOFIA [N ii] observations

The [N ii] line at 1461.1338 GHz (λ = 205.178 µm) (Brown et al.
1994) was observed using GREAT (Heyminck et al. 2012;
Risacher et al. 2016; Durán et al. 2020) onboard SOFIA
(Young et al. 2012) as part of the Guest Observer Cycle 7 cam-
paign (proposal ID 07_0009; PI Langer). GREAT was config-
ured with the 4GREAT-HFA (Durán et al. 2020) configuration to
observe four lines, [N ii], [O i], CO(5-4), and CO(8-7). The ob-
servations were made on four flights from June 24 to 27, 2019,
from Christchurch, NZ as part of SOFIA’s southern deployment.
The [N ii] line was observed with the 4G3 pixel of the 4GREAT
receiver, and the corresponding half–power beamwidth for the
[N ii] observations was 19.7′′ at 1461.1338 GHz. The data were
processed with the kosma_ calibrator version 18_06_2019 in-
cluding atmospheric calibration (Guan et al. 2012). The spectra
were calibrated to TA using a forward efficiency of 0.97 and [N ii]
calibrated to main beam temperature with ηmb = 0.706. First to
third order baselines were removed from the delivered data prod-
ucts.

Each ON position observation used an OFF position at the
same longitude with b = 0◦.4, in order to balance baseline quality
with the need to have the OFF position as far above the plane as
possible. However, as [C ii] and [N ii] are widespread throughout
the Galaxy, and finding a clean OFF position for proper calibra-
tion could be a challenge for observations of the inner Galaxy.
Therefore, every OFF position was checked for [N ii] emission
by observing each LOS at b=+0◦.4 using an OFF position of 0◦.8.
Observations of the Scutum arm in [N ii] (Langer et al. 2017)
followed a similar approach but also observed secondary and ter-
tiary OFF positions and found that [N ii] emission at b ≥ 0◦.8 is
either absent or relatively weak.

In Figure 2 we plot [N ii] for the lines of sight at b =
0◦.0, along with the [C ii] observations from Herschel HIFI
GOT C+ survey (Pineda et al. 2013; Langer et al. 2014). [N ii]
was detected with high signal-to-noise at five ON positions,
with weaker signal-to-noise, at G027.0+0.0, and marginally de-
tected at two velocities for G021.7+0.0, and was not detected at
G025.2+0.0. In Appendix A we plot the [N ii] spectra for the first
OFF positions at b = 0 ◦.4.

Whenever there was [N ii] emission at the b = 0◦.4 position
we corrected the spectra in the ON position by fitting a Gaus-
sian to the spectrum and adding it to the b = 0◦.0 spectrum. Four
of the eight LOS had no emission in the OFF position at the
level of the rms noise, while three had weak emission, and only
G023.5+0.0 had strong emission in the OFF position. Two ex-
amples of the before and after correction spectra are shown in
Appendix A, one for the strongest source, G023.5+0.0, and one
for a typical source, G026.1+0.0. This procedure minimizes the
introduction of noise into the target spectra at b = 0◦.0. We then
refit the baselines for these b = 0◦.0 LOS with a third order poly-
nomial setting a window based on the observed emission. The
typical [N ii] noise per 2.0 km s−1 channel is 0.17 K.

2.2. Hydrogen recombination lines

We observed RRLs along all eight LOS in our sample using
the Versatile GBT Astronomical Spectrometer (VEGAS) on the
Green Bank Telescope (GBT) in X-band (8 – 10 GHz) in the po-
sition switching observing mode. The angular resolution of the
GBT in X-band is 84′′ . We used the same lines and procedures
as described in Pineda et al. (2019), as follows. For each ob-
served direction, we simultaneously measured seven Hnα RRL
transitions, H87α to H93α, using the techniques discussed in
Bania et al. (2010); Anderson et al. (2011); Balser et al. (2011),
and averaged all spectra together to increase the signal-to-noise
ratio using TMBIDL (Bania et al. 2016). All the lines in the
band (two polarizations per transition) were averaged together
to increase the signal-to-noise ratio and the average frequency
is 9.17332 GHz. The GBT data were calibrated using a noise
diode fired during data acquisition, and are assumed to be accu-
rate to within 10% (Anderson et al. 2011). The data were later
corrected with a third-order polynomial baseline. We converted
the intensities from an antenna temperature to main-beam tem-
perature using a main beam efficiency of 0.94. The typical rms
noise of this data is 2.3 mK when smoothed to a 2 km s−1 chan-
nel. The eight RRL lines are plotted in Figure 2 along with [C ii]
and [N ii].

2.3. GREAT versus PACS 205 µm data

The Herschel Space Observatory Open Tme Key Program,
Galactic Observations of Terahertz C+ (GOT C+) conducted
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Fig. 1. The location of the eight lines of sight observed in [N ii], RRL, and [C ii], indicated + signs, superimposed on a moment 0 integrated
intensity map of the Hnα RRL Green Bank Telescope Diffuse Ionized Gas Survey (GDIG; (Anderson et al. 2021)). None of the LOS intersect the
locations of the brightest compact emission, although many intersect with larger ionized zones.

-10

0

10

20

30

40

-1

0

1

2

3

4

0 25 50 75 100

G020.9 + 0.0

Hα RRL (black)
[CII] (blue)
[NII] (red)

T
A
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-5

0

5

10

15

20

25

30

-1

0

1

2

3

4

5

6

0 25 50 75 100 125 150 175

G024.3 + 0.0

Hα RRL (black)
[CII] (blue)
[NII] (red)

T
A
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-10

0

10

20

30

40

50

-1

0

1

2

3

4

5

0 25 50 75 100 125 150

G023.5 + 0.0

Hα RRL (black)
[NII] (red)
[CII] (blue)

T
A
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-5

0

5

10

15

20

-1

0

1

2

3

4

-25 0 25 50 75 100

G021.7+0.0

Hnα RRL (black)
[CII] (blue)
[NII] (red)

T
m

b
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-5

0

5

10

15

20

25

30

35

40

45

50

-1

0

1

2

3

4

5

6

7

8

9

10

25 50 75 100 125 150 175

G026.1 + 0.0

Hα RRL (black)
[CII] (blue)
[NII] (red)

T
A
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-10

0

10

20

30

40

-1

0

1

2

3

4

25 50 75 100 125 150 175

G028.7 + 0.0

Hα RRL (black)
[CII] (blue)
[NII] (red)

T
A
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-10

0

10

20

30

40

-0.25

0.00

0.25

0.50

0.75

1.00

0 25 50 75 100 125 150 175

G027.0 + 0.0

Hα RRL (black)
[CII] (blue)
[NII] (red)

T
A
(m

K
) T

m
b (K

)

V
LSR

(km/s)

-5

0

5

10

15

-0.5

0.0

0.5

1.0

1.5

-50 -25 0 25 50 75 100 125 150 175

G025.2 + 0.0

Hα RRL (black)
[CII] (blue)
[NII] (red)

T
A
(m

K
)

T
m

b (K
)

V
LSR

(km/s)

Fig. 2. The main beam temperature, Tmb(K) versus velocity for [N ii] (red) and [C ii] (blue) (right axis and scale) and the corresponding Hnα RRL
spectra (black) Tmb(mK) (left axis and scale) for eight lines of sight (G020.9+0.0 to G028.7+0.0) at b=0◦.0. [N ii] was not detected at G025.2+0.0,
and was marginally detected towards G021.7+0.0 at two velocities centered on ∼ 25 and 67 km s−1.

a sparse survey of velocity resolved [C ii] along ∼500 LOS
throughout the disk (Langer et al. 2010; Pineda et al. 2013;
Langer et al. 2014) using the HIFI instrument. Goldsmith et al.
(2015) did a follow up survey in [N ii] of 149 LOS observed in
[C ii] by GOT C+. All 149 LOS were observed with Herschel
PACS in both fine structure transitions of [N ii], 3P2 – 3P1 at
121.898 µm, with a resolving power of ≃1000 and 3P1 – 3P0 at
205.178 µm with a resolving power ≃2000. PACS is an array of
25 pixels and its very low spectral resolution provides no veloc-
ity information for Galactic LOS, in contrast to the high spectral
resolution of HIFI. [N ii] was detected in 116 LOS at 205 µm and
in 96 of these at 122 µm, where LOS here means the average of
the 25 PACS pixels with an effective angular resolution ∼ 47′′.
Details of the PACS data reduction are found in Goldsmith et al.
(2015), where it was noted that the 205 µm data had calibration
uncertainties due to a red filter leak. With the availability of [N ii]

from SOFIA GREAT it became possible to calibrate the PACS
205 µm observations.

To compare the PACS intensities with those of the spec-
trally resolved [N ii] data, Pineda (2021, private communication)
computed intensities at different angular resolutions by averag-
ing the PACS array pixels weighted with a Gaussian function
with FWHM corresponding to the resolution of SOFIA/GREAT
and Herschel/HIFI. They compared the weighted intensities of
the PACS observations with the ten LOS observed with HIFI
(Goldsmith et al. 2015; Langer et al. 2016), seven LOS observed
with GREAT (this paper), and one position in the Scutum arm
(Langer et al. 2017). The half-power beam width of GREAT at
205 µm is ≃ 20′′, while the PACS and HIFI beamwidths are ≃
15′′ and 16′′, respectively. The PACS weighted pixel average at
205 µm is lower by ∼ 30%, on average compared with the HIFI
and GREAT spectrally resolved 205 µm intensities. This differ-
ence could be due to the different beam sizes, but more likely is
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Table 2. Comparing PACS and GREAT 205 µm integrated intensities.

LOS IDa I(PACS)b I(PACS*)c I(GREAT) I(GREAT)/
(K km/s) (K km/s) (K km/s) I(PACS*)

G020.9+0.0 10.5 13.7 11.0 0.81
G021.7+0.0 14.1 18.3 10.4d 0.74
G023.5+0.0 29.4 38.2 49.3 1.29
G024.3+0.0 20.1 26.2 27.2 1.04
G025.2+0.0 15.1 19.6 < 10.6e <0.54
G026.1+0.0 28.3 36.7 43.1 1.17
G027.0+0.0 9.3 12.1 7.5 0.62
G028.7+0.0 19.1 24.8 31.4 1.27

a) We use the GOT C+ naming convention to identify the
lines-of-sight ID (Langer et al. 2010; Goldsmith et al. 2015).
b) I(PACS) is taken from Goldsmith et al. (2015) c) PACS* is
scaled up from the value of PACS reported by Goldsmith et al.
(2015) for [N ii] 205 µm averaged over all 25 pixels (see text).
d) Two features are marginally detected in [N ii] with GREAT
(S/N∼3), however here the total integrated intensity is used
which has a S/N∼5. e) The 3-σ upper limit for [N ii].

a result of the the calibration of the PACS 205 µm data affected
by the red filter leak (c.f. Goldsmith et al. 2015).

In this paper we have adopted the correction factor suggested
by the comparison of PACS with the spectrally resolved data
and scaled the PACS 205 µm intensities by 1.3. In Table 2 we
list the integrated intensities for seven lines of sight observed
with GREAT with those of PACS* where PACS* = 1.3×PACS
from Goldsmith et al. (2015). Table 2 lists the line of sight,
the scaled value of PACS, PACS*, converted to (K km/s) (see
Goldsmith et al. 2015), the integrated [N ii] intensity observed
with GREAT in (K km s−1), and their ratio. The intensities mea-
sured with PACS scaled and GREAT agree reasonably well for
the seven positions where [N ii] is detected with GREAT. For
five of the six LOS I(GREAT)/I(PACS*) ranges from 0.8 to 1.3,
which is what we would expect if the spatial distribution across
the PACS pixels does not vary much. However, the GREAT in-
tensity for LOS G027.0+0.0 is only about 0.6 that observed by
PACS. Along this LOS Pineda (2021, private communication)
found that the ratio in the inner 47′′ of the array is much smaller
than the average over the array, which suggests that the emission
is non-uniform over the PACS array, and probably explains the
difference between the GREAT and PACS intensities. G021.7 is
one of the weaker sources in [N ii] detected with PACS. We have
marginal detections, S/N ∼ 3 at two velocities, and here use the
total integrated intensity which yields a firmer detection, and has
about 74% of the intensity detected with PACS. In the case of
G025.2+0.0 we do not detect any [N ii] and the 3-σ upper limit
is only ∼ 50% of the PACS detection. We have no explanation
for the failure to detect [N ii] along this LOS, but note that the
[C ii] is particularly weak which would be consistent with a weak
[N ii] source.

3. Properties of the [N ii] and [C ii] Gas

In this section we use the [N ii], [C ii], and RRL lines to derive the
properties of the ionized gas. In Figure 2 the RRL antenna tem-
peratures are plotted in milli-Kelvin (left axis) while the main
beam temperatures of [C ii] and [N ii] are plotted in Kelvin (right
axis). The RRL emission was clearly detected in seven of the
eight lines of sight with high signal-to-noise, the exception is
G025.2+0.0 where there is a marginal detection at VLS R = 92 km

s−1. While all eight lines of sight are detected in both [N ii] tran-
sitions using PACS (Goldsmith et al. 2015), only six are clearly
detected in the 205 µm GREAT observations with good S/N.
[N ii] was marginally detected at G021.7+0.0 and not detected
at G025.2+0.0. In contrast, every line of sight has detected [C ii]
emission.

Here we will use the spectral information combining RRL,
[N ii], and [C ii] emission to derive characteristics of the gas,
where possible, such as density, kinetic temperature, turbulent
velocity dispersion, column density, and fraction of ionized ni-
trogen. The analysis of [C ii] in particular is complicated by fore-
ground or self-absorption of lower excitation gas containing C+.
In principle [N ii] spectra may also be affected by foreground ab-
sorption, and absorption has been detected in [N ii] against con-
tinuum sources (Persson et al. 2014). However, the abundance of
gas phase nitrogen is typically a factor of 2.5 smaller than car-
bon (Meijerink & Spaans 2005) and absorption of bright [N ii]
emission is likely to be less important. We see no clear evidence
of absorption in our [N ii] data. In contrast to H+ and N+ which
are confined to highly ionized gas, C+ is widespread throughout
the Milky Way and can be found in many low density, and hence
low excitation foreground environments which are capable of ab-
sorbing high excitation [C ii] emission. For example, [N ii] and
[C ii] are comparable in intensity for several lines of sight, and
[N ii] is even brighter than [C ii] in G028.7+0.0 peaking at a lo-
cal minimum in [C ii]. Similar behavior was seen in other LOS
where [C ii] and [N ii] were spectrally resolved (Goldsmith et al.
2015; Langer et al. 2016) and possibly result from foreground
absorption.

3.1. Kinetic temperature and velocity dispersion

The kinetic temperature of the ionized gas is a critical parame-
ter in calculating the properties of the gas as the collisional de-
excitation rate coefficients for the fine structure levels of [N ii]
are temperature dependent (Tayal 2011), as are those of [C ii]
(Tayal 2008). The temperature is also an important constraint
for modeling the heating and cooling of the gas, distinguishing
whether collisional ionization is important or not. Finally, the
temperature and density determine the thermal pressure of the
gas and factor into whether the gas is thermally confined or will
dissipate and on what time scale.

In their derivation of n(e) and N(N+) Goldsmith et al. (2015)
adopted a fixed canonical temperature, 8000K, characteristic of
warm ionized gas. Whereas Pineda et al. (2019) used a fit to
the temperature as a function of galactocentric distance derived
from the ratio of the hydrogen RRL line-to-continuum emission
measurements in H ii regions (e.g., Balser et al. 2015), which
is independent of n(e) and proportional to T−1.15

e . Balser et al.
(2015) derived electron temperatures for a large sample of H ii
regions across the Galaxy and find that they range from ∼4500K
to ∼13,000K with a fit, Te = 4446 + 467Rgal(kpc). The [N ii]
emission studied here are all located in a rather narrow range of
Galactic longitude, ∼ 20◦ to 30◦, corresponding to Rgal ∼ 4 to
6 kpc, which would imply a characteristic temperature ∼6300K
to 7300K, using the results in Balser et al. (2015). However, the
temperature gradient derived by Balser et al. (2015) may not ap-
ply to the D-WIM regions studied here, which have much lower
electron densities than H ii regions and therefore may have dif-
ferent characteristic temperatures.

There are a number of other techniques to derive the kinetic
temperature of the gas. One is from excitation analysis of two
or more levels which have different excitation energies compa-
rable to, or larger than, the kinetic temperature. However, this
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approach does not work in the hot highly ionized gas as the two
fine structure lines of [N ii] arise from levels with excitation en-
ergies ∼ 70 and 188K above the ground state. These are much
lower than the kinetic temperature and so the intensities of these
lines are insensitive to temperature in ionized regions with tem-
peratures greater than several hundred K. Another approach is
to compare line widths of species with different mass that emit
from the same volume, where the larger the mass contrast the
larger the difference in thermal linewidth and thus more readily
to determine the thermal temperature.

Here we take advantage of the factor of 14 difference in
mass of N+ and H+ and their different line widths ∆V(RRL) and
∆V[N ii], to derive the thermal and turbulent line widths, and
then the thermal temperature. In using these line widths to de-
rive the thermal and turbulent velocity dispersion, we neglect the
contribution of velocity gradients, opacity, and pressure broad-
ening. The [N ii] opacity at the peak is adapted from Langer et al.
(2016),

τ10(N+) = 2.1 × 10−17 f0

∆V
Ntotal(N+) (1)

where ∆V is in km s−1, and f0 is the fractional population in the
ground state. For a column density N(N+) = 2×1017 cm−2 (see
Table 2 Goldsmith et al. 2015), Tth = 8000K, ∆V = 10 km s−1,
and f0 ≥ 0.5, typical for n(e) = 10 to 35 cm−3, the opacity τ <
0.25, and opacity broadening can be neglected (a similar result
is shown in Figure 15 in Goldsmith et al. (2015)).

We cannot rule out line broadening due to systematic mo-
tions as we do not have maps in [N ii] with which to determine
the velocity field. We believe that pressure broadening is not
likely to be important because there is little evidence of non-
Gaussian line shapes for strong lines, in addition a calculation
of pressure broadening in a fully ionized hydrogen plasma is be-
yond the scope of this paper. A further uncertainty is that the
beam widths of the RRL and [N ii] observations are quite differ-
ent, which could alter the line shape for non-uniform regions. In
the PACS observations, at many lines of sight, the [N ii] emis-
sion is roughly constant across the ∼ 48′′× 48 ′′ array (∼ 1
pc2 at a distance of ∼ 4 kpc), whereas for other LOS it is non-
uniform (Goldsmith et al. 2015) . This difference can be seen in
Figure 7 of Goldsmith et al. (2015) which compares the HIFI
observations to PACS with different pixel averaging. Here we
assume that the different RRL and [N ii] beamsizes do not sig-
nificantly affect the line shape, which is less prone to error than
the peak intensities. The largest uncertainty, in our view, is the
fitting of [N ii] lines with multiply blended components, as seen
in G023.5+0.0 and in several LOS in Langer et al. (2016).

The solutions are derived in Appendix B and for N+ and H+

are given by,

∆Vth(H+) =
(

MN

MN − MH

)0.5

[∆V2
obs(H

+) − ∆V2
obs(N

+)]0.5 km s−1

(2)

∆Vturb(H+) = (∆V2
obs(H

+) − ∆V2
th(H+))0.5 km s−1 (3)

where, ∆Vobs , ∆Vth, and ∆Vturb are the observed, thermal, and
turbulent Full Width Half Maximum (FWHM) line widths, re-
spectively, and MH and MN are the Hydrogen and Nitrogen
atomic mass, respectively. In the positions without detection of

[N ii] we can place a strict upper limit on the thermal tempera-
tures from the width of the hydrogen RRL lines.

We fit a Gaussian to the RRL and [N ii] lines to derive ∆V
which is the Full Width at Half Maximum, FWHM. In some
LOS the RRL and [N ii] lines have a single peak and similar line
shape consistent with only one component. Other LOS spectra
show structure that is suggestive of two (or more) components,
and we have fit these with two Gaussians. In the case of [N ii] the
number of components we can fit is limited by the noise level to
one or two Gaussians. In Table 3 we list the Gaussian fits to the
RRL and [N ii] spectra along with the 1-σ rms error where Tp is
the peak temperature, Vp the velocity of the Gaussian peak, and
∆V , the full width half maximum of the Gaussian.

In Table 4 we list the upper bound on the H+ temperature,
Tupper(H+) derived from the RRL Gaussian fits solution to ∆Vobs

and Equation B.3. We derive, where possible, the thermal and
turbulent linewidths using Equations 2 and 3, and the thermal
temperature of H+. The H+ thermal temperatures derived from
[N ii] and RRLs lie in the range 3200 to 8500 K. The two main
sources of error for the derived physical parameters are the in-
tensity of the 205 µm emission (that of the 122 µm line is much
smaller (see Table 2 Goldsmith et al. 2015) and the temperature,
Tth because of the dependence of the electron collisional rate co-
efficients on the population of the [N ii] levels (see Figure 3). We
also list the 1-σ rms errors for the solutions. There is no solution
for the one LOS without detectable [N ii] emission, G025.2+0.0.
We also list the thermal and turbulent linewidths, which are typ-
ically the same order of magnitude in H+, but for N+ the broad-
ening is dominated by turbulence.

3.2. Electron density and N+ column densities

In the optically thin limit, which likely applies to [N ii]
(Goldsmith et al. 2015), we can solve exactly for the electron
density, n(e), and N+ column density, N(N+), given the temper-
ature of the ionized gas, and the intensities of the 122 and 205
µm lines. Goldsmith et al. (2015) adopted a fixed kinetic temper-
ature of 8000K as typical of the temperature of the ionized gas,
whereas we use the kinetic temperatures derived from the line
widths in the five LOS observed in [N ii] 205 µm.

There was not, nor currently is there, a capability to observe
a spectrally resolved 122 µm line. Therefore, to calculate the
electron density from the ratio of the 122 to 205 µm lines we
use the PACS data from Goldsmith et al. (2015), but the 205 µm
data will be scaled by 1.3 to account for the revised calibration
discussed in Section 2.3.

The electron density can be obtained from the ratio of the
122 and 205 µm intensities, and in intensity units of Wm−2sr−1,
we have (Equation 19 in Goldsmith et al. 2015),

I122

I205
= 6.05

f2

f1
, (4)

where fi is the fractional population of level i (as defined in
Equation 6 of Goldsmith et al. (2015)) and I is in units of
(Wm−2sr−1). In Figure 3 we plot I122/I205 as a function of n(e)
for temperatures from 2,000K to 20,000K, corresponding to the
range of temperatures appropriate to the ionized gas. It can be
seen that the values of n(e) are sensitive to the kinetic temper-
ature to about 20% at the low end of the density range, n(e) ∼
10 cm−3, and about 50% at the high end, n(e) ∼ 35 cm−3 over
the range considered here. This sensitivity is not due to the ex-
citation energy of the fine-structure levels, which are negligible
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Table 3. Spectral line Gaussian parameters.

LOS Labela Tp(RRL)b Vp(RRL) ∆V(RRL)c Tp([N ii])d Vp([N ii])e ∆V([N ii])c

(mK) (km s−1) (km s−1) (K) (km s−1) (km s−1)
G020.9+0.0 30.3±0.8 52.4 17.2±0.5 1.09±0.16 55.2 9.6±1.5
G023.5+0.0-a 24.0±0.7 83.4 21.1±0.6 1.70±0.17 81.8 13.1±1.3
G023.5+0.0-b 25.1±0.7 92.1 18.2±0.5 1.95±0.17 92.8 11.7±1.0
G024.3+0.0-a 20.9±0.6 85.1 14.9±0.5 1.44±0.16 83.5 8.2±0.7
G024.3+0.0-b 16.4±0.6 106.1 21.6±0.8 0.72±0.17 106.5 19.9±1.1
G026.1+0.0 36.8±0.7 102.4 28.0±0.6 1.80±0.15 102.9 19.9±1.7
G027.0+0.0 4.2±0.7 88.5 30.5±5.7 0.48±0.17 88.4 11.3±5.0
G028.7+0.0 38.4±0.7 102.0 20.3±0.4 1.49±0.18 102.7 15.3±2.1

a) We use the GOT C+ naming convention to identify the lines-of-sight (Langer et al. 2010; Goldsmith et al. 2015). The ac-
tual longitudes and latitudes are given in Table 1. b) The RRL rms error is for a 1 km s−1 channel. c) ∆V is the FWHM of the
Gaussian fits. d) The [N ii] rms error is for a 2 km s−1 channel. e) The rms errors for Vp are small, less than 0.5 km s−1 and have no
effect on the analysis of the gas properties.

Table 4. Ionized gas parameters.

LOS Labela,b Tupper(H+) ∆Vth(H+) ∆Vth(N+) ∆Vturb Tth(H+)
103(K) (km s−1) (km s−1) (km s−1) 103(K)

G020.9+0.0 6.5±0.4 14.9±0.6 3.8±0.2 8.7±1.9 4.5±0.4
G023.5+0.0-a 9.8±0.6 17.3±0.4 4.4±0.2 12.2±1.5 6.0±0.3
G023.5+0.0-b 7.2±0.4 14.4±0.3 3.7 ±0.2 11.1±1.1 4.2±0.2
G024.3+0.0-a 4.9±0.3 12.9±0.2 3.3±0.3 7.4±0.9 3.4±0.5
G024.3+0.0-b 10±7 13.6±2.2 3.5±0.5 16.8±1.3 3.7±1.5
G026.1+0.0 17±7 20.5±0.9 5.3±0.3 19.1±1.9 8.5±0.9
G027.0+0.0c 24±7 – – – –
G028.7+0.0 9.0±0.3 13.8±1.8 3.6±0.5 14.8±2.1 3.9±0.9

a) We use the GOT C+ naming convention to identify the lines-of-sight (Langer et al. 2010; Goldsmith et al. 2015). b) The
one sigma rms errors are given along with the derived values (see text). c) The [N ii] line and RRL are weak and noisy, and the
uncertainties on the linewidth too large to determine a reliable value of Tth(K).

compared to the kinetic temperature, but to the temperature de-
pendence of the collisional de-excitation rate coefficients (Tayal
2011). We derived values of n(e) for the six LOS with [N ii] 205
µm detections with GREAT at high S/N using these temperature
sensitive equations and they are listed in Table 5 along with the
distance from the Galactic center, Rgal in kpc, calculated follow-
ing the approach in (Pineda et al. 2019, see Section 3.2), and the
kinetic temperature. The electron densities we derived using the
Tkin(K) determined in this paper are generally smaller by 50%
than the values derived by Goldsmith et al. (2015) with a fixed
Tkin(K) = 8000K. The contributions to this reduction are the use
of the calibration update described above which increases the
PACS 205 µm intensity, and to generally lower temperatures de-
rived for each region, which change the collisional de-excitation
rate coefficients, as seen in Figure 3.

The column density of N+ can be calculated from the in-
tensity of the 205 µm line given Tkin(K) and n(e). We use the
GREAT [N ii] spectra to calculate the column densities, except
for G025.2+0.0 where we do not have a detection and G021.7
where the detection is marginal. In the optically thin limit the
column density of N(+) is given by,

N(N+) = 2.0 × 1015 I205(K km/s)
f1

(cm−2) (5)

where f1 is the fractional population of the 3P1 level (Equation 6
in Goldsmith et al. (2015)) and the values of N([N ii]) are given
in Table 5 along with those from Table 2 in Goldsmith et al.

(2015). The ratio of the column densities from both calcula-
tions vary considerably with NGREAT ([N ii])/NPACS ([N ii]) rang-
ing from 0.5 to 2, which reflects the differences in calibration,
electron density, and kinetic temperature. In Table 5 we also list
the average size of the [N ii] emission region defined as,

< L >= N(N+)/n(e). (6)

In the following sections we derive the hydrogen ion column
density and, assuming N+ and H+ occupy the same volume, the
fractional abundance of N+, x(N+).

3.3. H+ and N+ column densities

The H+ column densities, N(H+), were derived from the RRL
lines using the approach described in Pineda et al. (2019) and
are listed in Table 6, along with N(N+) from our analysis of the
GREAT data. Also listed in Table 6 are the distance from the
Galactic center, Rgal, electron density, n(e), kinetic temperature,
Tkin, the integrated intensity of the [N ii] observed with GREAT
used to derive N(N+). From N(N+) and N(H+) we derive the
fractional abundance of nitrogen ions, x(N+) and these are listed
in Table 6. For reference we also list the solutions for n(e) and
N(N+) derived by Goldsmith et al. (2015) using the PACS pixel
averaged intensities of the 122 and 205 µm lines.
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Table 5. Electron densities and N+ column densities.

LOS Labela Rb
gal

Tkin
c I205µm([N ii])d n(e)e N(N+)e < L > n(e) f N(N+) f

(kpc) (K) (K km/s) (cm−3) (cm−2) (pc) (cm−3) (cm−2)
G020.9+0.0 5.0 4500 11.0±0.9 16.3±2.7 (7.3±1.0)×1016 1.5×10−3 30.8 5.8×1016

G023.5+0.0 4.0 5100 49.3±1.1 17.4±1.1 (3.3±0.2)×1017 6.0×10−3 31.7 1.6×1017

G024.3 +0.0 4.3 3400 27.2±1.1 11.2±1.1 (2.1±0.2)×1017 6.1×10−3 23.1 1.3×1017

G026.1+0.0 3.9 8500 43.1±1.4 32.7±3.9 (2.3±0.2)×1017 2.1×10−3 48.6 1.3×1017

G027.0+0.0 4.3 8500g 7.5±1.1 14.4±4.1 (7.5±1.8)×1016 2.2×10−3 22.8 5.9×1016

G028.7+0.0 4.1 3900 31.4±1.6 20.7±3.2 (1.8±0.2)×1017 2.8×10−3 40.4 9.6×1016

a) We use the GOT C+ naming convention to identify the lines-of-sight (Langer et al. 2010; Goldsmith et al. 2015). b) Rgal

is calculated using the approach described in (Pineda et al. 2019, see Section 3.2). c) If there are temperature solutions to more
than one component we use an average value. d) The 1σ error for the integral. e) The errors include those due to uncertainties in
I(205µm) and Tth(K). f) The solutions to n(e) and N(N+) derived in Goldsmith et al. (2015). g) An accurate value of Tth could not
be derived (see Table 4) and we adopt the value from G026.1+0.0 for this LOS.

Table 6. H+ column densities and N+ fractional abundance.

LOS Labela Rb
gal

Tkin
c I(RRL)d N(H+) x(N+)

– (kpc) (K) (K km s−1 ) (cm−2)
G020.9+0.0 5.0 4500 0.488±0.022 6.7×1020 1.1×10−4

G023.5+0.0 4.0 5100 0.963±0.031 1.5×1021 2.2×10−4

G024.3 +0.0 4.3 3400 0.666±0.028 8.4×1020 2.5×10−4

G026.1+0.0 3.9 8500 1.029±0.016 1.7×1021 1.4×10−4

G027.0+0.0 4.3 8500g 0.128±0.018 7.2×1020 1.0×10−4

G028.7+0.0 4.1 3900 0.780±0.17 6.1×1020 3.0×10−4

a) We use the GOT C+ naming convention to identify the lines-of-sight (Langer et al. 2010; Goldsmith et al. 2015). b) Rgal

is calculated using the approach described in (Pineda et al. 2019, see Section 3.2). c) If there are temperature solutions to more than
one component we use an average value. d) The 1σ error for the integral.

3.4. Fractional abundance of N+

The fractional abundances of metals as a function of Galactic
radius are important parameters for understanding the baryonic
lifecycle of the Galaxy. The nitrogen abundance distribution de-
pends on the star formation history of the Galaxy because it
is produced by primary and secondary nucleosynthesis in in-
termediate and massive stars (Johnson 2019). Optical observa-
tions have traditionally been used to trace metallicity in the so-
lar neighborhood, but extinction by grains makes this approach
more difficult to probe the inner Galaxy. The infrared observa-
tions of [C ii],[N ii], and [O i] are useful probes of the metallicity
because they are not readily absorbed by dust and can probe the
inner Galaxy where much of star formation takes place.

Using the derived column densities of N+ and H+ we can
evaluate the fractional abundance of nitrogen in the singly ion-
ized state. In Table 6 we list the fractional abundances x(N+) for
all lines of sight where we have detected [N ii] and RRL lines
and plot them as a function of Rgal in Figure 4. The fractional
abundance of N+ ranges from 1 to 3×10−4, which implies an en-
hanced nitrogen abundance at a Galactic radius about 4.3 kpc,
which is an average distance for the [N ii] emission, and corre-
sponds to the inner edge of the Milky Way’s molecular ring.

The average value of x(N+) ∼ 1.9×10−4 at Rgal ≃ 4.3 kpc
is about 2.6 times the nitrogen abundance in the local ISM,
∼7.2×10−5 (Meijerink & Spaans 2005), indicating significant
enhancement in metallicity in the inner Galaxy. Pineda et al.
(2019) analyzed the nitrogen abundance in the ten lines of sight
observed with HIFI in the Goldsmith et al. (2015) survey, using
RRLs to derive N(H+). The HIFI data cover a much wider range

in Rgal, 0 to 13 kpc, which made it possible to derive an abun-
dance gradient, 12 + log(N+/H+) = 8.40 - 0.076Rgal. In the HIFI
data (in Table 3 Pineda et al. 2019) there are four data points at ∼
4.4 kpc, whose average fractional abundance is 1.4×10−4, about
25% lower than the value derived here.

All the conclusions about the abundance of nitrogen, whether
derived from visual or far-infrared observations, assume that ni-
trogen is entirely in the singly ionized state. However, as dis-
cussed in Section 4, this depends on the density and temper-
ature of the ionized gas, and the intensity of the extreme UV
(EUV) field (photon energies >13.6 eV) which regulate the ion-
ization distribution (Langer et al. 2015). If nitrogen is in neutral
(N) or highly ionized states (mainly N2+) then the x(N+) values
calculated here and in Pineda et al. (2019) are only lower lim-
its. Indeed there is evidence for doubly ionized nitrogen from
observations of [N iii] at 57 µm in diffuse regions of Carina
(Mizutani et al. 2002), which could be associated with the D-
WIM. The presence of N2+ and higher ionization states would
result in an underestimate of the fractional abundance of nitro-
gen. However, without observations of [N iii] along the lines of
sight studied here, we cannot say whether this effect is important
here.

3.5. [C ii] Emission from highly ionized gas

In principle, the [N ii] emission can be used to determine how
much [C ii] arises from highly and weakly ionized gas because,
as discussed above, [N ii] exists only in highly ionized gas such
as the D-WIM, WIM, or H ii regions. It can be shown that
over a wide range of electron densities that the [N ii] inten-
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Fig. 3. Intensity ratio of the 122 to 205 µm lines in W/m2/sr, versus
electron density for kinetic temperatures Tkin(K) ranging from 2,000K
to 20,000K. The curves are labeled by Tkin(K) and employ the colli-
sional de-excitation rate coefficients of Tayal (2011).

sity predicts how much [C ii] should arise from the highly ion-
ized gas as discussed for the Milky Way (e.g., Goldsmith et al.
2015; Langer et al. 2016) and in extragalactic sources (e.g.,
Croxall et al. 2017). For effectively optically thin emission the
intensity of [C ii] for ionized gas, Iion([C ii]) is given by Equation
4 in Langer et al. (2016),

Iion([CII]) = 0.675
f3/2

f1

x(C+)
x(N+)

Iion([NII]) (K km/s) (7)

where f3/2 and f1 are the fractional populations of the 2P3/2 and
3P1 levels of C+ and N+, respectively, and x(C+) and x(N+) are
the fractional abundances of carbon and nitrogen ions. In Fig-
ure 5 we plot the ratio of of the population of the levels f3/2(C+)
to f1(N+) as a function of electron density for electron temper-
atures in the range 2,000 to 10,000K, which are most appropri-
ate for the regions observed in Hnα RRL and [N ii]. The ratio
uses the collisional rate coefficients for electrons given by Tayal
(2008, 2011), and the Einstein Aul are from Schöier et al. (2005).
The ratio f3/2(C+) to f1(N+) is remarkably insensitive to electron
density and temperature over the range shown in Figure 5.

We calculate Iion([C ii]) in Equation 6 using the values of
n(e) given in Table 7. Here, for simplicity, we assume that
all the carbon and nitrogen are in singly ionized states so
x(C+)/x(N+) is just the elemental carbon to nitrogen ratio (which
may not be valid in the presence of a strong EUV flux). The gas
phase abundances of carbon and nitrogen in the inner Galaxy
are larger than that in the solar neighborhood (Rolleston et al.
2000; Esteban & García-Rojas 2018). In the solar neighborhood,
x(C)≈1.4×10−4 and x(N)≈5.2×10−5, yields a x(C/N) ratio of 2.7.
Esteban & García-Rojas (2018) find a nitrogen Galactic radial
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Fig. 4. The fractional abundance of N+, x(N+), derived from [N ii] and
the RRL emission lines. The values derived from GREAT are shown in
black, while those from HIFI (in Table 3 Pineda et al. 2019) that are at
the same Galactic latitude are plotted in red.
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Fig. 5. The ratio of the population of the levels f3/2(C+) to f1(N+) as a
function of electron density for kinetic temperatures in the range 2,000
to 10,000K.

gradient, log(N/H) = -3.79 -0.059Rgal, for Rgal > 6 kpc, where
RG is in kpc. Their results are based on optical observations and
so cannot directly probe the inner Galaxy. Extrapolating their re-
lationship to the average radius for [N ii] emission, RG ≈ 4.3 kpc,
yields x(N)≈9.0×10−5. For carbon Rolleston et al. (2000) de-
rived a fractional abundance relationship as a function of Galac-
tic radius, which has been rewritten by Pineda et al. (2013) as
x(C+) = 5.5×10−410−0.07RG , and has a value of 2.7×10−4 at 4.3
kpc, giving a ratio x(C/N) = 3.0, close to the value of 2.9 adopted
by Goldsmith et al. (2015). Instead of the extrapolation of the
optical results to the inner Galaxy we also have the study of [N ii]
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and RRL in the inner Galaxy by Pineda et al. (2019) who derived
a slightly different slope from measurements of Rgal = 0 to 13.2
kpc. They found that log(N/H) = -3.6 - 0.076Rgal, which gives
x(N) = 1.1×10−4 at Rgal = 4.5 kpc, about 30% higher than the
Esteban & García-Rojas (2018) value. Combining the N+ results
from Pineda et al. (2019) and C+ from Rolleston et al. (2000)
yields a carbon to nitrogen ratio, x(C/N) = 2.33, about 20%
smaller than the value based on Esteban & García-Rojas (2018)
and adopted by Goldsmith et al. (2015). Here we adopt the lower
value for the C+ to N+ ratio using the results of Pineda et al.
(2019) combined with Rolleston et al. (2000) which yields a
more conservative estimate of the [C ii] emission predicted to
arise from the highly ionized gas using Equation 7.

In Table 7 for each LOS we list the observed line intensi-
ties, Itot([C ii]) and Itot([N ii]) in K km/s, the calculated [C ii] ion
intensity, Iion([C ii]) using Equation 7, and the fraction of [C ii]
emission arising from the ionized and neutral gas. The ratio of
f3/2/ f1 used in Equation 7 is calculated using the values of n(e)
and Tkin(e) derived here (Tables 5 and 6, respectively), although
as shown in Figure 5 this ratio is not sensitive to either parameter.

For five of the six LOS in which [N ii] was detected, the
intensity of [C ii] in the highly ionized gas traced by [N ii] is
a significant source of [C ii], representing 50% to 80% of the
total observed [C ii] in these LOS. In one LOS, G028.7+0.0,
the estimated [C ii] emission from the ionized gas is greater
than the observed [C ii] intensity. This result is similar to what
has been seen in other LOS in which [N ii] has been detected
(Goldsmith et al. 2015; Langer et al. 2016; Croxall et al. 2017).
The fact that the predicted [C ii] from the highly ionized region
is large suggests that a significant fraction of the observed [C ii]
comes from the highly ionized dense ionized warm interstellar
medium (D-WIM). This result is significant because it indicates
that the dense warm ionized medium emits [C ii] comparable to
that from PDRs and CO-dark H2 clouds.

In G028.7+0.0 the predicted [C ii] from the ionized gas is
greater than the observed [C ii] and this deficiency in [C ii] emis-
sion is likely due to foreground absorption at ∼ 103 km/s where
[N ii] peaks, but [C ii] shows a clear local minimum. Foreground
absorption of [C ii] is seen in other LOS (Langer et al. 2016,
2017) and so appears to be a common feature of the [C ii] emis-
sion. There is also evidence from [13C ii] detections that [C ii] has
moderate to high opacity in bright [C ii] sources (Guevara et al.
2020; Kirsanova et al. 2020). Evidence of deep foreground ab-
sorption was established by Graf et al. (2012) from observations
of [C ii] and [13C ii] providing direct evidence of large column
densities of cold foreground [C ii] capable of absorbing back-
ground [C ii]. However, whether absorption of [C ii] can explain
all of the emission deficiency or not, the very large fraction of
[C ii] that appears to arise from the highly ionized gas suggests
that a significant fraction of Galactic [C ii] emission is absorbed
by lower excitation foreground gas.

There is one other potential effect on using [N ii] to calcu-
late the contribution of highly ionized gas to the [C ii] budget,
namely the possibility that the EUV field, or X-rays, produces
doubly ionized nitrogen, N2+, or even higher ionization states,
as seen in the detection of [N iii] towards highly ionized regions
(e.g., Mizutani et al. 2002) and predicted in H ii –PDR models
(Abel et al. 2005; Kaufman et al. 2006). We discussed the effect
of having highly ionized nitrogen on modifying results that mea-
sure the fractional abundance of nitrogen in Section 3.3. How-
ever, the effect of EUV and/or X-rays producing multiply ionized
states is less important in calculating the ratio of C+ to N+ be-
cause these ionization processes produce both multiply ionized

nitrogen and carbon (Langer & Pineda 2015), thus preserving, to
first order, the carbon to nitrogen ratio derived from C+ and N+.

4. Discussion

The dense warm ionized medium (D-WIM) represents a newly
identified state of the ISM with properties different from those of
other highly ionized components of the ISM. For example, the
temperatures we derived for the dense warm ionized gas range
from 3400K to 8500K, comparable to the temperatures derived
for dense H ii regions and the low density WIM. Whereas the D-
WIM electron densities are much larger than those of the WIM
and much lower than in H ii regions. We do not yet know the role
of the D-WIM in the lifecycle of the ISM, for example, how it
forms and evolves. Here we outline some properties of the D-
WIM and discuss the likely ionization process sustaining N+.

4.1. Dense ionized gas component in the ISM

The [N ii] emission presented here and in the survey by
Goldsmith et al. (2015) primarily trace dense ionized gas rather
than the WIM which has a density too low to produce the ob-
served intensities. Furthermore, the widespread distribution seen
in the PACS survey indicates that the D-WIM is a distinct com-
ponent of the interstellar medium associated with [C ii] emission.
All the [N ii] detections are associated with CO emission, as can
be seen in Figure 6 which compares the [N ii] spectra towards the
six LOS with the 12CO(J=1-0) spectra from the GOT C+ survey
(Pineda et al. 2013; Langer et al. 2014). However, not all the CO
detections have [N ii] emission characteristic of the D-WIM. In
addition, in most cases where [N ii] and 12CO are detected there
is a velocity shift of [N ii] with respect to CO, which might in-
dicate a dynamical evolution, although we cannot rule out that
some of it could be the result of CO absorption.

We can also see in the GDIGS maps (Figure 1) that the [N ii]
LOS do not intercept the brightest emission, probably character-
istic of compact H ii sources, but rather are primarily located at
the edges of the Hnα emission. The velocity shift between [N ii]
and CO is consistent with the D-WIM being associated with star-
forming regions which are themselves associated with molecu-
lar gas clouds. This shift indicates that the D-WIM gas traced by
[N ii] are likely undergoing dynamical evolution, probably a re-
sult of energy input from nearby H ii regions seen in the GDIGS
survey shown in Figure 1. However, without maps of [N ii] we
cannot describe the dynamics of the ionized gas. What is clear
is that, unlike the widespread WIM which fills large volumes of
the ISM, the D-WIM likely occupies a relatively narrow layer
associated with star-forming regions.

The D-WIM could be a density enhancement in the WIM, as
pulsar dispersion measurements suggest that the WIM is clumpy
(see review by Haffner et al. 2009). However, the [N ii] spectra
presented here are associated in velocity space with [C ii] and
CO, so it seems unlikely that the D-WIM is associated with
dense clumps in the WIM.

Another aspect of the D-WIM is that its thermal pressure P
= n(e)Tkin(H+) ranges from ∼ 3×104 to 2×105 (K cm−3), which
is much higher than that of the traditional low density WIM, P ∼
800 (K cm−3) assuming a WIM uniform electron density, n(e)
∼ 0.1 cm−3 and temperature, Tkin ∼ 8000 K. At these pressures
the D-WIM would dissipate rapidly unless it was either formed
continuously or gravitationally bound to a molecular cloud. The
expansion would take place on a time scale of the size of the
D-WIM layer divided by the sound speed of hydrogen. From
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Table 7. [C ii] emission fraction from highly ionized gas.

LOS Labela Itot([N ii])b Itot([C ii])b Iion([C ii]) Iion([C ii])/Itot([C ii]) Ineut([C ii])/Itot([C ii])
(K km s−1) (K km s−1) (K km s−1)

G020.9+0.0 11.0 37.3±0.8 20.6 0.58 0.42
G023.5+0.0 49.3 121.3±0.8 91.9 0.80 0.20
G024.3+0.0 29.2 107.4±0.9 56.1 0.53 0.47
G026.1+0.0 43.1 133.2±0.7 78.2 0.63 0.37
G027.0+0.0 7.5 18.1±0.9 14.5 0.82 0.18
G028.7+0.0 31.4 37.1±0.8 57.7 1.66 <0

a) We use the GOT C+ naming convention to identify the lines-of-sight (Langer et al. 2010; Goldsmith et al. 2015). b) The
rms error is for a 1 km s−1 channel.

Table 5 the size of the N+ layer, < L >(N+) = N(N+)/n(e), ∼
1011 km and the sound speed is ∼ 5 to 10 km s−1, yielding a
dissipation time ∼ 300 years.

4.2. Ionization of nitrogen

The presence of dense ionized nitrogen bears on the ionizing en-
vironment as only three processes are important in converting
N→N+; these are electron collisional ionization, proton charge
transfer, and extreme ultraviolet (EUV) photoionization. In the
absence of EUV the first two processes are temperature sensitive
but the fractional abundance of N+ is essentially independent
of electron density as electron recombination is the dominant
loss mechanism in a fully ionized gas (unless the temperature
is so high that N+ can be collisionally ionized to N2+). If EUV
photoionization dominates the production of N+ then the frac-
tional abundance is sensitive to the electron density through the
recombination mechanism. Thus, knowledge of the density and
temperature of the dense ionized gas is essential to understand
the formation and destruction of nitrogen ions. Furthermore, the
hardness of the EUV, its intensity as a function of wavelength
will determine whether higher ionization states exist due to pho-
toionization of N+ → N2+.

Geyer & Walker (2018) addressed the ionization of the D-
WIM based solely on electron collisional ionization of N and
found that they required a kinetic temperature of ∼ 19,000K to
explain the presence of dense ionized gas as given by the PACS
results (Goldsmith et al. 2015). A high kinetic temperature is
necessary for collisional ionization due to the large ionization
potential for e + N → N+ + 2e of 14.534 eV. The kinetic tem-
peratures we derive are clearly in conflict with their conclusions.
However, we note that they neglected to include proton charge
exchange and EUV photoionization of nitrogen as possible pro-
duction of N+. We have previously discussed electron collisional
and proton charge exchange ionization of nitrogen and its sensi-
tivity to the temperature of the gas (Langer et al. 2015). Below
we consider each of these processes separately to understand the
likely source of nitrogen ionization in the D-WIM.

4.2.1. Collisional ionization of nitrogen

If we consider that the only processes controlling the ioniza-
tion balance of nitrogen are electron collisional ionization, e +
N → N+ + 2e, and electronic recombination (electronic + di-
electronic), N+ + e → N + hν, then we have for the fractional
abundance f (N+),

f (N+) =
kion f (N)

krec

, (8)

independent of the electron abundance and only dependent on
the temperature through the reaction rate coefficients for ioniza-
tion, kion, and electron recombination, krec. Substituting for the
conservation of nitrogen, f (N+) + f (N) = 1, we have

f (N+) =
kion

kion + krec

. (9)

The reaction rate coefficients for electron collisional ioniza-
tion are derived from thermally averaged cross-sections and we
use the fits derived by Voronov (1997). The recombination rate
coefficients for nitrogen are from Nahar & Pradhan (1997). In
Figure 7 we plot the solutions for electron collisional ionization
of nitrogen in terms of f (N+) as a function of kinetic tempera-
ture of the plasma, Tkin(K), for temperatures up to 3×104K. We
neglect ionization to higher ion states because the effect is unim-
portant due to the high ionization potential for N+→N2+ of 29.6
eV. As can be seen in this figure electron collisional ionization is
negligible below 104 K, and it requires a temperature>1.6×104K
for nitrogen to be 50% ionized, and over 2.5×104 for nitrogen to
be essentially fully ionized.

Proton charge exchange ionization of nitrogen, p +N → N+

+H, is more important than electron collisional ionization at low
temperatures because the ionization barrier is the difference in
ionization potential between H+ (13.598 eV) and N (14.534 eV),
∆IP = 0.936 eV, or in units of Kelvins, 1.09×104K. If the only
important collisional processes are proton charge exchange and
electron collisional ionization, then we can solve for f (N+) in a
similar to Equation 9, but replacing kion with the charge exchange
collisional reaction rate coefficient, kcx,

f (N+) =
kcx

kcx + krec

(10)

where we use the fits to kcx(N+H → N + H+) as a function
of Tkin given by Kingdon & Ferland (1996) multiplied by exp(-
∆IP/Tkin) to solve for the H+ + N rate coefficients. In Figure 7
we plot the fractional abundance, f (N+), when only proton ex-
change and electron recombination are important (red line). It
can be seen that proton charge exchange is much more effective
than electron collisional ionization in producing N+ and begins
to ionize the nitrogen measurably above 5000K. By 104K the ni-
trogen is about 40% ionized, but reaches a maximum of about
50% at 16,000K. We also plot f (N+) when both electrons and
proton reactions are considered (black curve), showing how the
combined processes keep nitrogen partially ionized above 104K,
but still require temperatures of order 20,000K to reach a nearly
fully ionized state. In order to sustain nearly fully ionized nitro-
gen in the H+ plasma at the temperatures we measured in [N ii],
Tkin ≤ 104 K, requires EUV photoionization.
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Fig. 6. The main beam temperature, Tmb(K), versus velocity for [N ii] spectra (red) and 12CO(1-0) (black) for the six LOS where [N ii] was clearly
detected.
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pared to f (N+) when the only collisional processes are proton charge
exchange and recombination (red). In a realistic case both processes oc-
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4.2.2. Photoionization of nitrogen

Here we explore how EUV photons can keep nitrogen ionized in
the D-WIM regions with moderate electron densities. Young hot
stars are sources of ultraviolet radiation that impact the interstel-
lar environment by ionizing atoms and molecules, dissociating

molecules, and heating the dust and gas. The ionization poten-
tials for carbon and nitrogen are 11.2603 and 14.5341 eV, re-
spectively. Thus carbon is readily photoionized by far-ultraviolet
photons (λ > 912 Å) while nitrogen photoionization requires
extreme ultraviolet photons (λ < 912 Å). The EUV radiation
produces highly ionized gas that manifests itself as a surround-
ing or nearby H ii region. Furthermore, the EUV from bright H ii
sources can leak through holes or clumpy regions of PDRs and
sustain a highly ionized gas (Anderson et al. 2015; Luisi et al.
2016). The photoionization rate of nitrogen by the EUV field is

ζphoto ion(N → N+) =
∫ Emax

Emin

σi(E)
dJ(E)

dE
dE (s−1) (11)

where dJ(E)/dE is the EUV spectral energy distribution in units
of photons cm−2 s−1 eV−1, σ(E) is the photoionization cross sec-
tion in cm2, and Emim and Emax are the minimum and maximum
energies, respectively, in eV.

Whereas the EUV flux from a cluster of massive stars de-
creases with energy (Abel et al. 2005; Kaufman et al. 2006),
the cross section for photoionization of nitrogen is relatively
flat from threshold to ∼25 eV (Samson & Angel 1990) except
for several very narrow resonances. In addition, the flux of
EUV photons decreases with energy and at 20 eV is roughly
a third of that at the Lyman limit at 13.6 eV (Abel et al. 2005;
Kaufman et al. 2006; Sternberg et al. 2003), decreasing to about
10% at 25 eV. Thus, if we restrict the integral to Emin = 14.534 to
20 eV, to a good approximation, we can take σ(E) to be constant
σ0 ≃ 1.1×10−17 cm2, and

ζphoto ion(N → N+) ≃ σ0

∫ Emax

Emin

dJ(E)
dE

dE (s−1) (12)
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where term in the integral is just the EUV photon flux between
Emin and Emax,

φEUV =

∫ Emax

Emin

dJ(E)
dE

dE (s−1). (13)

Thus the nitrogen ionization rate is given by,

ζphoto ion(N → N+) ≃ 1.1 × 10−17φEUV (s−1). (14)

More sophisticated approaches can be found in the models
of the H ii to PDR transition (Abel et al. 2005; Abel 2006;
Kaufman et al. 2006).

Using these approximations in the balance equation for pho-
toionization of nitrogen and electron recombination of N+, and
neglecting other processes yields a fractional ionization,

f (N+) =
ζphoto ion

ζphoto ion + krecn(e)
(15)

and the solution depends on both electron density, n(e), and tem-
perature, Tkin(K). To have nearly fully ionized nitrogen we need
ζphoto ion > 5×krecn(e), or φEUV min & 4.5×1017krecn(e).

In Figure 8 we plot φEUV min (photons/cm2/s) as a func-
tion of temperature for n(e) = 10 cm−3, a representative lower
limit on density for the D-WIM, such that the lower bound
for the EUV photon flux can easily be scaled to other densi-
ties. To have a highly ionized nitrogen plasma requires an EUV
photon flux & a few×106 photons/cm2/s at n(e)=10 cm−3 and
scales with density. EUV fluxes of this order are associated with
massive star-forming regions (Sternberg et al. 2003; Abel et al.
2005; Kaufman et al. 2006).

4.3. [C ii] Emission from the D-WIM

The question of the origin of [C ii] underlies an important and
longstanding quest to understand the composition of the inter-
stellar medium, how [C ii] emission influences it via cooling the
gas, how its emission is affected by star formation heating and
ionizing the ISM, and how reliable [C ii] emission is as a mea-
sure of the star formation rate in galaxies. H i 21-cm, CO mm
and submm rotational lines, and the C+ far-infrared (FIR) fine
structure line, [C ii], are among the most important gas tracers
that reveal the structure, dynamics, and evolution of galaxies.
Whereas the CO is confined to the shielded regions of molecular
clouds and N+ only in highly ionized gas, C+ is found in many
of the phases of the ISM in both weakly and highly ionized re-
gions. The weakly ionized phases are diffuse H i clouds, diffuse
molecular clouds without CO, the so called CO-dark H2 clouds,
and photon dominated regions (PDRs) bounding dense molec-
ular clouds. The highly ionized phases with [C ii] emission are
the warm ionized medium (WIM), with low electron densities,
n(e) .0.1 cm−3, and high temperatures, Tkin ∼8000 K, dense H ii
regions, the Dense Warm Ionized Medium (D-WIM), and X-ray
dominated regions (XDRs). Disentangling the [C ii] contribution
from different phases of the ISM is an important goal given the
critical importance of [C ii] in studying Galactic structure, and
the star formation rate.

Carbon, with its ionization potential of 11.26 eV, is read-
ily ionized by far-ultraviolet (FUV) radiation (λ < 912Å) that
is pervasive throughout the ISM. Therefore C+ can be found
in weakly and highly ionized gas. In contrast, atomic nitrogen
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Fig. 8. The EUV photon flux required to maintain an ionized fraction
of 50%, N+/N = 1, (blue curve) and 83%, N+/N =5, (red curve) for
a density of n(e) = 10 cm−3, when the only loss processes is electron
recombination as a function of the plasma temperature, Tkin(K). The
curves are proportional to density.

with an ionization potential of 14.5 eV only exists in highly
ionized gas that is bathed in extreme ultraviolet (EUV) or X-
rays, or is in a hot enough plasma where collisional ionization
and proton charge exchange can keep it ionized (Langer et al.
2015; Langer & Pineda 2015; Langer et al. 2016). In Section 3.5
we showed that the [N ii] emission implies that the D-WIM
gas emits a significant fraction of the total [C ii] along the ob-
served lines of sight. This result is consistent with prior studies
of Galactic and extragalactic [N ii] and [C ii] (Goldsmith et al.
2015; Langer et al. 2016; Croxall et al. 2017).

The conclusions regarding the [C ii] emission from the D-
WIM rest on a number of assumptions, as discussed in Sec-
tion 3.5, such as the local gas phase nitrogen to carbon abun-
dance ratio, and the foreground opacity, but less so on tempera-
ture and density over the range of conditions derived for the D-
WIM. In fact, as discussed in Section 3.5 there is clear evidence
for foreground absorption of [C ii] (Langer et al. 2016) taken as
part of the PACS [N ii] survey (Goldsmith et al. 2015), and in the
SOFIA GREAT Scutum arm observations (Langer et al. 2016).
In contrast there is little or no evidence of foreground absorp-
tion of [N ii] in the HIFI or GREAT data, and using Equation 1
we estimate that the foreground WIM has an opacity in [N ii]
. 0.1. However, unlike [N ii], [C ii] is also absorbed by the low
density diffuse atomic and molecular clouds. An estimate of the
degree of absorption was obtained by Langer et al. (2016) who
reconstructed the likely [C ii] intensity before absorption by fit-
ting the line wings and shoulders of some [C ii] lines. He found
that the reconstructed [C ii] spectra intensity increased by ∼ 50%
to 75%. Thus, as the [C ii] LOS observed with SOFIA GREAT
do not appear to have large opacities or be significantly absorbed,
within a factor of two, and are associated with molecular CO gas
(Pineda et al. 2013; Langer et al. 2014), it implies that the [N ii]
regions contribute a significant fraction of the observed [C ii].
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5. Summary

The dense warm ionized medium is a recent addition to the
known highly ionized interstellar medium components (e.g.,
WIM, H ii, hot ionized medium (HIM)). The N+ fine structure
lines at 205 and 122 µm are important probes of the D-WIM as,
in contrast to [C ii], they arise only in highly ionized gas due to
having an ionization potential above the Lyman limit. The nature
and origins of the D-WIM are unclear. We do not yet understand
how it formed, is heated, and can survive against its thermal pres-
sure. Nor is it clear why it is more prominent in the inner Galaxy
(-60◦ ≤ l ≤ 60◦), and what is its actual contribution to the [C ii]
Galactic emission. In this paper we have attempted to shed more
light on the D-WIM by characterizing its temperature, electron
density, N+ column density, and fractional abundance with re-
spect to the H+ column density. We have done so by observing
spectrally resolved [N ii] 205 µm emission with SOFIA GREAT
towards eight LOS in the inner Galaxy (l ∼ 20◦ to 30◦) along
with hydrogen RRLs observed with the Green Bank Telescope.

We detected eight [N ii] components in six of the eight LOS
observed and all are associated with [C ii] emission, however not
all [C ii] components have [N ii] features. In addition, we had
two marginal detections along G027.1+0.0, both aligned with
[C ii]. It is important to evaluate the role of [N ii] in produc-
ing [C ii] throughout the Galaxy for interpreting the use of [C ii]
and [N ii] as tracers of the ISM and the baryonic lifecycle. The
PACS survey found a very high correlation between [C ii] and
[N ii] detections, >95% of 70 LOS, in the inner Galaxy (-30◦

to +30◦), but a weaker correlation in the outer Galaxy. Over-
all [N ii] was detected in 116 LOS out of 149 surveyed. How-
ever, much less is known about the overall association of [N ii]
components with [C ii] components which requires spectroscop-
ically resolved emission. Combining the association of [N ii]
components observed here and nine of the ten LOS observed
with Herschel HIFI (excluding the Galactic Center) studied by
Langer et al. (2016), we find that only about 60% of the [C ii]
components have detectable [N ii] emission, which is likely due
to the lower sensitivity of the single pixel spectroscopic survey
compared to the 25 pixel PACS array.

Our analysis of line widths reveals that the D-WIM has tem-
peratures in the range ∼ 3400K to 8500K, similar to that of
the low density WIM, but not the very high temperatures (∼
19,000K) suggested by Geyer & Walker (2018) from modeling
the nitrogen ion fraction of the D-WIM by electron collisional
ionization. We find that the inclusion of proton charge exchange
increases the ionization fraction, but only photoionization by ex-
treme ultraviolet radiation can explain a fully ionized dense N+

gas with temperatures consistent with those derived from the
comparison of [N ii] and Hydrogen RRL line widths.

We recalculated the electron density and N+ column density
using the approach in Goldsmith et al. (2015) but using the de-
rived Tkin(K) for each region rather than adopting a fixed tem-
perature of 8000K or the temperature gradient for the Galaxy
derived from dense H ii regions. We find somewhat lower elec-
tron densities, n(e) ∼ 10 to 30 cm−3, about half those found by
Goldsmith et al. (2015). The column densities of N+ determined
from the [N ii] 205 µm line are of order 1017 cm−2 and they oc-
cupy a thin layer about 1016 cm thick.

The fractional abundance of ionized nitrogen, x(N+) =
N(N+)/N(H+), was determined for six [N ii] sources located at
Rgal ∼4.3 kpc and have an average value, x(N+) ∼1.9×10−4 with
some degree of scatter. This value is about 35% larger than that
derived using Herschel HIFI data, x(N+) ∼1.4×10−4, from four
sources at a similar Rgal (Pineda et al. 2019).

The observations of the RRL, [N ii], and [C ii] emission from
highly ionized regions indicates that a significant fraction of the
[C ii] emission from the inner Galaxy arises from highly ionized
gas, ∼ 0.5, and that the emission from weakly ionized gas such
as CO-dark H2 clouds and PDRs contributes less than 50% of
the [C ii] in contrast to the large fractions previously calculated.
Further, the foreground absorption of [C ii] seems to be the best
explanation for the observed [C ii] deficit. To estimate the [C ii]
arising from the dense warm ionized medium we have assumed
that all the nitrogen is singly ionized. However, multiple ion-
ized nitrogen resulting from EUV photoionization only makes
this discrepancy worse as the fractional abundance of N+ to C+

now depends on the photoionization of these ions into higher
ionization states. Our analysis reveals that the thermal pressure,
n(e)Tkin, in the D-WIM is of order 105 (K cm−3), far exceeding
the pressure of the WIM, ∼103 (K cm−3), which presumably is
outside the D-WIM. On the other side of the D-WIM is likely to
be a transition to an atomic hydrogen layer and then a PDR.

Finally, the observations of the D-WIM to date consist
mainly of isolated lines of sight that probe the ionized gas in
the plane. To understand its formation and evolution, its physi-
cal and dynamical state, and what it says about this widespread
ISM component will require larger scale maps of the Galaxy.
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Appendix A: [N ii] at OFF Positions

In Figure A.1 we plot [N ii] for the OFF positions at b = 0◦.4.
There are only two [C ii] OFF positions above the plane at b= 0◦.5
that have [C ii] spectra (the other GOT C+ HIFI OFF positions
were observed below the plane). These [C ii] OFF positions are
not used here but are shown to indicate that [C ii] is widespread
above the plane, in most cases more so than [N ii]. Four OFF
positions (b=0◦.4) had no detectable [N ii] at the level of the three
times the rms noise (G020.9+0.4, G021.7+0.4, G024.3+0.4, and
G025.2+0.4), one had strong emission (G023.5+0.4), and the
remaining three had weak emission (G026.1+0.4, G027.0+0.4,
and G028.7+0.4).

For the four LOS with [N ii] emission in the OFF position
we corrected the b=0◦.0 spectra by adding back the emission. In
Figure A.2 we show two examples, one for G023.5+0.0, which
has the strongest emission at b=0◦.4, and one for a representative
LOS, G026.1+0.0, which has weak emission at the OFF posi-
tion, b=0◦.0. The small correction seen for the [N ii] spectrum at
G026.1+0.0 is typical of the other two LOS with weak emission,
whereas at G023.5+0.0 the correction is significant.

Appendix B: Thermal and Turbulent Linewidths

Derivation

The velocity dispersion of the RRL and [N ii] lines can be written
as,

∆Vo = (∆V2
th + ∆V2

turb)0.5 (B.1)

where, ∆Vo, ∆Vth, and ∆Vturb are the observed, thermal, and tur-
bulent Full Width Half Maximum (FWHM) line widths, respec-
tively. For each species, we can write the thermal line width as,

∆Vth(A) =
(8πkTthln2

MA

)0.5 (cm s−1) (B.2)

where A labels H+, C+, or N+, yielding,

∆Vth(H+) = 0.2141T 0.5
th (km s−1), (B.3)

∆Vth(C+) =
(MH

MC

)0.5
∆Vth(H+) = 0.0618T 0.5

th (km s−1) (B.4)

∆Vth(N+) =
(MH

MN

)0.5
∆Vth(H+) = 0.0572T 0.5

th (km s−1). (B.5)

We assume that the [N ii] (and where we use [C ii]) emission
arises from the same region as the RRL lines so that we can
write Equation B.1 for both the H ii and [N ii] lines and, assuming
that they have the same turbulent velocity dispersion and thermal
temperature, ∆Vturb(H+) = ∆Vturb(N+). The solution for the ther-
mal and turbulent velocity dispersions for RRL and [N ii] lines,
take the form,

∆Vth(H+) =
(

MN

MN − MH

)0.5

[∆V2
o (H+) − ∆V2

o (N+)]0.5 (km/s)

(B.6)

∆Vturb(H+) = (∆V2
o (H+) − ∆V2

th(H+))0.5 (km s−1). (B.7)

In the positions without detection of [N ii] we can place a strict
upper limit on the thermal temperatures from the width of the
hydrogen RRL lines.
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Fig. A.1. The main beam temperature, Tmb(K), versus velocity for [N ii] spectra (red) at the OFF positions for eight lines of sight from 20◦.9 to
28◦.7 at b=0◦.4. Superimposed on the [N ii] spectra are the corresponding [C ii] spectra (blue) from Herschel’s GOT C+ survey. [C ii] was observed
by GOT C+ at only two OFF positions above the plane, l=20◦.9 and 26◦.1, at b = +0◦.50.
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Fig. A.2. The main beam temperature, Tmb(K), versus velocity for [N ii] for two of the four LOS where we had to correct the spectra for emission
in the OFF position at b = 0◦.4. The black line is the uncorrected spectrum at b = 0◦.0, the blue line is the emission at b = 0◦.4, and the red line is the
corrected spectrum at b = 0◦.0.
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