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Abstract—Deep learning has been shown as a successful
method for various tasks, and its popularity results in numerous
open-source deep learning software tools. Deep learning has
been applied to a broad spectrum of scientific domains such
as cosmology, particle physics, computer vision, fusion, and
astrophysics. Scientists have performed a great deal of work
to optimize the computational performance of deep learning
frameworks. However, the same cannot be said for I/O perfor-
mance. As deep learning algorithms rely on big-data volume and
variety to effectively train neural networks accurately, I/O is
a significant bottleneck on large-scale distributed deep learning
training. This study aims to provide a detailed investigation of
the I/O behavior of various scientific deep learning workloads
running on the Theta supercomputer at Argonne Leadership
Computing Facility. In this paper, we present DLIO, a novel
representative benchmark suite built based on the I/O profiling
of the selected workloads. DLIO can be utilized to accurately
emulate the I/O behavior of modern scientific deep learning
applications. Using DLIO, application developers and system
software solution architects can identify potential I/O bottlenecks
in their applications and guide optimizations to boost the I/O
performance leading to lower training times by up to 6.7x.

Index Terms—deep learning; scientific applications; represen-
tative; benchmark; data intensive; I/O; characterization; Tensor-
flow; data pipeline;

I. INTRODUCTION

In the past decade, deep learning (DL) has been applied

to a wide range of applications [1] with tremendous success.

These include image recognition [2], natural language

processing [3], autonomous driving [4], as well as physical

science domains such as cosmology [5], materials science [6],

[7], and biology [8], [9]. Using DL methods in scientific

applications is beneficial in two meaningful ways: a)

accelerate time-to-results by minimizing the simulation cost,

b) extract patterns out of large datasets where heuristics

cannot. DL methods achieve this by iteratively adjust the

weights within the network to minimize a loss function. At

each training step, the application reads a mini-batch of data,

computes the gradient of the loss function, and then updates

the network’s weights using stochastic gradient descent.

Many new AI hardware (e.g., GPU, TPU, Cerebras, etc.) have

been designed and deployed to accelerate the computation

during the training. However, as the size and complexity of

the data sets grow rapidly, DL training becomes increasingly

read-intensive with I/O being a potential bottleneck [10].

On the other hand, more and more studies on scientific

DL application are conducted on supercomputers through a

distributed training framework to reduce the training time-to-

solution [11]. Therefore, characterizing the I/O behavior [12]

of DL workloads in high-performance computing (HPC)

environments is crucial to address any potential bottlenecks in

I/O and to provide useful insights to guide I/O optimizations.

Data is the core of all deep learning methods. As the data

volume explodes, efficient data ingestion and processing be-

comes a significant challenge. To address this, the cloud com-

munity has developed several comprehensive DL frameworks

such as TensorFlow [13], Pytorch [14], and Caffe [15] that

encapsulate methods to tune different data access parameters.

These tuning parameters are tailored to heterogeneous cloud

environments [16], including: different data sources and data

representations (e.g., textual formats or custom data formats

such as TFRecord); mechanisms for adjusting worker assign-

ment to read, process, and feed data into a distributed training

process; and finally, hardware-specific optimizations [17],

(e.g., RDMA, GPU-Direct, NVLink etc.,) to enable efficient

data movement within the application. These optimizations

improve data access significantly in these environments.

Studying the behavior of DL applications allows developers

to fine tune their training pipelines. Benchmarks suites have

traditionally been used to drive insights and reason about the

expected performance of applications. In this study, we high-

light three major hurdles in developing such benchmarks. First,

existing DL benchmarks have been focusing on characterizing

the computational capabilities of DL frameworks [18] but

do not address their data management competency. Second,

this compute-centric thinking has led to a lack of a standard

methodology to quantify the benefits of existing data access

optimizations implemented by DL frameworks for efficient

data ingestion in scientific workflows. Third, I/O research and

optimization [19]–[22] for DL applications in HPC requires

the adoption of mini-applications [23] that encapsulate the

data access and processing characteristics of complex scientific

DL workflows. Hence, the existence of mini-applications will

enable fast prototyping and testing of novel and innovative so-

lutions. Hence, a benchmark suite that can encapsulate the data

access behavior of various scientific DL applications is crucial.

In this work, we present DLIO, an I/O benchmark for scien-

tific DL applications. DLIO aims to accurately characterize the

behavior of scientific DL applications and guide data-centric
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optimizations on modern HPC systems. To build this bench-

mark, we first characterize the behavior of modern scientific

DL applications currently running on production supercom-

puters at Argonne Leadership Computing Facility (ALCF).

Our approach captures a wide variety of application behaviors,

from different scientific domains, informed by several active

projects such as Argonne Data Science Program (ADSP),

Aurora Early Science Program (ESP), and DOE’s Exascale

Computing Project (ECP). In order to acquire a holistic view

of how data is accessed in DL applications, we utilized both

high-level and low-level I/O profiling tools. DLIO incorporates

the observed I/O behavior in these applications and provides

tunable mechanisms to test and adjust different I/O access

optimizations. Our benchmark suite is validated by statistically

comparing the generated I/O behaviors with the applications.

DLIO uses mini-applications to emulate several DL applica-

tion behaviors. Lastly, DLIO provides a highly tunable data-

generation toolkit that can be used to project the behavior of

DL applications at scale. The contributions of this work are:

1) A comprehensive study of the I/O behavior of eight scien-

tific DL applications on a production supercomputer (III).

2) The design and implementation of a modular and flexible

I/O benchmark for scientific DL applications (IV).

3) An illustration of how DLIO can guide software

optimizations to boost application’s I/O performance (V).

II. RELATED WORK

HPC benchmarks for DL have concentrated on measuring

the machine’s computing power. There are several challenges

in the DL domain such as system heterogeneity, the variety of

deep learning workloads, the stochastic nature of approaches,

and the difficulty in designing simple, yet comprehensive,

measurements. Researchers have attempted to highlight these

challenges by incorporating different machines [1], [24] or DL

algorithms [25], [26]. All of these benchmarks focus solely on

capturing the computation aspect of DL workloads on HPC

systems. However, this work aims to capture the I/O behavior

for many scientific DL workloads so as to propel innovations

and designs. Scientists have [27], [28] characterized the I/O

behavior of deep learning application’s I/O performance

over parallel file systems running in HPC infrastructure.

However, those studies were limited to single node and

Imagenet Benchmark evaluations and characterizations. Our

study aims to provide a deeper dive into various scientific DL

applications in HPC and build a representative benchmark

which can further research and development.

DL in cloud environments inspires more and more inter-

ests from both academia and industry; hence, a series of

benchmarks have been proposed. Fathom [25], BenchNN [29],

DeepBench [30], and MLPerf [31] provides multiple deep

learning workloads and models implemented with Tensor-

Flow. DNNMark [32] is GPU benchmark suites that consists

of a collection of deep neural network primitives. All of

these benchmarks target cloud platforms whereas scientific

workloads are typically run on supercomputing platforms.

Additionally, unlike this work, their focus is to express the

computation requirements of DL workloads but not the I/O

requirements. Scientists have proposed I/O frameworks [33],

[34] for training deep neural networks by enabling RDMA-

assisted in-situ shuffling, input pipelining and entropy-aware

opportunistic ordering. These frameworks are benchmarked

against the TensorFlow dataset API, and a portable API for

TensorFlow is developed to leverage DeepIO on different

storage systems. However, our work focuses on characterizing

and optimizing existing TensorFlow applications by building a

representative benchmark targeting scientific DL applications.

III. METHODOLOGY

In this section, we aim to understand the I/O behavior in

scientific DL applications. We explore a collection of scientific

deep learning workloads currently running at the Argonne

Leadership Computing Facility (ALCF). These workloads are

selected from various projects, such as Argonne Data Science

Program (ADSP), Aurora Early Science Program (ESP), and

Exascale Computing Projects (ECP). The science domains

represented by the workloads include physics [5], [35], cos-

mology [36], materials science [6], and biology [8], [9]. Many

of the workloads are in active development targeting upcoming

exascale supercomputers. One of the long term goals for

this study is to identify any existing I/O bottlenecks in these

workloads on current production machines and suggest I/O

optimizations for current applications and provide a road map

for future systems. We profile the I/O behavior of eight DL

applications on Theta, the current production leadership-class

supercomputer at ALCF. We utilize the profilers provided by

the DL framework, such as the TensorFlow profiler as well

as low-level I/O profiler such as Darshan, to study the I/O

behavior of applications. These profilers are accompanied

with analysis tools. However, to get a holistic view of the

application, we developed our own Python-based analysis tool,

VaniDL [37], for post-processing the information obtained

from profiling tools and generating high level I/O summary.

A. I/O behavior of scientific Deep learning applications

Hardware: We run the applications on Theta [38]. Theta

consists of 4392 compute nodes and 864 Aries routers

interconnected with a dragonfly network. Each router hosts

four compute nodes, each contains 64 2nd generation Intel

Xeon PhiTM processors, code name Knights Landing (KNL).

Each node is equipped with 192 GB of DDR4 and 16 GB

of MCDRAM. In all the studies presented here, we set two

hyper-threads per core for a total of 128 threads per node, and

four MPI processes per node. The datasets are stored in the

HDD-based Lustre file system of size 10 PB with 56 OSTs. We

set the Lustre stripe size to be 1 MB and stripe count to be 48.

The peak read performance the Lustre filesystem is 240 GB/s.

Applications: We target distributed DL workloads. These

include Neutrino and Cosmic Tagging with UNet [5],

Distributed Flood Filling Networks (FFN) for shape

recognition in brain tissue [6], Deep Learning Climate

Segmentation [39], CosmoFlow for learning universe

at scale [36], Cancer Distributed Learning Environment
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