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We present a flexible model to describe the effects of generic deviations of observed gravitational
wave signals from modeled waveforms in the LIGO and Virgo gravitational wave detectors. With
the detection of 11 gravitational wave events from the GWTC-1 catalog, we are able to constrain
possible deviations from our modeled waveforms. In this paper we present our coherent spline model
that describes the deviations, then choose to validate our model on an example phenomenological
and astrophysically motivated departure in waveforms based on extreme spontaneous scalarization.
We find that the model is capable of recovering the simulated deviations. By performing model
comparisons we observe that the spline model effectively describes the simulated departures better
than a normal compact binary coalescence (CBC) model. We analyze the entire GWTC-1 catalog of
events with our model and compare it to a normal CBC model, finding that there are no significant
departures from the modeled template gravitational waveforms used.

I. INTRODUCTION

General relativity (GR) has passed a multitude of tests
over the past years [1], but until the detection of gravita-
tional waves (GWs) from binary black holes[2, 3] it had
not been widely tested for strong dynamical gravitational
fields. Gravitational-wave astronomy and more specifi-
cally that of compact binary coalescences (CBC) gives
us access to a genuinely strong gravitational field regime
to both test GR [4–7], and to provide constraints on new
physics not predicted by GR modeled waveforms of these
systems. Contemporary GW analyses employ matched
filtering and forward modeling techniques, which both
inherently rely on accurately modeled waveforms [3, 8–
10]. We introduce here a model that can account for and
measure in data deviations in phase and amplitude from
a modeled waveform, either due to approximations inher-
ent in the waveform calculation or a mismatch between
theory (GR) and nature.
We present a parameterization that quantifies the de-

viations between the observed waveform (hintrinsic) and
the GR waveform models (hmodel), with few assumptions
about the deviations. This provides the ability to per-
form additional tests of GR and also presents a generic
model for describing and possibly constraining additional
effects in a binary merger like presence of higher-order
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modes [11] and tidal effects [12]. Quantifying such devia-
tions is one of the major challenges in GW data analysis.
The numerical method we use to parameterize deviations
here is based on cubic spline interpolation in which the
deviations (in phase and amplitude) are modeled as in-
dependent cubic spline functions interpolated from node
points in the frequency domain. The cubic spline inter-
polant generates deviations that vary smoothly in fre-
quency, but otherwise does not constrain the type or na-
ture of deviation.
The splines employed to characterize the deviation pro-

vide a uniform way of describing GR departures rather
than fitting separate parameters to the inspiral, merger,
and ringdown (IMR) of the waveform separately as com-
monly done in GR IMR consistency tests [7, 13, 14]. In
addition, IMR consistency tests have the same limitation
as matched filtering, as they inherently assume perfect
accuracy of the template waveform.
Another common test of GR is the parameterized

test where one expands the waveform model in different
regimes with post-Newtonian (PN) correction parame-
ters added [15]. This test also builds in assumptions
about how possible deviations may occur and has to fit
different parts of the waveform with separate models as
in the IMR consistency test. One commonly used class of
model-agnostic tests of GR are residual [6] tests, where
best-fit waveform models are subtracted from the data
and normality tests (e.g., Anderson-Darling) are con-
ducted on the residuals. Such tests would be sensitive
to very large deviations from the signal model, but not
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to small but correlated deviations across many frequency
bins. Our proposed model differs from these tests and
constraints by allowing uncertainty in the template wave-
forms and letting it vary smoothly across the entire fre-
quency range. Our model is able to describe and fit the
inaccuracies in waveform models. With the assumption
that the template GR waveform is completely accurate,
it provides a clear way of describing and constraining un-
modeled physics of our waveform models or departures
from GR across the frequency range of the waveform.
In Section II we describe the model and methods for

incorporating it in the LALInference Bayesian Analysis
software [10]. Our implementation is similar to the cali-
bration spline model described in [16]. We then present
simulated deviations on which we validated the perfor-
mance of our model in Section III, followed by discus-
sions and implications of the results. In Section IV we
present results of this model on the entire first LIGO and
Virgo Gravitational Wave Transient Catalog (GWTC-1)
[17] which includes the results of the first and second ob-
serving runs of the Advanced LIGO [18] and Virgo [19]
detectors. This catalog of gravitational wave events in-
cludes ten binary black hole detections and one binary
neutron star detection [17, 20]. Lastly the results and
conclusions are summarized and discussed in Section V.

II. METHODS

A. Waveform Representation

When a gravitational wave enters a gravitational wave
detector, the detector records a data stream which we can
describe in the frequency domain as d(f) = hobserved(f)+
n(f), which is an additive combination of a waveform
hobserved(f) and noise n(f). The observed waveform in
a detector can be represented as the sum of the intrinsic
waveform polarizations, projected across that detector.
This is done by multiplying the two (time-dependent)
antenna pattern terms of that detector, F+ and F×, to
the plus and cross gravitational-wave polarizations as:

hobserved(f) = h+(f)F+(f) + h×(f)F×(f) (1)

with

h+,×(f) = hmodel,+,×(f) [1 + δA(f)] exp [iδφ(f)] . (2)

Since we are searching for deviations from the co-
herent modeled waveforms, every detector observing a
GW should see the same deviations. We model the un-
certainties in the intrinsic waveform, hmodel,+,×(f), as
frequency-dependent amplitude and phase departures in
h+,× with respect to hmodel,+,×. This is the same tech-
nique that Farr et al. [16] use to model calibration errors
in each detector independently. We also take the assump-
tion that there are only two polarizations and that GWs
travel at the speed of light. While our model is degener-
ate with the calibration model, coherent deviations ob-
served across all detectors are modeled with a single set of

parameters for this spline model, as opposed to modeling
them independently in each detector using the calibration
model. Thus we expect our prior distribution to result in
deviations to the intrinsic waveform being preferably de-
scribed by the coherent spline, and the calibration splines
to measure only detector-dependent deviations.
We assume that phase deviations are small and under

this assumption, we can approach the exponential term
as

exp (iδφ(f)) =
2 + iδφ(f)

2− iδφ(f)
+O(δφ3) (3)

which is more computationally efficient [16]. Then, we
can rewrite the intrinsic waveform as:

h+,×(f) = hmodel,+,×(f) [1 + δA(f)]
2 + iδφ(f)

2− iδφ(f)
(4)

This replacement agrees with the exponential term to
third order for small phase deviations, and differs by 5%
from the exponential term for the largest simulated de-
viation used in this paper of 60 degrees.
The intrinsic waveform, after being modified as Eq.

4, is then projected across the detectors to get hobserved

in each detector as in Eq. 1. Despite the expectation
that these departures are small, they have the poten-
tial to impact the measurement of all parameters of the
source (masses, spins, distance, etc.) [9]. A consequence
of modeling these deviations with a purely phenomeno-
logical model is that we can no longer trust the inference
of astrophysically modeled parameters when deviations
are present.
Under the assumption that δA(f) and δφ(f) vary

smoothly in frequency, they can be modeled by a spline
function [16].

B. Spline Model

A spline function is a piece-wise polynomial interpola-
tion that obeys smoothness conditions at the nodal points
where the pieces connect. In the following, we use the
case of cubic splines defined by 15 nodal points confined
to a finite frequency interval. Formally these departures
can be written as

δA(f) = I3(f ; {fi, δAi}), (5)

δφ(f) = I3(f ; {fi, δφi}), (6)

where I3 is a cubic spline interpolant, the {fi} are the
nodes of the spline interpolant in frequency, and {δAi}
and {δφi} are the values of the spline at those nodal
points. To better generalize the model to fit a larger va-
riety of possible departures, we freely let the nodal points
move around in frequency space during sampling (with
the condition that they do not exchange orders or get
too close to each other) after being initialized linearly in
log-frequency space, as done in Farr et al. [16], Vitale
et al. [21]. We choose the node locations to be the same
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event with the spline model least favored as shown in
13. When investigating the components that go into the
DIC calculation the mean of the log-likelihood distribu-
tions for GW170817 with the spline model on and off are
nearly the same while the variance in the log-likelihood
distributions (this is the Occam’s Penalty factor for the
DIC) is much greater for the spline model because of
the increased degrees of freedom. This is to say that the
spline model is able to fit some features in the data but it
does not describe the data better than the normal CBC
model enough to outweigh the greater introduced model
flexibility.

V. CONCLUSIONS

We have presented a useful model and parameteriza-
tion to describe general departures or deviations from
gravitational waveform models. Our model can be used
to look for departures of any of LIGO’s modeled wave-
forms by generically fitting the entire frequency band at
once with spline functions. We find that for the 11 grav-
itational wave events of both BBH and BNS origin from
LIGO’s GWTC-1 catalog, all are consistent with the IM-
RPhenomPv2 waveform. Shown in figure 11 there are
two events that we consider “outliers” with some portion
of the phase deviation outside of the 1σ range but still
lying well within the 2σ bounds of no deviations, which

for a sample size of 11 events would not be unexpected,
even with no deviations present.
Currently, more investigation into possible degenera-

cies of our model would be necessary to vet any significant
sign of deviation. Further studies also need to be done
to evaluate effects of detector sensitivity on our model,
expand the validation of our model on other physically
motivated deviations that can be simulated, and possibly
incorporating information from proposed alternatives to
GR into the priors. However, the model presented in this
paper can be used as a model agnostic test to look for
first signs of departures in the modeled waveforms. With
more events and increased detector sensitivity, we will be
able to better constrain any general deviations with our
model while at the same time giving us a better testing
set to look for hidden degeneracies between our model
and other parameters.
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