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Despite promising proof of concept demonstrations, currently available quantum

hardware suffers from fundamental scalability limitations. The field is relatively new

and it is imperative to consider emerging technologies in the space and evaluate

their unique tradeoff spaces to determine how to best close the gap between

current devices and target applications. Here, we explore three recent

developments on this front. First, we consider extensions to currently available

hardware, which allow the use of higher level states, beyond the usual binary, which

when used temporarily can confer circuit-level advantage. Second, we consider the

use of superconducting resonant cavities to reduce hardware requirements to

implement quantum error correction protocols. Finally, we consider the use of

neutral atoms, which offer unique strengths and weaknesses. It is valuable to

evaluate new technology early and often to determine the best path toward

scalability.

Q
uantum computing is an emerging technol-

ogy, so it may seem some sort of hyperbole to

consider new emerging technologies for this

paradigm, but we are already at the horizon of some

potentially game-changing capabilities. Although cur-

rent machines have shown impressive success with

devices based upon trapped ions and superconducting

transmons, it is unclear what the eventual winning

technologies will be. In this article, we will consider

neutral atoms and superconducting resonant cavities

and extensions to currently available technology, and

their implications for quantum architectures.

Quantum hardware is still in its relative infancy,

boasting tens of qubits as opposed to the thousands

to millions needed to execute important algorithms

for unordered search and factoring.1,2 Most available

systems have struggled to scale beyond their proto-

types while simultaneously suppressing gate errors

and increasing qubit coherence times. This limits the

types of programs which can execute effectively, let

alone perform error correction. It is unclear whether

systems composed of superconducting qubits or

trapped ions, the major industry players will take the

lead.

Device success is predicated on the increase in

the number of qubits, reduction of gate errors below

error correction thresholds, and increase in qubit

coherence times. In the near term, this translates into

larger, deeper programs with improved output distri-

butions. But, in the long term, this translates into

qubits which are protected from noise inherent in

operating quantum systems in the form of encoded

logical qubits.

In recent years, there have been a number of

improvements throughout the compilation pipeline

both close to the hardware and high-level circuit opti-

mization. These optimizations aim to reduce gate

counts, circuit depth, and communication costs as

proxies for increasing the size and quality of programs

executable on currently available hardware.

An alternative approach is to evaluate the viability

and tradeoffs of new quantum technology and associ-

ated architectures. Despite tremendous efforts at

both the hardware and software level to minimize the

effects of noise, it is unclear if any of the available

hardware will be able to scale as needed and no clear

winner on underlying hardware has emerged. Even fur-

ther, it is unknown whether this hardware is best
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suited to execute the desired programs and while it is

often the case that we adapt compilation to the hard-

ware, i.e., transforming applications into the right

shape for execution, an alternative approach is

explore how to design new architectures which are

better suited for the applications we want to run.

Evaluating new hardware technology at the architec-

tural level is decidedly different, though intrinsically cou-

pled to the development of quantum hardware. Device

physicists’ goal is often to demonstrate the existence of

high quality qubits and operations in prototypes, while

the architect’s goal is to evaluate the systems level rami-

fications of this technology, exploring the inherent trade-

off spaces to determine viability in the near and long

term. Perhaps most critically, this architectural design

exploration leads to important insights about what is

most important for hardware developers to optimize. For

example, if some limitations can be effectively mitigated

via software, hardware developers can focus on other

more fundamental issues. This process of codesign, by

evaluating new technology early and often, is central to

accelerating scalability.

In this work, we detail three key developments on

this front. First, we discuss the temporary use of

qudits which can be used to accelerate key circuit

components, an example of evaluating a fundamental

architectural question of computing radix.3,4 Second,

we explore the use of local “memory-equipped” super-

conducting qubits to reduce hardware requirements

to implement error correction, an example of applica-

tion-driven hardware design.5 Finally, we address the

use of neutral atoms as a competitive alternative to

industry focuses, an example of using software to miti-

gate fundamental hardware limitations to both guide

development and accelerate scalability.6

EXTENDING THE FRONTIER VIA
INTERMEDIATE QUDITS

Quantum computation is typically expressed as a two-

level binary abstraction using qubits. However, super-

conducting and trapped ion qubits based quantum

architectures are not intrinsically binary and have

access to an infinite spectrum of discrete energy lev-

els. Typical implementations actively suppress higher

level states. Some gate implementations have made

use of higher level states to implement multiqubit

interactions, while others are designed to actively mit-

igate leakage, a source of error which leaves the qubit

state left in higher level states.

Higher radix computation has been explored previ-

ously in classical computation, but is usually used

in specialized applications and general computation

obtains only limited (constant) advantage. Similar

work in quantum computation has demonstrated a

constant advantage; by expressing an N qubit circuit

as one using M ¼ N=log 2ðdÞ qudits, where a qudit is a

d-level system.7

This advantage is still critical. Both qubits and

gates between them are error prone. As devices scale

with more qubits, the relative connectivity of these

qubits decreases requiring an increasing number of

error-prone gates to interact arbitrary pairs of qubits.

Therefore, reducing the hardware resource require-

ment enables larger programs to be executed while

requiring fewer gates.

Full translation from one radix to another (for

example binary to ternary) offers constant advantage,

however, more clever usage can offer even more.

Many quantum algorithms make use of ancilla, addi-

tional free bits which are used to store temporary

information. In some cases, they can provide asymp-

totic improvements in the depth of circuit decomposi-

tions, highlighting an important space-time tradeoff in

quantum programs. By using additional space, in the

form of additional qubits or devices, we can reduce

the total execution time of the program. When pro-

grams are time-limited, for example, by prohibitive

coherence times, it is critical to decompose circuits to

minimize depth. However, this requires that we main-

tain a delicate balance as using ancilla limits the total

size of programs, which can be executed if a large por-

tion of qubits must be reserved.

Real quantum hardware will have a limited number

of qubits so it is critical to make the most of them to

enable computation of larger, more useful programs

sooner. An alternative approach to full program trans-

lation is to make use of qudit states temporarily dur-

ing binary computation, which extends the number of

available computational qubits by reducing the ancilla

requirements of key circuit elements while still main-

taining low-depth decompositions. By accessing

higher level states, the computation is subject to a

wider variety of errors. If used properly, the amount

gained outweighs this cost. Importantly, most quan-

tum hardware does not currently support the execu-

tion of multiqubit gates, those with more than two

inputs, and instead they must be decomposed into cir-

cuits using only one and two input operations.

Here we detail two specific uses. The first is a gen-

eralized Toffoli decomposition, a circuit which com-

putes the reversible AND of many input bits.4 The most

efficient decompositions use many ancilla to tempo-

rarily store the ANDs between pairs of inputs, recur-

sively. Rather than using a full extra qubit, we

temporarily allow our qubits to access the j2i state
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and store the temporary AND results locally. The sim-

plest version of this is to look at the Toffoli gate. First

we can execute a 1-controlled +1 gate. This will cause

the second input to be in the state j2i if and only if

both of the inputs were j1i to begin. Then, executing a

2-controlled X gate onto the target will flip the target

if and only if both inputs were j1i which is exactly

what a Toffoli gate should do. Following this operation,

we want to ensure our inputs return to being only a

superposition between the lowest two levels (i.e.,

return to being a qubit), so we perform some uncom-

putation. This circuit construction is found in Figure 1.

The idea is similar in the general case—store the

ANDs of inputs locally as j2i rather than on another

ancilla.

It turns out with temporary use of qutrits, we can

obtain the same asymptotic depth and gate count as

the most efficient decomposition using ancilla without

using any ancilla. Specifically, we obtain a logarithmic

depth decomposition using no additional space in the

form of extra devices. The best known decomposition

using only qubits requires linear depth with a large

coefficient making it impractical to use. While effec-

tive, this strategy has fairly narrow uses requiring

hand optimization to be effective.

Second is a decomposition of a reversible adder,

which computes the reversible sum of the two inputs

onto the second input. With a technique called “com-

pression” we can generate the required ancilla in-

place to obtain logarithmic depth, the best known

depth for decompositions with ancilla.3 The simplest

example is to consider the storage of two qubits into a

single ququart (four level system). The two qubits and

the single ququart can each be written as a superposi-

tion of four basis states. Therefore, all of the informa-

tion of the two qubits can be stored in a single

ququart. By allowing one of the qubit’s to access two

additional levels, we store all of the information locally

leaving the other qubit in the j0i state, effectively an

ancilla bit. This technique means we can generate

ancilla local to the computation, using unused qubits

nearby. A circuit for this compression is found in

Figure 2.

This technique has been shown to be powerful for

arithmetic circuits. For example, addition circuits can

be decomposed in logarithmic depth without any

external ancilla. The circuit is broken in a constant

number of blocks, where each block is decomposed

individually using the other unused blocks to generate

the ancilla needed for an efficient decomposition. This

block-based construction along with compression is

very powerful. If efficient circuit decompositions are

known for qubit circuits requiring ancilla and need

only a constant amount of information to move

between blocks, we can use this compression tech-

nique to obtain the same asymptotic depth as the

known decomposition.

Both of these techniques free up more of out lim-

ited hardware for computation, rather than dedicating

device space as ancilla which inherently limits the

maximum size of computation which can be per-

formed. Current hardware is often calibrated for use

only with qubits but has higher level states available

already. While classically multivalued and mixed-radix

computing is niche, it is important to evaluate the

architectural ramifications of these strategies for

quantum computation. By temporarily accessing

already available higher states, we can accelerate

common circuit components and reduce space over-

head extending the frontier of what can be computed.

VIRTUALIZING LOGICAL QUBITS
WITH LOCAL QUANTUMMEMORY

Current quantum architectures do not tend to make

a distinction between memory and processing of

quantum information. These architectures are viable,

however, as more and more qubits are needed the

scalability challenges become apparent. For example,

many industry players make use of superconducting

FIGURE 1. Toffoli AND using temporary qutrits (bottom). The

value in the circle indicates on which value to execute and

the symbol in the box indicates which operation is executed,

for example to add 1 modulo 3. Typical Toffoli decompositions

use 6 two-qubit gates. Figure from Gokhale et al.4

FIGURE 2. The compression of 2 qubits into a single ququart

and generating an ancilla, j0i. input two qubits, A and B, and

produces a single ququart and an ancilla j0i. To retrieve the

stored information, we can do the inverse of this operation

using any ancilla for the second qubit. Using this type of com-

pression circuit can produce clean ancilla on demand by stor-

ing unused data temporarily in higher states. Figure from

Baker et al.3
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transmon qubits, which suffer from fabrication incon-

sistency and crosstalk during parallel operations. To

scale to the millions of qubits needed for error correc-

tion, a memory-based architecture can be used to

decouple qubit-count from transmon count.

It is imperative to explore the use of technologies

outside of what is currently commercialized or made

available via cloud services. For example, recently real-

ized qubit memory technology which stores qubits in

superconducting resonant cavities may help to realize

exactly this memory-based architecture.8,9 In these

devices, qubit information can be stored in the cavity

and when an operation needs to be performed it can

be transported to the attached transmon. Local mem-

ory is not free. Stored qubits cannot be operated on

directly and all operations must be mediated via the

transmon by first loading the information. This further

prohibits parallel operations in qubits in the same cav-

ity requiring serialization. The realization of this tech-

nology alone is not sufficient to understand its

viability and instead dedicated architectural studies

are needed.

Here we explore a proof-of-concept demonstration

of its viability by virtualizing surface code tiles (one

example of quantum error correction) in a 2.5-D

memory-based architecture.3 Logical qubits can be

stored at unique virtual addresses in memory cavities

when not in use and are loaded to a physical address in

the transmons for computation or to correct errors,

similar to DRAM refresh. Figure 3 depicts the proposed

architecture with surface tiles mapped to unique vir-

tual addresses. To minimize the use of transmons, the

goal is to take logical qubits stored in a plane and find

an embedding of that plane in 3-D, where the third

dimension is limited to a finite size. The simplest

embedding procedure is to slice the plane to form

patches, one for each logical qubit and stack them into

the layers so that each shares the same physical

address and therefore transmons. This procedure is

not the most space efficient, since the ancilla needed

to detect errors occupy their own unique transmons

which are unnecessary. A compact embedding reduces

the physical transmon cost by an additional 2� at the

cost of some additional time to detect errors.

The initial benefit is clear—this design requires

many fewer physical transmons by storing many logi-

cal qubits in the same physical location. There are

other advantages such as a faster transversal CNOT,

which is traditionally executed using a sequence of

many primitive surface code operations. Furthermore,

this design requires fewer total qubits to distill jT i

states, which are commonly used for universal quan-

tum computation. These improvements translate to

gains in important algorithms by reducing execution

time and resource requirements, specifically a 1.22�

speedup for Shor’s algorithm or allowing it to run on

smaller hardware.

Physical qubit savings alone is not sufficient to

guarantee its competitiveness. We must ensure the

error thresholds (approximately how good physical

operations need to be in order for errors to be effi-

ciently corrected) are as good, if not better, than stan-

dard implementations and that all of the necessary

operations, such as single qubit gates and an entan-

gling two qubit gate, can be executed. Embedding the

surface code in the 2.5-D architecture permits all of

the same lattice surgery operations to be executed

and error detection, although with some delay

between each cycle as only one logical qubit can

undergo a round of error correction at a time. Despite

this additional delay, the thresholds of the embedded

code are comparable to a standard surface code

implementation.

Error correction protocols are essential for the exe-

cution of large-scale quantum programs. The surface

code is one such code, designed with currently avail-

able architectures in mind. It is a low threshold code

which requires only local operations on a 2-D grid.10,11

However, this application is better matched with this

2.5-D architecture, which allows qubits to be virtual-

ized and stored in local memory. This highlights a

FIGURE 3. A fault-tolerant architecture with random-access

memory local to each transmon. On top is the typical 2-D grid

of transmon qubits. Attached below each data transmon is a

resonant cavity storing error-prone data qubits (shown as

black circles). This pattern is tiled in 2-D to obtain a 2.5-D

array of logical qubits. The key innovation here is to store the

qubits that make up each logical qubit (shown as checker-

boards) spread across many cavities to enable efficient com-

putation. Figure from Baker et al.5
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distinct role of the computer architect to discover for-

tuitous matches between application and emerging

hardware technology. In this case, we match error cor-

recting codes to an architecture which reduces

resource requirements.

ARCHITECTURAL TRADEOFFS IN
EMERGING TECHNOLOGY—
NEUTRAL ATOMS

Current hardware implementations face unique scal-

ability challenges, such as high gate error rates or high

crosstalk error with densely connected qubits, or

other fundamental challenges in controllability. While

these devices have been useful as proof of concept

demonstrations of small-scale near-term algorithms, it

is unclear whether any of them in present form will be

able to execute the large-scale computation needed

for quantum speedup. These limitations are funda-

mental and current compilation approaches to reduce

gate counts and depth are insufficient for long-term

scalability.

Evaluating the viability of new hardware is essen-

tial.6 Architectural studies which fully explore their

unique tradeoff spaces is key for finding the best way

to accelerate beyond prototypes. One such alterna-

tive to superconducting qubits or trapped ions is

neutral atoms.12 These arrays of individually trapped

atoms can be arranged in one, two, or even three

dimensions.13–16

This technology offers distinct advantages, which

make it an appealing choice for scalable quantum

computation. Mainly, atoms can interact at long dis-

tances, which leads to reduced communication over-

head yielding lower gate count and depth programs.

Furthermore, these devices may be able to execute

high fidelity multiqubit (�3 operands) operations

natively. For example, a Toffoli gate can be imple-

mented directly between three qubits without needing

an expensive decomposition.17 These benefits do not

come for free. Long range interaction requires propor-

tionately large regions of qubits to be restricted lead-

ing to reduced parallelism requiring gates to be

serialized with mitigating some of the reduced depth

benefits. These unique properties are depicted in

Figure 4.

Evaluating new quantum computing technology is

especially challenging. Neutral atoms offer some clear

advantages over other gate-based models, however,

the current demonstrations display gate errors and

coherence times which are worse than competitors.

With physical properties lagging years behind, the

appeal is dampened, but there is no fundamental

limitation to these properties When studied with all

else being equal, the unique properties of neutral

atom hardware claim a dominant position.

Exploring the use of new hardware also serves a

critical role in the development of the platform itself.

Neutral atom systems suffer a potentially crippling

drawback—atoms can be lost both during and

between program execution. When this happens, mea-

surement of the qubits at the end of the run is incom-

plete and requires the output of the run to be

discarded. The standard approach to coping with this

loss is simply to run the program again after reloading

all of the atoms in the array. Typically programs are

run thousands of times and so each run which must

be discarded incurs a twofold cost—we have to per-

form an array reload and we have to execute an addi-

tional run. This is especially bad when execution time

is limited by atom reload rate, which is significantly

longer than the actual program run.

Fortunately, software solutions can effectively miti-

gate this increased run time overhead. The idea is to

simply keep track ofwhen atoms are lost during the exe-

cution of a program, which can be detected quickly via

fluorescence. If an atom loss occurs, we throw away

that run and adjust how the program is compiled to the

hardware. Ideally we do not want to recompile the entire

program as this will be expensive, often more expensive

than the reload itself, which should be treated as the

worst case. Better solutions simply adjust the compiled

program by adjusting the placements of the qubits and

addition in a small number of extra communication

operations.

FIGURE 4. Examples of interactions on a neutral atom device.

(a) Interactions of various distances are permitted up to a

maximum. Gates can occur in parallel if their zones do not

intersect. The interaction marked with green checks can

occur in parallel with the middle interaction. (b) The maxi-

mum interaction distance specifies which physical qubits

can interact. Compiler strategies suited for this variable dis-

tance are needed for neutral atom architectures. (c) Neutral

atom systems are prone to sporadic atom loss. Efficient

adaptation to this loss reduces computation overhead.

Figure from Baker et al.6
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THERE IS A LARGE GAP BETWEEN

CURRENTLY AVAILABLE QUANTUM

COMPUTING HARDWARE AND THE

APPLICATIONSWEWANT TO RUN.

HOWEVER, QUANTUM COMPUTING

SYSTEMS HAVEMADE TREMENDOUS

STRIDES IN RECENT YEARS IN A

SIGNIFICANTLY COLLABORATIVE AND

INTERDISCIPLINARY EFFORT

BETWEEN PHYSICISTS,

MATHEMATICIANS, COMPUTER

SCIENTISTS, ANDMANYMORE.

The best strategies directly take advantage of the

neutral atom benefits. For example, these architec-

tures support long range interactions, though most

communication reduction does not require the use of

the maximum allowed interaction distance. Therefore,

by compiling the program to less than the maximum

gives us flexibility in the final compiled program as

atoms are lost over time requiring only a virtual

remapping of program qubits and no extra operations.

The best coping mechanisms sustain large numbers

of loss by minimizing the total number of reloads, hav-

ing low compilation time overhead, and adding a small

number of gates (minimizing the number of error

prone operations added).

Atom loss is a fundamental limitation of neutral

atom architectures. Probabilistic loss of atoms is

inherent in the trapping process itself and prior hard-

ware studies have focused on hardware solutions to

reduce this probability of loss. However, software solu-

tions can effectively mitigate problems due to loss.

Demonstrating effective mitigation strategies is criti-

cal to the overall development of the platform—by

solving fundamental problems at the systems level

with software, hardware developers can focus on solv-

ing and optimizing other problems. Codesign of quan-

tum systems is key to accelerate the advancement of

quantum computing technology.

CONCLUDING REMARKS
There is a large gap between currently available quan-

tum computing hardware and the applications we want

to run. However, quantum computing systems have

made tremendous strides in recent years in a signifi-

cantly collaborative and interdisciplinary effort between

physicists, mathematicians, computer scientists, and

manymore. Herewehave discussed someof the central

roles of the computer architect in the development of

scalable hardware. First, we must determine which are

the right abstractions for the job. Typically, quantum

computation has been expressed exclusively in terms of

two-level systems, however, this abstraction is artificial

and temporarily making use of higher level qudit states

yields efficient low depth circuit decompositions freeing

up additional space on the hardware allowing us to exe-

cute larger programs sooner. New technologies which

more easily allow access to these states can be power-

ful. Second, we must use applications to guide the

design architectures, which best implement them. New,

memory-equipped transmon technology has a fortu-

itous match with lattice surgery based surface codes,

trading some serialization for an efficient error correc-

tion implementation. This architecture reduces hard-

ware requirements enabling demonstrations of error

correction sooner. Third, wemust evaluate new technol-

ogy as it is developed at the systems level to determine

its viability for long-term scalability and develop soft-

ware solutions to new technologies’ fundamental limita-

tions to guide hardware developers. For example,

neutral atoms offer many unique advantages while also

suffering from unique disadvantages and it is important

to understand if architectures based on this technology

are viable in either the near or long term. Furthermore,

software canmitigate the downsides of atom loss, lend-

ing hardware developers the space to work on other

aspects of the hardware. New technology inspired each

of these ideas but the techniques developed here are

general and could be applied to other similar technology

as they emerge.
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