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This software is used to build, train and present data for evaluation by a gradient descent training expert system
(GDES). A GDES uses a machine learning training method, gradient descent, in a manner similar to a neural
network; however, instead of a multi-layer network of densely connected nodes, it uses a known-meaning rule-
fact network. Thus, the logical relationships (rules) between nodes (facts) are human (or, potentially in the
future, autonomously) defined and can have an identified meaning; however, their weightings are optimized

using machine learning techniques. This provides the explainability of an expert system with the optimization
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1. Introduction

Artificial intelligence and machine learning systems have found use
in numerous areas of society. They are used for applicant screening [1],
making medical recommendations [2] and even making sentencing
recommendations for those convicted of crimes [3-5]. However, de-
spite — or perhaps due to — the multitude of areas that these systems
are used in, the public is concerned about them [6]. One area of
pronounced concern is the systems’ potential “dark side” [7] that
may result in biased decisions which disenfranchise those from racial
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minorities, the poor and others. Concerns have been raised that training
processes may cause systems to learn and then reinforce dominant
power structures [8]. Due to these concerns, Noble has aptly termed
such systems as “algorithms of oppression” [9]. Discriminatory decision
making is only one example of the type of issues that may occur with
machine learning systems. More generally, they may make spurious
connections between non-causal data correlations that can lead to
extreme failure with certain data, while the system seems (and can be
shown via testing) to be working well overall. A sub-field of machine
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Fig. 1. Basic Rule-Fact Network Structure.

learning, eXplainable Artificial Intelligence (XAI), has developed due to
the limitations of Al systems’ to be able to “explain their autonomous
decisions to human users” and lack of human understandability [10].

While a variety of XAI techniques have been proposed [11], the goal
of explainability stops short of ideal. In [12], a “defensible” system was
proposed which utilizes an expert system (see, e.g., [13]) rule-fact net-
work as the basis for knowledge storage and backpropagation (see [14])
training to optimize the rule weighting values. Hence, it provides the
benefit of known-meaning nodes (facts) and associations (rules) while
also providing the optimization benefits of machine learning and neural
network systems.

This software article discusses a version of this system which has
been modified to be more user friendly and to process data for user
applications. Specifically, it provides the requisite functionality to build
the rule-fact network, load data into it, train the network (i.e., optimize
rule weightings) and present data for evaluation. It, thus, facilitates the
use of GDESes for relevant applications and additional analysis of the
technique.

2. Software description

The software operates in three phases: first, a rule-fact network
is defined; second, the system is trained; finally, data is loaded into
facts to prepare for the presentation of data and data is presented for
evaluation. The same approach can be used whether using the system
to support research or operations in a particular application domain or
if testing the system itself.

In the first phase, a rule-fact network is defined. The basic structure
of this network is shown in Fig. 1. The system, currently, requires all
rules to have exactly two input facts. Facts must have positive values
between 0 and 1 (inclusive) and rules include a weighting for each fact
between 0 and 1 with the two weightings for each rule summing to 1.

With this basic structure, a variety of more complex structures
can be implemented. For example, Fig. 2 shows how a rule might be
created to have one fact’s value set another fact’s value, if this was
a requirement of the system. Similarly, multiple rules can be used to
implement a concept that requires more than two input facts to model
an association.

The system also supports network designs that have more than
one pathway to set a fact’s value. Fig. 3 shows how a fact could
have its value set by two rules considering multiple different input
facts. Whatever value of a fact is set last is its current value. Different
pathways could, depending on application needs, produce conflicting
values for a fact, if desired.

In the second phase, the system is trained using a supervised train-
ing process by presenting fact inputs and desired outputs. One or more
facts values can be supplied as inputs (at least one must be supplied
in all cases and is included in the command that triggers the training
process) and a target fact is defined as the output. The desired value
of this target fact is also provided to the training system. Multiple
iterations of training are conducted with different inputs and outputs.
During each iteration, the weighting values of the rules are updated
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Fig. 3. Multiple rules setting a fact’s value.

Fig. 4. Training network.

(the rate at which they are updated is determined by a user-specified
velocity value). These weightings are not reset between training iter-
ations (or before the presentation of data for operations or testing).
Notably, while the system’s results are shaped by the training, the
initial network design also has a significant impact on system results.
More details about the training process can be found in [12] and in
Section 3.

The system supports training across an entire pathway of a network,
as it will be presented for operations or testing, as shown in Fig. 4.
Alternately, different areas of the network can be individually trained,
as shown in Fig. 5.

Finally, during the third phase, data is presented for processing by
the system. One or more facts have their values set and then the system
is launched to determine the value of a target output node. Notably,
the resulting values of other facts can be accessed with the query fact
command, if the result of operations on more than one fact needs to be
known.
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Fig. 5. Training subset of network.

While these three phases will typically be run in the order described,
this is not the only way the system can be used. For example, the
network could be built and trained. Then data could be presented for
evaluation. This could be followed by additional training and additional
presentation of data for evaluation. Obviously, a network must be
created, in all cases, before training or presentation for evaluation can
occur. The network can be augmented, if desired, after training and
data presentation have been conducted.

A list of commands for the system is presented, along with the
command format (please see the referenced manual for full details on
each command), in Table 1.

3. Algorithm

The software described herein implements the algorithms described
in [12]. The system is comprised of an expert system engine, which
processes rules in a forward fashion, and a training module, which is
used to optimize the rule weightings. The process, shown in Fig. 6,
starts with the user supplying their network design and initial rule
weight values. This network (including the rule weightings) and the
training data are used for training. The trained network and inputs for
specific operational or test cases are then used to generate results.

The expert system that has been implemented supports partial mem-
bership and ambiguity. In this system, facts can have a probabilistic or
partial membership value ranging between O and 1. Because of this,
rules utilize weighting values which indicate the comparative impact
of the input facts on the value of the output fact. Like fact values, rule
weightings must be between 0 and 1 and must sum to 1.

The training process is depicted in Figs. 7 and 8. Fig. 7 depicts the
training process overall while Fig. 8 depicts how the level of change
applied to each rule weighting is determined. The training process is,
at a high level, very similar to that of a neural network. The system
under training is run with the inputs specified by a data record and
the output result is compared to the result produced by the system.
A portion of the difference, determined by the user-specified velocity
value, is applied to the rule weightings. Multiple training epochs can be
performed for each training data record, as specified by the user. This
process, shown for a single training data record in Fig. 7, continues
until all training data is exhausted.

A key way that the software described herein (and the system
described in [12]) differs from a neural network is the process that is
used to determine the amount of change that is applied to each rule
during each training epoch. The algorithm for this is depicted in Fig. 8.

The process starts by identifying all of the nodes that directly impact
the target fact (i.e., the fact that the training data supplies the target
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Fig. 6. Overview of system operations.

result for) and the system determines the level of their contribution.
Once these initial nodes that directly impact the target fact have been
identified, they are added to a contributions list. Then, all nodes that
impact the target fact indirectly are iteratively identified, their indirect
contributions are calculated and they are added to the contributions
list. Note that contribution to all other applicable contributions list
nodes is determined for each node that is added. The node adding
process continues until an iteration runs without adding nodes.

Each rule’s contribution is either direct or determined by multiply-
ing rules that pass through other rules for impact by the cumulative
impact of the intervening rules. The contribution of a rule, Ci, to the
target fact can be determined using the equation [12]:

C=W;x H WRimn @
(APT)
For this equation, W; is the relevant weighting for the given rule (i).
Wrmn is the weighting of each rule (m indicates the rule and h
indicates the relevant weight value) which the value passes through
before the final fact. This rule set is denoted by {APT}. Notably, rules
may have multiple contribution (C,) values if they are part of multiple
paths; however, only the highest contribution value is maintained and
used.

A velocity setting value determined percentage of the error between
the system output target fact value and training output value is applied
to each contributing rule’s weightings based on its contribution level
and facts’ values. Additional or reduced weight is given to the higher
and lower values’ input fact weightings, depending on the type of
change that is needed.

The change that will be made to a particular rule is determined by
summing all contributions to a target fact and dividing the contribution
of a particular rule (C;) by the contributions sum (Cr,,) and applying
the velocity (V) and 4R value, which is the difference between the
expected (training data value) and actual value for a training run. The
difference value (D;) is computed using the equation [12]:

P

= XV xA 2
' CTotaI R
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Table 1
System commands and format.
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Command type Command format

Create fact
Create rule

F####:{FGUID}=000.000:Description (VAR)
R####:{R1GUID}:{F1GUID}=0.000+{F2GUID}=0.000>>{F3GUID}:Description (VAR)

Train TR:{FGUID}=000.000>####:0.00>{FGUID}=000.000

Present for evaluation
Set fact
Query fact

SF: {FGUID}=000.000
QF: {FGUID}

PR:{FGUID}=000.000>>{FGUID}

Note that # and 0 indicate numeric values, {GUID} indicates a .Net format globally unique identifier (GUID) and “Description
(VAR)” indicates a variable length description field. All other symbols must be used exactly as presented in the rule format.
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Source: Modified

from [12].

It uses the 4R value that is calculated using the equation [12]:

Rp — R
ag= ARe =Rl 3
MAX(Rp, Ry)
For this equation, Rp is the target value and Ry is the value
produced by the network under training. The MAX function returns the

largest value passed into it.
4. Advantages and limitations of the approach

The software presented herein provides key advantages as compared
to both classical expert systems and neural networks. As compared
to classical expert systems with fractional value support, it provides
a mechanism to automate the optimization of rules. This allows the
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Fig. 8. Node Change Algorithm [12].

system to better reflect the real-world phenomena that it is modeling
and to provide better recommendations, decisions or predictions.

As compared to neural networks, the system provides two key
benefits. First, by utilizing a known-meaning network, network sizes
will inherently be smaller than the densely connected networks used
by neural network systems. This will reduce the number of nodes that
must have their values computed and set during each training epoch
and thus have training time benefits. Second, because all nodes (facts)
and relationships (rules) have a known value, the decisions that the
system makes are inherently human understandable and can be easily
explained in terms of the decision-making factors that were considered
and the relative importance given to each. This allows decisions to
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be logically defended, as opposed to being opaque to users or simply
explained in terms of system state and processes. This is directly
responsive to the issues of public concern [6] and decision making
bias [7-9] which are discussed in Section 1.

The principal limitation of the proposed approach is that a network
must be created to reflect the phenomena being modeled. This, cur-
rently, is a potentially time-consuming manual process. Additionally,
this manual creation process requires the phenomena to be well under-
stood. Neural networks and some other machine learning technologies
provide a key benefit, which the software described herein - in its
current form — lacks: being able to model a phenomena that is not fully
understood based solely on input data and results.

5. Use and impacts

This software is based on the software that was used for [12]
with modifications to facilitate its more general use. Specifically, the
network generation and characterization routines which were devel-
oped specifically for and enabled the experimentation in [12] are not
included and have been replaced with a command format and processor
for building rule-fact networks, training them and presenting facts for
processing. The system is currently being used for two e-laws projects
(focusing on U.S. federal sentencing guidelines and patentability assess-
ment), an intentionally deceptive online content identification project
and a phishing link identification project.

The federal sentencing guidelines project [15] is using the soft-
ware to develop an application which will, based on key facts of a
criminal offense (or set of related offenses), recommend a sentence
for the offender. It is being developed based on federal sentencing
guideline rules [16] and trained using data from the federal sentencing
guidelines commission [17]. The proposed system will provide an en-
tirely transparent and human-understandable sentence determination
process, taking into account typical applications of judicial sentencing
discretion within the sentencing guidelines.

The patentability assessment project [15] is using the software to
develop an application which will be provided patent application de-
tails and make a recommendation regarding several key characteristics
of patentability. It is being developed based on the U.S. Patent and
Trademark Office’s (USPTO) Patent Examiner’s Handbook [18] and
being trained using details from the USPTQ’s Patent Application Infor-
mation Retrieval (PAIR) system and a USPTO curated dataset [19,20].
The proposed system aims to provide greater patentability decision
consistency and increase patent assessment processing speed.

The intentionally deceptive online content identification and phish-
ing link identification projects [21] are using existing data sets initially
collected for prior projects using neural networks. Both systems aim
to use a smaller network size (and, thus, require reduced training
time) to produce results which are similar to the prior neural network
implementations. In both cases, the opaque decision-making criteria of
the neural network will be replaced by a completely transparent and
human-understandable decision-making process.

Declaration of competing interest
The author declares that he has no known competing financial in-

terests or personal relationships that could have appeared to influence
the work reported in this paper.

Software Impacts 10 (2021) 100121
Acknowledgments

Thanks are given to researchers on the four projects that are cur-
rently using this software for feedback on their system needs and
system functionality. This work has been supported, in part, by the U.S.
National Science Foundation (NSF Award # 1757659).

Appendix A. Supplementary material

Supplementary material related to this article can be found online at
https://doi.org/10.1016/j.simpa.2021.100121. Supplemental material
includes a user maual and example scripts.
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