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Abstract—Visible light positioning and computer vision-based
localization have the potential to be cost-effective technologies
for accurate indoor localization. However, the feasibility of
existing methods in this domain is limited. In this paper, a
novel visible light communication (VLC)-assisted perspective-
four-line algorithm (V-P4L) is proposed for practical indoor
localization. The basic idea of V-P4L is to jointly use VLC
and computer vision techniques to achieve high localization
accuracy regardless of LED height differences. In particular,
the space-domain information is first exploited to estimate the
orientation and coordinate information of a single rectangular
LED luminaire in the camera coordinate system based on plane
geometry theory and solid geometry theory. Then, by using
time-domain information transmitted by VLC and the estimated
luminaire information, the proposed V-P4L can estimate the
position and pose of the camera using single-view geometry
theory and the linear least square (LLS) method. To further
mitigate the effect of height differences among LEDs on lo-
calization accuracy, a correction algorithm based on the LLS
method and a simple optimization method is proposed. Due to
the combination of time- and space-domain information, V-P4L
can achieve accurate localization using a single luminaire without
limitation on the correspondences between the features and their
projections in conventional perspective-n-line (PnL) algorithms.
Simulation results show that the position error caused by the
proposed V-P4L algorithm is always less than 15 cm and the
orientation error is always less than 4◦ using popular indoor
luminaires. Experimental results with real hardware show that
the average position error is less than 3 cm under both similar
and different heights for the LEDs.

Index Terms—Camera, computer vision based localization,
perspective-n-line (PnL), visible light positioning.
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ACCURATE indoor localization is increasingly important
due to the surge of position-dependent services such

as position tracking, navigation, virtual reality, and robot
movement control [2]. In this area, visible light positioning
(VLP) techniques and computer vision-based localization have
the advantage of high accuracy and low cost. VLP solutions
use visible light signals to determine the position of a receiver
[3]–[5]. Due to the strong directionality and low multipath
interference of visible light, using visible light for localiza-
tion can achieve high accuracy, e.g., see [3], [5] and [6].
Meanwhile, since VLP uses light-emitting doides (LEDs) as
transmitters [7], VLP has relatively low cost on infrastructure
(e.g., see [3] and [8]). Computer vision-based localization
is another localization technique that uses the images of
the reference features captured by cameras to estimate the
position and pose of cameras [9] and [10]. However, VLP
and computer vision based localization also have their own
challenges. In particular, VLP cannot estimate the pose and
position of the receiver using a single beacon, while computer
vision based localization cannot be used in the dark. To further
improve the performance of VLP and computer vision based
localization, one can consider novel approaches that combine
both technologies.
A. Related Works

Typical VLP algorithms include proximity [11], fingerprint-
ing [12], time of arrival (TOA) [13], angle of arrival (AOA)
[14], received signal strength (RSS) [15]–[17], and image
sensing [18]. In these existing algorithms, proximity and fin-
gerprinting cannot estimate the receiver pose. Meanwhile, the
accuracy of proximity is low [15] while fingerprinting requires
at least three luminaires to overcome ambiguity challenges
[19]. AOA algorithms use the estimated angles of arrival
signals from multiple luminaires to determine the receiver
position [14], [20] and [21]. Therefore, AOA algorithms are
sensitive to the estimated angles, which can significantly
affect the accuracy. TOA algorithms use the transmission
time of the signals transmitted from multiple luminaires to
estimate the receiver position [13], [22] and [23]. In this case,
TOA algorithms require strict synchronizations between the
transmitters and the receiver [24]. Image sensing algorithms
use the geometric relation between the transmitters and the
receiver to estimate the receiver position, which require mul-
tiple luminaires [18], [24] and [25]. Among these VLP algo-
rithms, RSS algorithms are most widely-used due to their high
accuracy and low cost [24]. However, RSS algorithms also
require multiple luminaires for localization, e.g., see [17], [26],
and [27]. Moreover, RSS algorithms require accurate channel
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models, which is challenging to be achieved in practice. A
popular assumption in RSS algorithms is that the radiation
pattern of LEDs follows a Lambertian model which may not be
applicable for many luminaires especially when a lampshade
is used [28]. Meanwhile, the estimated channel gain is affected
by sunlight, dust, and shadowing in practice [29]. Therefore,
the feasibility of RSS algorithms is limited.

Meanwhile, a number of computer vision-based localization
techniques exist. In particular, the perspective-n-line (PnL)
and perspective-n-point (PnP) algorithms are performed by
analyzing n correspondences between three dimensional (3D)
reference features and their two dimensional (2D) projections
on the image (i.e., 3D-2D correspondences), where the features
are either points or lines [30]. PnP methods use point features,
while PnL methods employ line features. Compared with point
features, line features carry richer information [30]. Therefore,
compared with PnP methods, PnL methods can achieve higher
detection accuracy and are more robust to occlusions [31]. PnL
methods can estimate the pose and position of the camera
using the iterative methods or non-iterative methods [30].
Both iterative and non-iterative PnL methods need 3D-2D
correspondences given in advance, which is difficult to obtain
[32], [33]. To circumvent this challenge, the work in [33]
proposed a method to match the 3D-2D correspondences for
a scenario in which the number of the vertical lines are more
than that of horizontal lines. However, this method cannot be
applied to a scenario in which there is no significant difference
between the numbers of horizontal and vertical lines, such as
the scenario in which the rectangular beacons are deployed on
the ceiling. Therefore, the feasibility of the method in [33] is
constrained.

In summary, VLP algorithms require multiple luminaires
and accurate channel models, while computer vision-based
localization algorithms have limitation on 3D-2D correspon-
dences. Therefore, both VLP and computer vision-based lo-
calization algorithms have limitations on the feasibility.
B. Contributions

The main contribution of this paper is a novel visible light
communication (VLC) assisted perspective-four-line algorithm
(V-P4L), which can achieve practical and accurate indoor
localization. To the authors’ best knowledge, this is the first
localization algorithm that can achieve accurate position and
pose estimation without the limitation on 3D-2D correspon-
dence using a single luminaire. The key contributions of this
paper include:
• We propose an indoor localization algorithm, dubbed

V-P4L, which uses a camera to simultaneously capture
the information in both the time and space domains1 of
luminaires so as to achieve high practicality and high
accuracy. Based on the plane geometry theory and solid
geometry theory, V-P4L first estimates the luminaires’
information in the camera coordinate system using the
space-domain information captured by the camera. Then,

1The time domain information refers to the information transmitted in a
given time slot. This type of information includes the coordinates of the
luminaire’s vertices transmitted through VLC. The space domain information
means the geometric information captured by the camera such as the shape
of the luminaire.

based on the single-view geometry theory and the time-
domain information of luminaires, V-P4L can estimate
the pose and position of the camera exploiting the lumi-
naires’ information in different coordinate systems. In this
way, V-P4L can accurately estimate the position and pose
of the receiver using a single luminaire or a luminaire
array.

• To overcome the limitation on the 3D-2D correspon-
dences in computer vision-based localization algorithms,
the time-domain information transmitted by VLC is ex-
ploited in V-P4L to properly match 3D-2D correspon-
dences. In particular, based on the time-domain informa-
tion, the camera can obtain the coordinates information
of LEDs in the world coordinate system. Then, based on
the perspective projection theory, the 3D-2D correspon-
dences can be properly matched using the information of
LEDs in different coordinate systems. As such, V-P4L
can achieve higher practicality compared to that of the
existing algorithms in [30], [32], [33].

• To further improve the practicality of V-P4L, we propose
an algorithm that extends V-P4L to correct height dif-
ferences among LEDs based on the information in both
time and space domains. When the heights of LEDs are
different, based on the single-view geometry theory and
the LLS method, the proposed correction algorithm can
first estimate the pose and 2D position of the camera.
Then, based on the single-view geometry theory and
a simple optimization method, the proposed correction
algorithm can estimate the 3D position of the camera.
This, in turn, allows the use of V-P4L regardless of the
height differences among LEDs.

Simulation results show that the position error caused by the
proposed V-P4L algorithm is always less than 15 cm and the
orientation error is always less than 4◦ using popular indoor
luminaires. Additionally, the proposed algorithm can be used
regardless of the height difference among LEDs. When LEDs
have the same height, the accuracy of V-P4L is 5 cm. When
LEDs have different heights, the accuracy of V-P4L is less
than 17 cm. Moreover, V-P4L is less sensitive to image noise
than conventional VLP and computer vision-based localization
algorithms. Experimental results with real hardware show that
the average position error is less than 3 cm under both similar
and different heights for the LEDs.

The rest of the paper is organized as follows. Section
II introduces the system model. Section III calculates the
luminaire information in the camera coordinate system. The
proposed V-P4L algorithm is presented in Section IV, and
the proposed correction algorithm is detailed in Section V.
Simulation and experimental results are presented in Section
VI. Conclusions are drawn in Section VII.

The following notations are used throughout the paper: A
and a with or without subscript denote scalars; v denotes a
column vector and A stands for a matrix; |A| denotes the
absolute value of A; AT, A−1, det (A) and |A| indicate the
transpose, inverse, determinant and norm of A, respectively;
v ×u denotes the cross product of v and u; v ·u, A · v and
AB denotes the dot products of v and u, A and v, and A
and B, respectively; Â, Â and v̂ represent the estimate of A,
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TABLE I
SUMMARY OF OUR MAIN NOTATIONS.

Symbol Meaning Symbol Meaning
(u0, v0)T Pixel coordinate of Oi φlij Rotation angle from Y i-axis to lij in the

counter clockwise direction
f Focal length ρlij Distance from Oi to lij

fu, fv Focal ratios nw
LED/nc

LED Normal vector of the luminaire in WCS/CCS
dx, dy Physical size of each pixel Πij Lateral face determined by the vertices Pi, Pj

and Oc

Pi The ith vertex of the luminaire nc
Πij

Normal vector of Πij in CCS
pi Projection of Pi on the image plane S Area of the luminaire
pp
i /p

i
i Pixel/Image coordinate of pi H Distance from Oc to the luminaire

P c
i /Pw

i Camera/World coordinate of Pi V Volume of rectangular pyramid
Oc − P1P2P3P4

Lij 3D reference line connecting Pi and Pj Vi Volume of triangular pyramid Oc − PiPjPk

lij 2D projection of Lij on the image plane ϕ, θ, ψ Euler angles corresponding to the Xc−axis,
Y c−axis and Zc−axis

nc
Lij

Direction vector of Lij in CCS Rw
c /tw

c Pose/Position of the camera in WCS

A and v, respectively. In addition, there are some special or
important symbols used throughout in this paper, which are
listed in Table I with their meaning.

II. SYSTEM MODEL

A diagram of our considered system is illustrated in Fig. 1.
Figure 1(a) shows a typical indoor scenario, where LED lamps
in a parallelogram shape uniformly mounted on the ceiling. In
the considered scenario, the LED luminaires are transmitter,
while the receiver can be a smart phone or other smart terminal
with a camera on it. V-P4L can be implemented based on a
single parallelogram luminaire which is also a LED array. We
will introduce V-P4L using a single rectangular LED lumi-
naire2 hereinafter. Figure 1(b) shows the geometric relation
between the rectangular LED luminaire and the camera. The
luminaire’s shape and the world coordinates of the luminaires’
vertices are known in advance, while the position and pose of
the receiver should be estimated.

In V-P4L, four coordinate systems are used for localization:
the 2D pixel coordinate system (PCS) (Op, U p, V p) on the im-
age plane3, the 2D image coordinate system (ICS)

(
Oi,X i, Y i

)
on the image plane, the 3D camera coordinate system (CCS)
(Oc, Xc, Y c, Zc), and the 3D world coordinate system (WCS)
(Ow, Xw, Y w, Zw). In PCS, ICS, and CCS, the axes U p, X i,
and Xc are parallel to each other and, similarly, V p, Y i, and
Y c are also parallel to each other. Additionally, Op is at the
upper left corner of the image plane and Oi is at the center
of the image plane. Moreover, Oi is called the principal point,

2The parallelogram luminaire consists of multiple LEDs. In this luminaire,
only a single LED at a vertex transmits information. Therefore, compared
with existing VLP algorithms, V-P4L can reduce the cost of implementation
and the interference between LEDs.

3As shown in Fig. 1, the image plane is a virtual plane. In this work, the
camera is a standard pinhole camera. The actual image plane is behind the
camera optical center (i.e., the pinhole), oc. To show the geometric relations
more clearly, the virtual image plane is set up in front of oc as done in prior
works (e.g., [34]). In particular, the virtual image plane and the actual image
plane are centrally symmetric, and oc is the center of symmetry.

whose pixel coordinate is (u0, v0)
T. In contrast, Oc is called

the camera optical center. Furthermore, Oi and Oc are on the
optical axis. The distance between Oc and Oi is the focal
length f , and thus the z-coordinate of the image plane in
CCS is zc = f . The pixel coordinate of the principal point
(u0, v0)

T and the focal length f can be known in advance by
the camera calibration [15], [35].

The rectangular LED luminaire is constructed by four
vertices Pi (i ∈ {1, 2, 3, 4}). The four 3D reference lines Lij
(i, j ∈ {1, 2, 3, 4} , i 6= j) are the edges of the luminaire.
In other words, Lij is the line segment whose endpoints are
points Pi and Pj (i, j ∈ {1, 2, 3, 4} , i 6= j). In addition,
P w
i = (xw

i , y
w
i , z

w
i )

T is the world coordinate of vertex i of
the luminaire. This coordinate is assumed to be known at the
transmitter and can be transmitted by VLC as time-domain
information [6], [8]. In the rectangular luminaire, only a single
LED at a vertex transmits the coordinates and order of the
four vertices of the luminaire. Without loss of generality, we
assume that the LED at P1 transmits information. Moreover,
the unit normal vector of the luminaire in WCS, nw

LED, can be
calculated by the world coordinates of the luminaire’s vertices.
In other words, the orientation of the luminaire in WCS is also
known in advance.

On the other hand, the receiver is a calibrated standard
pinhole camera which is not coplanar with the luminaire. The
pose and position of the receiver need to be estimated. As
shown in Fig. 1(b), the transmitter and the receiver produce
a rectangular pyramid Oc − P1P2P3P4 where Oc is called
the apex, the rectangle P1P2P3P4 is called the base face
and Pi is called the ith vertex. In the rectangular pyramid
Oc−P1P2P3P4, we define Πij as the lateral face determined
by the vertices Pi, Pj (i, j ∈ {1, 2, 3, 4} , i 6= j) and Oc.
In the camera, point pi is the projection of point Pi on
the image plane. Moreover, line lij is the projection on the
image plane of the 3D reference line Lij . The point pi
and the line lij can be easily obtained by the camera. In
Fig. 1(b), the image plane is tilted to show that camera
is not necessarily parallel to the rectangle P1P2P3P4. Note
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(b) The geometric relation between the LED luminaire and the camera.

Fig. 1. Illustrative system diagram of the proposed algorithm.

that several existing PnL algorithms assume that the 3D-2D
correspondences (Lij ⇐⇒ lij) are known in advance, which
is impractical [33]. In contrast, here, to estimate the pose and
position of the camera without the 3D-2D correspondences,
the camera is used to simultaneously capture the time- and
space-domain information. The pixel coordinate of pi is given
by pp

i =
(
up
i , v

p
i

)T
and obtained by the camera through image

processing [18]. Based on the single-view geometry theory,
the image coordinate of pi, pi

i =
(
xi
i, y

i
i

)T
, can be obtained

as
pi
i =

[
dx 0
0 dy

]
· pp

i −
[
u0dx
v0dy

]
, (1)

where dx and dy are, respectively, the physical sizes of each
pixel in the x and y directions on the image plane. The
camera’s intrinsic parameters, including (u0, v0)

T and the
focal ratio fu = f

dx
and fv = f

dy
, can be known in advance

by using camera calibration [15], [35].
Based on the single-view geometry theory, the transforma-

tion from CCS to WCS can be expressed as [30]
P w = Rw

c · P
c + tw

c , (2)
where P w and P c are the world and camera coordinates of
the same object, respectively. In addition, Rw

c ∈ R3×3 and
tw
c ∈ R3×1 denote the pose and the position of the camera

in WCS, respectively4. The task of localization essentially
consists of finding Rw

c and tw
c . In particular, Rw

c denotes
the pose of the camera which contains the rotation angles
of WCS corresponding to the Xc-axis, Y c-axis, and Zc-axis,
while tw

c denotes the position of the camera which contains
x-coordinate, y-coordinate, and z-coordinate of the camera
in WCS. As introduced in Section I, accurate Rw

c and tw
c

are difficult to obtain in both VLP and computer vision-
based localization due to the inherent drawbacks of the two

4The pose of the camera can be represented by both Rw
c ∈ R3×3 and

Rc
w ∈ R3×3 [30], [36]. In particular, Rw

c denotes the rotation matrix from
CCS to WCS, while Rc

w denotes the rotation matrix from WCS to CCS. The
absolute values of the rotation angles in Rw

c and Rc
w are the same. In this

paper, we denote the pose of the camera by Rw
c .

techniques. However, V-P4L can address this challenge due
to the combination of time- and space-domain information. In
the following sections, we will introduce the details of V-P4L.

III. CALCULATION OF THE LUMINAIRE INFORMATION IN
CCS

Next, we calculate the information of the luminaire in CCS,
including its normal vector nc

LED and its vertices’ coordinates
P c
i , i ∈ {1, 2, 3, 4} based on the space-domain information.

Since the luminaire and the camera construct a rectangular
pyramid which contains many geometric features such as
points, lines, faces, and polyhedrons, plane geometry theory
and solid geometry theory can be used to estimate nc

LED and
P c
i , i ∈ {1, 2, 3, 4} in two steps. In the first step, nc

LED is
estimated based on the plane geometry theory and the solid
geometry theory. Then, based on nc

LED, P c
i , i ∈ {1, 2, 3, 4}

are estimated by the solid geometry theory.

A. The Normal Vector of the Luminaire in CCS

Next, we introduce the calculation of the luminaire’s ori-
entation information nc

LED. In ICS, the point-normal form
equation of a given lij can be expressed as [32]

xi cosφlij + yi sinφlij = ρlij , (3)

where
(
xi, yi

)T
is the image coordinate of a point on lij which

can be obtained by the single-view geometry theory, φlij is
the rotation angle from Y i-axis to lij in the counter clockwise
direction, and ρlij is the distance from Oi to lij . Since pi
and pj are on lij , φlij and ρlij can be obtained based on the
image coordinates of pi and pj . From (1), there are two points

with image coordinates pi
lij ,1

=
(

ρlij
cosφlij

, 0
)T

and pi
lij ,2

=(
0,

ρlij
sinφlij

)T

on lij . Since the two points are also on the image

plane, their camera coordinates are pc
lij ,1

=
(

ρlij
cosφlij

, 0, f
)T

and pc
lij ,2

=
(

0,
ρlij

sinφlij
, f
)T

. Since the two points and Oc =

(0, 0, 0)
T are on Πij , Πij in CCS in the general form as

AΠij
xc +BΠij

yc + CΠij
zc = 0, (4)
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where AΠij
= f cosφlij , BΠij

= f sinφlij , and CΠij
=

−ρlij .
In CCS, the general form equation of rectangle P1P2P3P4

can be given by:
ALEDx

c +BLEDy
c + CLEDz

c = 1, (5)
where ALED, BLED, and CLED are unknown constants. From
(5), the normal vector of the rectangle P1P2P3P4 will be
(ALED, BLED, CLED)

T. Let nc
Πij

=
(
AΠij , BΠij , CΠij

)T
(i, j ∈ {1, 2, 3, 4} , i 6= j) be the normal vector of Πij and
vc
Lij
∈ R3 (i, j ∈ {1, 2, 3, 4} , i 6= j) be the direction vector

of Lij . Since Lij is the intersection line of the rectangle
P1P2P3P4 and Πij , we have vc

Lij
= (ALED, BLED, CLED)

T×
nc

Πij
. Based on the solid geometry theory, we have{

vc
L34
· nc

Π12
= 0,

vc
L41
· nc

Π23
= 0.

(6)

Define m = ALED

CLED
and n = BLED

CLED
. We can now obtain m

and n as the functions of AΠij
, BΠij

, and CΠij
by solving

(6). Therefore, the normalized normal vector of the rectangle
P1P2P3P4 (i.e., the orientation of the luminaire) in CCS can
be expressed as

nc
LED = (cosα, cosβ, cos γ)

T
, (7)

where 
cosα = m√

m2+n2+1
,

cosβ = n√
m2+n2+1

,

cos γ = 1√
m2+n2+1

.

(8)

B. Camera Coordinates of the Luminaire’s Vertices

Given the normal vector of the luminaire estimated in Sub-
section III-A, we now can compute the luminaire’s coordinate
information P c

i (i ∈ {1, 2, 3, 4}). Since P1 is the intersection
point of the rectangle P1P2P3P4, Π12, and Π41, its camera
coordinate can be calculated as P c

1 =
MP1

CLED
, where

MP1
=

[
m n 1
AΠ12

BΠ12
CΠ12

AΠ41 BΠ41 CΠ41

]−1 [
1
0
0

]
. (9)

The other three MPi
(i ∈ {2, 3, 4}) can be calculated in

a similar method as done in (9). In general, the camera
coordinate P c

i (i ∈ {1, 2, 3, 4}) will be given by:

P c
i =

MPi

CLED
. (10)

From (10), we can observe that P c
i can be represented by

CLED. Next, we compute CLED based on the solid geometry
theory.

The volume of the rectangular pyramid Oc − P1P2P3P4 is
given by: V = 1

3SH , where S is the area of the luminaire
and is known in advance. Additionally, H = 1

CLED

√
m2+n2+1

is the distance from Oc to the rectangle P1P2P3P4. For the
triangular pyramid Oc−P1P2P3, its volume can be calculated
as

V1 =
1

6
|det(MV1

)| , (11)

where MV1
= [P c

1,P
c
2,P

c
3]

T. Substituting (10) into (11),
we have V1 = q1

C3
LED

where q1 = 1
6 |det(M q1)|, with

M q1 = [MP1 ,MP2 ,MP3 ]
T. The volumes of the other

three triangular pyramid Oc − P2P3P4, Oc − P3P4P1, and

Oc−P4P1P2, are represented by V2, V3, and V4, respectively,
which can be obtained in the same way. Since V = 1

2

∑4
i=1 Vi,

CLED can be calculated as

CLED =

√
3
∑4
i=1 qi

√
m2 + n2 + 1

2S
. (12)

Substituting (12) into (10), P c
i (i ∈ {1, 2, 3, 4}) can be

obtained.
Note that in the conventional P4L algorithm [32], the

camera can only estimate the relative position between the
camera and the beacons, i.e., the camera coordinates of the
beacons. In contrast, V-P4L can obtain the absolute position
of the camera based on the following implementation.

IV. BASIC V-P4L ALGORITHM

We now propose the basic V-P4L algorithm that can be
used for scenarios in which the LEDs have the same height.
This algorithm has three steps. In the first step, based on the
orientation information of the luminaire estimated in Section
III, the camera’s rotation angles corresponding to the Xc−axis
and Y c−axis can be obtained by single-view geometry theory
which expresses the relationship among the coordinates of the
LEDs, the position of the camera and the pose of the camera.
Then, based on the time-domain information captured by the
camera, the basic V-P4L algorithm can properly match the
3D-2D correspondences, so as to obtain the rotation angles
corresponding to the Zc−axis and the 2D coordinate of the
camera. Finally, based on the single-view geometry theory,
V-P4L can estimate the z-coordinate of the camera.
A. Rotation Angles on the Xc−Axis and Y c−Axis

Let RX , RY , and RZ be the rotation matrices of WCS
along the Xc−axis, Y c−axis, and Zc−axis, respectively. RX ,
RY , and RZ are given by [37],

RX =

[
1 0 0
0 cosϕ − sinϕ
0 sinϕ cosϕ

]
, (13)

RY =

[
cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

]
, (14)

RZ =

[
cosψ − sinψ 0
sinψ cosψ 0

0 0 1

]
, (15)

where ϕ ∈
(
−π2 ,

π
2

]
, θ ∈

(
−π2 ,

π
2

]
, and ψ ∈ (−π, π] are

the unknown Euler angles corresponding to the Xc−axis,
Y c−axis, and Zc−axis, respectively5. The rotation matrix Rw

c

from CCS to WCS can be given by [37]

Rw
c = RZRYRX . (16)

Since LEDs have the same height, the normal vector of
the luminaire can be given by nw

LED = (0, 0, 1)
T. Based

on single-view geometry theory, the relationship between
nw

LED = (0, 0, 1)
T and nc

LED = (cosα, cosβ, cos γ)
T will

be given as [30]

nw
LED = Rw

c · nc
LED. (17)

5The orientation of the receiver also can be obtained by the three rotation
angles.
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Therefore, we have
cosα = − sin θ,

cosβ = cos θ · sinϕ,
cos γ = cos θ · cosϕ.

(18)

The estimated rotation angles ϕ̂ and θ̂ can be obtained by
solving (18).

B. Rotation Angles on the Zc−Axis and the 2D Coordinate
of the Camera

Given the calculated rotation angles ϕ̂ and θ̂, the rotation
angles corresponding to Zc−axis and the 2D coordinates
of the camera can be estimated. Based on the single-view
geometry theory, the relationship between P c

i (i ∈ {1, 2, 3, 4})
and P w

i = (xw
i , y

w
i , z

w
i )

T can be given as [30]
P w
i = Rw

c · P
c
i + tw

c , (19)
where P w

i is known in advance and can be obtained by the
camera. In addition, P c

i is the space-domain information that
is estimated in Subsection III-B. Moreover, tw

c = (tx, ty, tz)
T

is the 3D world coordinate of the camera. In (19), there are
four unknown parameters ψ, tx, ty , and tz . If the 3D-2D
correspondences are known in advance, we can easily obtain
the four unknown parameters using the world and camera
coordinates of the four vertices. However, we can only match
the vertex P1 which transmits information and its projection
p1. Fortunately, based on the perspective projection theory, the
projection of the rectangle is still a quadrangle. Additionally,
the order of the four LEDs and the their projections are
corresponding in the clockwise direction, as shown in Fig. 1.
Therefore, based on the time-domain information transmitted
by VLC, the 3D-2D correspondences can be properly matched.
We can now calculate the four unknown parameters ψ, tx, ty ,
and tz based on the LEDs’ information in both the time and
space domains. For mathematical analysis, we define

RYRX =

[
cos θ sin θ · sinϕ sin θ · cosϕ

0 cosϕ − sinϕ
− sin θ cos θ · sinϕ cos θ · cosϕ

]

=

[
a1 a2 a3

b1 b2 b3
c1 c2 c3

]
,

(20)

and thus we can rewrite (19) as

P w
i =

[
cosψ − sinψ 0
sinψ cosψ 0

0 0 1

]
·

[
a1 a2 a3

b1 b2 b3
c1 c2 c3

]
P c
i + tw

c . (21)

The three unknown parameters ψ, tx, and ty in (21) can be
calculated by the LLS estimator, which can be expressed in a
matrix form as

Aijx = bij , (22)

where Aij = [Ai;Aj ] and bij = [bi; bj ] (i, j ∈
{1, 2, 3, 4} , i 6= j, r 6= s), with

Ai =

[
[a1, a2, a3]

T · P c
i − [b1, b2, b3]

T · P c
i 1 0

[b1, b2, b3]
T · P c

i [a1, a2, a3]
T · P c

i 0 1

]
(i ∈ {1, 2, 3, 4}),

(23)

x = [cosψ, sinψ, tx, ty]
T
, (24)

and
bi = [xw

i , y
w
i ]

T
(i ∈ {1, 2, 3, 4}). (25)

Therefore, the unknown parameters can be given by:
x̂ = (AT

rsArs)−1AT
rsbij , (26)

where x̂ =
[

ˆcosψ, ˆsinψ, t̂x, t̂y

]T
is the estimation of x.

Hence, based on the information in both time and space
domains, the basic V-P4L algorithm can properly match the
3D-2D correspondences. Meanwhile, the rotation angles cor-
responding to the Zc−axis ψ and the 2D coordinate of the
camera (tx, ty)

T can be obtained.

C. Computation of the z-Coordinate of the Camera

In Subsection IV-B, we have obtained ψ and (tx, ty)
T. In

(21), there is still one unknown parameter tz . Recall that, here,
the LEDs have the same height, i.e., zw

1 = zw
2 = zw

3 = zw
4 .

Based on the single-view geometry theory, we can obtain the
relationship between zw

i and tz from (21) as

zw
i = [c1, c2, c3]

T · P c
i + tz. (27)

The estimated z-coordinate of the camera in WCS t̂z can be
calculated as

t̂z =
1

4

(
4∑
i=1

zw
i −

4∑
i=1

[ĉ1, ĉ2, ĉ3]
T · P c

i

)
, (28)

where ĉk (k ∈ {1, 2, 3}) is the estimation of ck.
Therefore, the estimated pose R̂

w

c and position of the
camera t̂

w

c can be obtained without the ideal 2D-3D cor-
respondence assumption. In this way, when LEDs have the
same height, the basic V-P4L algorithm can be implemented
for high accuracy at low complexity. However, when LEDs
have different heights, the normal vector of the luminaire is
not (0, 0, 1)

T, i.e., the three rotation angles do not satisfy
(18), which means the basic V-P4L algorithm cannot be
implemented in the scenarios. Therefore, we will propose a
correction algorithm for V-P4L in Section V for localization
in the scenarios.

V. CORRECTION ALGORITHM FOR V-P4L

Most existing studies including our approach in Subsection
IV assume that LEDs have the same height [16], [24]. How-
ever, this may not always be true in practice. For instance,
ceilings may be tilted due to imperfect decoration or as a
deliberate design. In these scenarios, the localization accuracy
can be significantly degraded. Therefore, next, we propose a
correction algorithm for V-P4L, called V-P4L-DH, that extends
the basic V-P4L algorithm to the scenarios in which the LEDs
have different heights. Based on the single-view geometry
theory and the LLS method, V-P4L-DH can obtain the 2D
position of the camera. Based on the 2D localization, V-P4L-
DH can achieve 3D localization by a simple optimization
method.

A. 2D Localization

For the 2D-localization case in which the z-coordinate of the
camera tz is known in advance, based on single-view geometry
theory, (27) can be rewritten as

[c1, c2, c3]
T · P c

i = zw
i − tz, (29)
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where i ∈ {1, 2, 3, 4}. Based on the LLS method, we can
estimate ck (k ∈ {1, 2, 3}) by solving (29) using four P c

i and
zw
i . Then, from (20), we have:

ĉ1 = − sin θ,

ĉ2 = cos θ · sinϕ,
ĉ3 = cos θ · cosϕ,

(30)

where ĉk (k ∈ {1, 2, 3}) is the estimation of ck. The estimated
rotation angles corresponding to the Xc−axis ϕ̂ and Y c−axis
θ̂ can be obtained by solving (30). Then, the pose of the camera
R̂

w

c and 2D position of the camera t̂
w

c,2D =
(
t̂x, t̂y

)T
can

be obtained according to (20)−(26), where t̂x and t̂y are the
estimated x and y-coordinates of the camera, respectively.

B. 3D Localization

For the 3D-localization case, the z-coordinate of the camera
tz is unknown in advance. For an indoor scenario, the value of
tz must be within [0, Hm), where Hm is the maximum height
of the room. Based on the above 2D-localizatoin algorithm,
for different tz ∈ [0, Hm), we can obtain different R̂

w

c (tz)
and t̂

w

c,2D (tz). Based on the estimated normal vector of the
luminaire in CCS nc

LED, we have [30]:

n̂w
LED (tz) = R̂

w

c (tz) · nc
LED, (31)

where n̂w
LED (tz) is the estimated normal vector of the lu-

minaire in WCS when the z-coordinate of the camera is tz .
Since the world coordinates of the luminaire’s vertices P w

i

(i ∈ {1, 2, 3, 4}) are known in advance, the actual normal
vector of the luminaire in WCS nw

LED can be calculated as
nw

LED =
(
P w
i − P w

j

)
× (P w

i − P w
k ) , (32)

where i, j, k ∈ {1, 2, 3, 4} , i 6= j 6= k. Therefore, the
difference between the estimated and actual normal vectors
of the luminaire in WCS can be given as

∆G (tz) = |nw
LED − n̂w

LED (tz)| . (33)
The estimated z-coordinate of the camera t̂z will satisfy the
following equation

t̂z = arg min
tz

∆G (tz) . (34)

To reduce the complexity of V-P4L-DH, we propose a
K-step segmentation optimization strategy. This strategy can
significantly reduce the search range of tz through each
step, and it allows us to directly eliminate most of the false
candidate values of tz . In particular, in the first step, we set
the interval between adjacent tz is ε1, such that

tz ∈ {0, ε1, 2ε1, 3ε1, . . . ,Hm} . (35)
Substituting all the tz into (33), we have ∆G (tz) ={

∆G (tz,0) ,∆G (tz,1) , . . . ,∆G
(
tz,Hm

ε1

)}
. According

to (34), we can find the minimal ∆G (tz). We
denote the minimal ∆G (tz) by ∆G (tz,s) where
tz,s = arg mintz ∆G (tz) , s ∈

{
0, 1, . . . , Hm

ε1

}
. In the second

step, we reduce the range of tz to (ε1 (s− 1) , ε1 (s+ 1)).
We set
tz ∈ {ε1 (s− 1) + ε2, ε1 (s− 1) + 2ε2, . . . , ε1 (s+ 1)− ε2} ,

(36)
where ε2 is the interval between adjacent tz , and ε2 < ε1.
Then, we can find the minimal ∆G (tz) and the corresponding

LED Luminaire

cO

1P

2P 3P

4P

Image Plane 1p
4p

3p

12L

23L

34L

41L

41l

Obstruction

Fig. 2. A occlusion scenario where the projection of P2, p2, is blocked by
barriers and not on the image plane.

tz . We repeat the process for K steps until we can find the pre-
cise t̂z according to (34), so as to obtain the optimal R̂

w

c and
t̂
w

c,2D. Therefore, based on the simple optimization method, we
can obtain the pose and 3D position of the receiver when LEDs
have different heights. Although V-P4L-DH requires iterations
to estimate the position and pose of the receiver, its com-
putation complexity can be low to achieve high localization
accuracy. Based on the proposed K-step segmentation opti-
mization strategy, the computation complexity of V-P4L-DH
can be expressed as O

(
Hm

ε1
+ 2Hm

ε1ε2
+ 22Hm

ε1ε2ε3
+ · · ·

)
, where

2k−1Hm

ε1ε2···εk is the number of iterations in the kth step. For a
typical Hm, tens of iterations are basically sufficient to achieve
centimeter-level accuracy.

V-P4L only requires the camera to capture the information
transmitted by one vertex of the rectangle luminaire. There-
fore, if the rest vertices are blocked by barriers, V-P4L still
can be used for localization. For instance, in Fig. 2, the LED at
P1 transmits information. If the projection p2 of P2 is blocked
by barriers and not on the image plane as shown in Fig. 2, the
pixel coordinate of p2 can be determined by the intersection
of l12 and l23, and thus V-P4L can be still successively
implemented. Hence, V-P4L can be used for localization under
partial occlusion regardless of the height differences among
LEDs without the limitation on 3D-2D correspondences using
a single luminaire.

V-P4L algorithm is summarized in Algorithm 1. For brevity,
we only give the first step of the segmentation optimization
strategy in Algorithm 1.

VI. SIMULATION AND EXPERIMENTAL RESULTS AND
ANALYSIS

A. Simulation Setup

For our simulations, we consider a positioning system with
a rectangular luminaire and a camera. The LED luminaire
is deployed in the center of the ceiling. The length of the
luminaire which is along the Xw-axis is set to 120 cm [12],
[38], and the width of luminaire which is along the Y w-
axis will be varied according to configurations. We set the
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Algorithm 1 V-P4L Algorithm.
Input:

i, j ∈ {1, 2, 3, 4} , i 6= j;
P w
i = (xw

i , y
w
i , z

w
i )

T;

pp
j =

(
up
j , v

p
j

)T
;

u0, v0, f , fu, fv , dx, dy and ε1;
The shape of the luminaire, and the order of the four vertices of the luminaire.

1: Obtain pi
i according to (1).

2: Calculate φlij and ρlij by pi
i and pi

j .
3: Compute AΠij = f cosφlij , BΠij = f sinφlij , and CΠij = −ρlij , and then calculate nc

Πij
=
(
AΠij , BΠij , CΠij

)T
.

4: Compute vc
Lij

= (ALED, BLED, CLED)
T × nc

Πij
.

5: Calculate m and n according to vc
L34
· nc

Π12
= 0 and vc

L41
· nc

Π23
= 0.

6: Estimate cosα, cosβ, and cos γ according to (8), and then calculate nc
LED according to (7).

7: Calculate MPi
according to (9).

8: Calculate qi = 1
6 |det(M qi)|.

9: Find CLED according to (12).
10: Estimate P c

i according to (10).
11: if zw

1 = zw
2 = zw

3 = zw
4 then

12: nw
LED = (0, 0, 1)

T.
13: Estimate ϕ̂ and θ̂ according to (18).
14: Estimate ψ̂, t̂x, and t̂y according to (22) - (26).
15: Estimate t̂z according to (28) if tz is unknown in advance.
16: else
17: if tz is known in advance then
18: Obtain ĉi (i ∈ {1, 2, 3}) using the same method of solving (26).
19: Estimate ϕ̂ and θ̂ according to (30).
20: Estimate ψ̂, t̂x, and t̂y according to (20) - (26) to obtain R̂

w

c and t̂
w

c,2D.
21: else
22: Calculate nw

LED according to (32).
23: for s = 0→ Hm

ε1
do

24: t̂z,s = sε1.
25: Estimate R̂

w

c (tz,s) and t̂
w

c,2D (tz,s).
26: Calculate n̂w

LED (tz,s) = R̂
w

c (tz,s) · nc
LED.

27: Calculate ∆G (tz,s) = |nw
LED − n̂w

LED (tz,s)|.
28: end for
29: Estimate t̂z = mintz ∆G (tz). Meanwhile, obtain R̂

w

c = R̂
w

c

(
t̂z
)

and t̂
w

c,2D = t̂
w

c,2D

(
t̂z
)
.

30: end if
31: end if
Output: R̂

w

c,est and t̂
w

c,est =
(
t̂
w

c,2D, t̂z

)T

.

rectangular luminaire tilt with various angles along the Y w-
axis to represent LEDs with different heights. The simulation
parameters are listed in Table II. Since V-P4L combines
VLC and computer vision based localization, for baseline
comparisons, we use a VLP algorithm named enhanced camera
assisted received signal strength ratio algorithm (eCA-RSSR)
[16], and a typical computer vision algorithm termed P4L
algorithm [32]. All statistical results are averaged over 1000
independent runs. For each simulation run, the receiver posi-
tions are selected in the room randomly. The pinhole camera
is calibrated. The image noise is modeled as a white Gaussian
noise having an expectation of zero and a standard deviation
of 2 pixels [36]. Since the image noise affects the pixel
coordinate of the luminaire’s projection on the image plane,

the pixel coordinate is obtained by processing 20 images for
the same position. Moreover, we use a two-step segmentation
optimization strategy, and we set ε1 = 10 cm and ε2 = 1 cm,
which means the number of iterations is 50.

Note that since eCA-RSSR requires three LEDs for local-
ization, we assume that the four LEDs at the vertices of the
luminaire are used for eCA-RSSR and we choose the three
LEDs with the highest RSSs to achieve best performance
for eCA-RSSR. Additionally, all the LEDs transmit different
information in eCA-RSSR, which is not required by V-P4L
and the P4L algorithms. Therefore, compared with V-P4L,
the VLC link of eCA-RSSR is more complex. Furthermore,
eCA-RSSR relies on the perfect Lambertian pattern model.
We set a random deviation δ1 ≤ 10% for the Lambertian
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TABLE II
SIMULATION PARAMETERS.

Parameter Value
Room size
(length× width× height)

5 m× 5 m× 3 m

Length and width of LED
luminaire

Length Width
120 cm 20 cm− 100 cm

LED semi-angle, Φ1/2 60◦

Principal point of camera (u0, v0) = (320, 240)

Focal ratio of camera fu = fv = 800

The distance between the PD and
the camera in eCA-RSSR, dpc

1 cm

pattern model for eCA-RSSR, conservatively. On the other
hand, the P4L algorithm exploits a rectangle to estimate the
position and pose of the camera. The P4L algorithm assumes
that the camera knows the 3D-2D correspondences, which is
impractical since the beacon in the P4L algorithm cannot con-
vey time-domain information to the camera. We set a random
error rate δ2 ≤ 10% for the 3D-2D correspondences for P4L
algorithm, conservatively. Moreover, the P4L algorithm can
only obtain the relative position. For comparison with V-P4L,
we transform the relative position into the absolute position
for the P4L algorithm.

We evaluate the performance of V-P4L in terms of the
accuracy of its position and pose estimation. We define
position error as EP = |rw

true − rw
est|, where rw

true =(
xw
r,true, y

w
r,true, z

w
r,true

)
and rw

est =
(
xw
r,est, y

w
r,est, z

w
r,est

)
are

the actual and estimated world coordinates of the receiver,
respectively. Additionally, the accuracy of pose estimation
can be measured by the orientation error which is defined as
EO = |Θtrue −Θest|, where Θtrue and Θest are the actual and
estimated rotation angles, respectively.

In this section, we evaluate the performance of V-P4L under
various tilted angles and width values of the luminaire, and
different image noise levels. Hereinafter, the scenario in which
the LEDs have the same height is denoted by SH, and the
scenario in which the LEDs have different heights is denoted
by DH. Since the basic algorithm of V-P4L is used when LEDs
have the same height, we denote the basic V-P4L algorithm
by V-P4L-SH in figures.
B. Simulation Results

1) Effect of luminaire’s tilted angle on accuracy perfor-
mance: We first evaluate the effect of the tilted angle of the
luminaire on localization accuracy of V-P4L for both 2D and
3D localization. This performance is represented by average
EP with the tilted angle of the luminaire varying from 0◦

to 40◦. The width of the luminaire is 40 cm. As shown in
Fig. 3(a), for 2D localization, when the tilted angle of the
luminaire is 0◦, i.e., LEDs have the same height, the basic
V-P4L algorithm yields a slightly better performance than V-
P4L-DH. This is because V-P4L-DH estimates the receiver
position by optimization, while the basic V-P4L algorithm di-
rectly estimates the receiver position using geometric relations.
However, as the tilted angle of the luminaire varies from 0◦ to
40◦, the average EP resulting from the basic V-P4L algorithm
will increase from about 5 cm to about 98 cm. This is because

the basic algorithm is tailored for scenarios in which the LEDs
have the same height. For 3D localization, the average EP of
the basic V-P4L algorithm increases from about 10 cm to about
135 cm. In contrast, for all the tilted angles of the luminaire,
the average EP resulting from V-P4L-DH will be less than 17
cm for both 2D and 3D localization. In 3D localization, when
searching for the optimal t̂z , the estimated 2D position and
pose are optimized simultaneously. Therefore, the accuracy of
3D localization is higher than that of 2D localization.

Since the accuracy of pose estimation is also affected by
the tilted angle of the luminaire, we then evaluate the effect
of the tilted angle on the EO resulting from V-P4L for both 2D
and 3D localization. As shown in Fig. 4, the orientation errors
along the Xc-axis, Y c-axis and Zc-axis are shown separately.
When the tilted angle of the luminaire is 0◦, the basic V-
P4L algorithm can obtain better performance than V-P4L-DH.
However, as the tilted angle of the luminaire varies from 0◦ to
40◦, the average EO resulting from the basic V-P4L algorithm
increases from about 2◦ to about 20◦ when measured along
the Xc-axis, Y c-axis and Zc-axis. In contrast, as the tilted
angle of the luminaire varies from 0◦ to 40◦, the average
EO resulting from V-P4L-DH 2D localization will be about
5◦ when measured along the Xc-axis and Zc-axis, and will
increase from 2◦ to 3◦ when measured along the Y c-axis.
Additionally, the average EO resulting from V-P4L-DH 3D
localization will be about 3◦ along the Xc-axis and Zc-axis,
and about 2◦ along the Y c-axis. Therefore, for all the tilted
angles of the luminaire, V-P4L-DH can consistently achieve a
good performance.

We also evaluate the effect of partial occlusion on local-
ization accuracy of V-P4L. Figure 3(a) shows the position
estimation accuracy as the tilt angles of the luminaire change
from 0◦ to 40◦ for a scenario without occlusion. In contrast,
Fig. 3(b) shows the position estimation accuracy as the tilted
angle of the luminaire changes from 0◦ to 40◦ when p2 is
blocked and is not on the image plane as shown in Fig. 2. As
shown in Fig. 3(b), when the luminaire is partially blocked, V-
P4L can still achieve high accuracy. In particular, the accuracy
of the basic V-P4L algorithm is almost the same in Fig. 3(a)
and Fig. 3(b). In addition, for V-P4L-DH, the accuracy of 2D-
localization and 3D-localization will decrease by about 2 cm
and 1 cm, respectively. Therefore, V-P4L is robust to partial
occlusion as introduced in Section V.

In this subsection, we have verified V-P4L can achieve
high accuracy. Since 2D localization is the special case of
3D localization where the height of the receiver is known in
advance, in the following subsections, we will only show the
simulation results for 3D localization.

2) Effect of luminaire’s width on accuracy performance:
We now evaluate the effect of the luminaire’s width on local-
ization accuracy of V-P4L. This performance is captured by the
average EP as the width value varies from 20 cm to 100 cm.
For scenarios in which the LEDs have different heights, the
tilted angle of the luminaire is 20◦. As shown in Fig. 5, under
both similar and different heights for the LEDs, the proposed
V-P4L is able to obtain the best performance among the three
algorithms. This is because V-P4L can obtain the proper 3D-
2D correspondences, and it does not rely on channel model.
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Fig. 3. Position errors (EP ) as the tilted angle of the luminaire varies. In Fig. 3(b), the projection p2 of P2 is blocked by barriers and not on the image
plane as shown in Fig. 2.
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(a) Orientation errors along the Xc-axis.
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(b) Orientation errors along the Y c-axis.
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(c) Orientation errors along the Zc-axis.

Fig. 4. Orientation errors (EO) as the tilt angle of the luminaire varies.

When LEDs have the same height, the average EP resulting
from the basic V-P4L algorithm will be below 19 cm. In
contrast, for eCA-RSSR, this average will be around 70 cm
as the width increases from 20 cm to 100 cm. Additionally,
for the P4L algorithm, the average EP decreases from over
100 cm to about 40 cm. When LEDs have different heights,
the average EP resulting from V-P4L-DH decreases from
about 10 cm to 5 cm. In contrast, the average EP resulting
from both eCA-RSSR and the P4L algorithm decreases from
over 100 cm to over 70 cm. As shown in Fig. 5, the localization
accuracy increases with the increase of the width for V-P4L.
However, the position error resulting from V-P4L will always
be less than 15 cm when the width of the luminaire is longer
than 20 cm regardless of the height differences among LEDs.
Hence, V-P4L can be applied to popular indoor luminaires.

Since the accuracy of pose estimation is also affected by the
width of the LED luminaire, we now compare the orientation
errors between V-P4L and P4L with varying widths of the
luminaire. As shown in Fig. 6, for V-P4L, all the average
orientation errors along the Xc-axis, Y c-axis and Zc-axis
are less than 4◦ regardless of the height differences among
the LEDs. When LEDs have the same height, the average
EO along the Xc-axis and Y c-axis will decrease from about
2.5◦ to about 0.5◦ and from 1◦ to about 0.3◦, respectively
for both the basic V-P4L algorithm and the P4L algorithm.
Additionally, the average EO resulting from the basic V-P4L
algorithm along the Zc-axis decreases from about 3◦ to about
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Fig. 5. Position errors (EP ) as the width of the luminaire varies.

0.5◦, which is over 5◦ better than the P4L algorithm. When
LEDs have different heights, for V-P4L-DH, the average EO
along the Xc-axis, Y c-axis and Zc-axis decreases from 4◦

to 2.5◦, from 2◦ to 1◦ and from 3.8◦ to 2◦, respectively.
In contrast, for the P4L algorithm, the average EO along
the Xc-axis, Y c-axis and Zc-axis will be about 9◦, 6◦, 13◦,
respectively. Therefore, compared with the P4L algorithm, V-
P4L can obtain higher accuracy for pose estimation using
popular indoor luminaire.

3) Effect of image noise on accuracy performance: Next,
we evaluate the effect of image noise on the localization
performance of V-P4L when the width of the luminaire is
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(a) Orientation errors along the Xc-axis.
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(b) Orientation errors along the Y c-axis.
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(c) Orientation errors along the Zc-axis.

Fig. 6. Orientation errors (EO) as the widths of the luminaire varies.

40 cm. When LEDs have different heights, the tilted angle of
the luminaire is set to 20◦. The image noise is modeled as
a white Gaussian noise having an expectation of zero and a
standard deviation, σn, ranging from 0 to 4 pixels [36]. Figure
7 shows the average position errors versus the image noise
level. As shown in Fig. 7, when LEDs have the same height,
the average EP resulting from the basic V-P4L algorithm
increases from 0 cm to 18 cm as the image noise increases
from 0 to 4 pixels. In contrast, for the P4L algorithm, the
average EP increases from 30 cm to 40 cm. Additionally,
for eCA-RSSR, the average EP will be around 75 cm. When
LEDs have different heights, the average EP resulting from
V-P4L-DH increases from 1 cm to 11 cm. In contrast, for the
P4L algorithm, the average EP is about 85 cm. Additionally,
eCA-RSSR yields an average EP of about 135 cm. Therefore,
compared with the P4L algorithm and eCA-RSSR, V-P4L can
obtain higher accuracy for position estimation. This is because
the P4L algorithm relies on the given 3D-2D correspondences,
and eCA-RSSR uses a perfect channel model. In contrast, V-
P4L can obtain the 3D-2D correspondences by VLC and does
not require a channel model.

Finally, we compare the accuracy of pose estimation be-
tween V-P4L and the P4L algorithm under different image
noise level. Figure 8 show the average of the orientation errors
along the Xc-axis, Y c-axis, and Zc-axis with the image noise
ranging from 0 to 4 pixels. When LEDs have the same height,
the average EO resulting from the basic V-P4L algorithm
along the Xc-axis, Y c-axis, and Zc-axis increases from 0◦

to 2.5◦, from 0◦ to 1.2◦ and from 0◦ to 3.5◦, respectively.
In contrast, for the P4L algorithm, the average EO along the
Xc-axis and Y c-axis increases from 0◦ to 1.2◦ and from 0◦

to 0.5◦, respectively, which is a minor improvement over the
basic V-P4L algorithm. However, the average EO resulting
from the P4L algorithm along the Zc-axis increases from 6◦

to 8◦ which is over 4◦ worse than the basic V-P4L algorithm.
When LEDs have different heights, for V-P4L-DH, the average
EO along the Xc-axis, Y c-axis, and Zc-axis increases from
about 1◦ to less than 3.5◦. In contrast, for the P4L algorithm,
the average EO along the Xc-axis, Y c-axis, and Zc-axis will
be about 9◦, 6◦, 13◦, respectively. Therefore, compared with
the P4L algorithm, V-P4L can obtain more stable and accurate
pose estimation regardless of the image noise due to the proper
3D-2D correspondences obtained by VLC.
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Fig. 7. Position errors (EP ) as the image noise varies.

TABLE III
DEVICE SPECIFICATIONS.

Compoment/Paremeter Model/Value

LED
Model OSRAM GW PUSRA1.PM

Semi-angle, Φ1/2 60◦

Transmitted Power, Pt 1-2 W

Camera

Model TOSHIBA BU238M

Intrinsic parameters
f = 0.8 cm

dx = dy = 5.84 × 10−4 cm
(u0, v0) = (960, 600)

Resolution 1920 × 1200
Exposure time 2.80 ms

C. Experimental Setup

An experimental prototype was set up to verify the ef-
ficiency of the proposed algorithm. The illustration of the
experimental setup is shown in Fig. 9, and the specifications
of devices are given in Table III.

At the transmitter side, a rectangular four-LED array
mounted on the ceiling provides both illumination and location
landmarks. Note that the proposed algorithm can be used
for a single parallelogram luminaire, as well as point LED
luminaires, and the models in these two applications are
equivalent. The only difference between these two luminaire
types is the type of the used LED luminaires. However, this
has no effect on accuracy of V-P4L. Thus, we use a single
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Fig. 8. Orientation errors (EO) as the image noise varies.

parallelogram LED luminaire to introduce our system model
without loss of generality. However, since we do not have
a parallelogram luminaire, we use four point LED sources
in experiment. The LED coordinates (in cm) are (0,0,175),
(0,40,175), (40,40,175) and (40,0,175). One of the four LEDs
transmits information which contains the coordinates of all
LEDs. For the transmitter, Arduino Studio is first used to gen-
erate signals. Then, Arduino can achieve Manchester encoding
and on-off keying (OOK) modulation. Manchester encoding
can be employed to transform ‘0’ to ‘01’ and ‘1’ to ‘10’.
Then, the dimming module is used to control the transmitted
power of the LED. Afterwards, a constant current LED driver,
DD312, is used to avoid the flicking problem. Finally, the
information of the transmitter can be broadcasted by the LED.

At the receiver side, a single camera is calibrated by a con-
ventional method [35] to extract information from 2D images.
Then, a proper exposure time is set to capture the LEDs.
Once an image is obtained, image processing is implemented
by a Visual C++ program to obtain the pixel coordinates of
the LEDs’ projections. The object detection is achieved by
Hough Transform [39]. Afterwards, the pixel coordinates of
the projections can be determined. The frame rate to scan
the whole image is 165 fps. Then, to achieve high rate of
data transmission, we exploit the region of interest function
of this camera to scan the 1920 pixel×60 pixel regions which
contain the projections of the LEDs with the frame rate of

1500 fps. Then, the coordinate information of the LEDs can
be obtained by demodulating the images. Moreover, the pixel
coordinates of the projections and the coordinate information
of the LEDs are used as input for a MATLAB program.
Finally, the camera position and pose can be estimated by
implementing the subsequent processes in MATLAB.
D. Experimental Results

We evaluate the accuracy of the proposed algorithm through
experiments. Since we do not have access to devices that
can measure the accuracy of the rotation angles, we eval-
uate the position accuracy only. The proposed algorithm is
implemented in an area of 50 cm×50 cm×175 cm. To verify
the performance of the proposed algorithm, we estimate the
position of 9 points when the receiver has random tilt angles.
Figure 10 illustrates the localization results. As shown in Fig.
10, the red circles represent the positions of the reference
points, while the blue crosses represent the positions of the
estimated points. The 2D coordinates (in cm) of the reference
points are (5, 5), (5, 25), (5, 45), (25, 5), (25, 25), (25, 45),
(45, 5), (45, 25) and (45, 45). The height of the receiver is 27
cm. In particular, Fig. 10(a) shows the localization results of
the basic V-P4L algorithm when LEDs have the same height.
As shown in Fig. 10(a), the maximum position error is 4.56
cm, the minimum position error is 0.6 cm, and the average
position error is 2.73 cm. Figure 10(b) shows the localization
results of V-P4L-DH when LEDs have different heights. In this

(a) Testbed with a rectangular four-LED
array.

Arduino 

studio

Arduino: Manchester 

encoding and OOK 

modulation

Dimming 

module
DD312 LEDs

Transmitter

Camera:

Thorlabs BU238M

C++ program:  

image processing
MATLAB

Receiver

(b) Block diagram of experimental setup.

Fig. 9. Experimental setup of V-P4L.
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experiment, we set the tilted angle of the LED plane is about
10◦. We measure the tilted angle by gradienter. As shown
in Fig. 10(b), the maximum position error is 4.42 cm, the
minimum position error is 1.51 cm, and the average position
error is 2.95 cm. From Fig. 10, we can observe that the position
errors are less than 5 cm for both the center and the edges of
the area regardless of the height differences among the LEDs.
Therefore, the proposed V-P4L algorithm can achieve stable
centimeter-level accuracy performance.

VII. CONCLUSION

In this paper, we have proposed a novel indoor local-
ization algorithm named V-P4L that estimates the position
and pose of the camera using a single, VLC-enabled LED
luminaire. The camera is used to simultaneously capture the
information in both time and space domains. Based on the
information captured by the camera, V-P4L overcomes the
limitation on the 3D-2D correspondences. Moreover, V-P4L
can be implemented regardless of the height differences among
LEDs. Therefore, V-P4L can achieve higher practicality and
higher accuracy than eCA-RSSR and the conventional PnL
algorithms. Simulation results have shown that for V-P4L the
position error is always less than 15 cm and the orientation
error is always less than 4◦ using popular indoor luminaires.
Experimental results have shown that the average position
error is less than 3 cm under both similar and different
heights for the LEDs. Therefore, V-P4L is a promising indoor
localization approach, which is suitable for common indoor
scenarios.
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