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We report the feasibility of using magnetoentropic mapping for the rapid identification of magnetic cycloid
and skyrmion phases in uniaxial systems, based on the GaV4Ss and GaV4Ses model skyrmion hosts with easy-
axis and easy-plane anisotropies respectively. We show that these measurements can be interpreted with the help
of a simple numerical model for the spin Hamiltonian to yield unambiguous assignments for both single phase
regions and phase boundaries. In the two lacunar spinel chemistries, we obtain excellent agreement between
the measured magnetoentropic features and a minimal spin Hamiltonian built on Heisenberg exchange, single-
ion anisotropy, and anisotropic Dzyaloshinskii-Moriya interactions. In particular, we identify characteristic
high-entropy behavior in the cycloid phase that serves as a precursor to the formation of skyrmions at elevated
temperatures and is a readily-measurable signature of this phase transition. Our results demonstrate that rapid
magnetoentropic mapping guided by numerical modeling is an effective means of understanding the complex
magnetic phase diagrams innate to skyrmion hosts. One notable exception is the observation of an anomalous,
low-temperature high-entropy state in the easy-plane system GaV4Ses, which is not captured in the numerical

model. Possible origins of this state are discussed.

I. INTRODUCTION

The development of next-generation spintronic devices re-
lies in a large part on engineering subtle magnetic phase
transitions which control the formation of long-wavelength
spin textures. In particular, topologically non-trivial spin tex-
tures such as skyrmion lattices are of interest for high-density,
energy-efficient non-volatile magnetic memory schemes [1,
2]. While a number of materials hosting skyrmion phases
have been reported, the characterization of their inherently
complex phase diagrams and the bounds of their thermody-
namic stability remains a daunting experimental task reliant
on multimodal investigation. Skyrmion states are typically
identified using small-angle neutron scattering (SANS) and
Lorenz-mode transmission electron microscopy (LTEM)[3—
6]. Both techniques impose substantial limitations on sample
geometries and are not amenable to high-throughput investi-
gation. As in other areas of functional materials development
[7], the identification of practical skyrmion host materials re-
quires much faster, low-cost techniques for magnetic phase
mapping so as to allow for an expansive study of candidate
materials.

One candidate rapid characterization technique for map-
ping complex magnetic phase diagrams is magnetoentropic
mapping using rapid magnetization measurements taken
across an array of applied fields and temperatures. Magne-
toentropic mapping uses the Maxwell relation between mag-
netization and entropy to resolve the entropic susceptibil-
ity (dS/dH )y, which can in principle unambiguously dis-
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tinguish skyrmion phases from long wavelength spin mod-
ulations and other magnetic phases [8]. This technique
is complementary to conventional magnetic susceptibility
(dM/dH)r measurements that can identify magnetic phase
boundaries [9-12] but are unable to distinguish skyrmions
from other metamagnetic phase transitions. Several proof-
of-concept studies have shown that magnetoentropic mapping
can identify skyrmion stability regions near 7. (the Curie tem-
perature) in conventional cubic skyrmion hosts [8, 13-16].
However, the applicability of this technique to more general
types of magnetic phase diagrams remains undemonstrated
[17]. In particular, the magnetoentropic behavior of uniax-
ial systems remains unresolved, which includes both materi-
als with bulk uniaxial symmetry and thin film systems where
skyrmions may persist over wide temperature windows far be-
low T, [18-20].

A class of model uniaxial skyrmion hosts that exemplifies
the rich topology of skyrmionic phase diagrams is the lacunar
spinel family of structures. These compounds are defined by
tetrahedral clusters of transition metals with a collective spin
state that undergo a distortion from F'43m to R3m or Imm2
symmetry upon cooling [21-23]. This structural symmetry
breaking leads to the emergence of magnetic Dzyaloshinskii-
Moriya interactions. These interactions perturb the nominal
ferromagnetic order by stabilizing long-wavelength modula-
tions that lead to cycloid and skyrmion states. Depending
on the strength of the uniaxial anisotropy, these non-collinear
states may appear across an extended range of temperatures
or only near 7, [18].

In all cases, cycloidal propagation vectors lie in the plane
perpendicular to the (111) direction of the high-T" cubic struc-
ture shown in Figure 1 (equivalently, perpendicular to the
(001) direction in the low-T' R3m phase). This behavior,
including the emergence of Néel skyrmion lattices, has been
demonstrated in GaV4Sg [11, 24, 25], GaV4Seg [10, 26-28],
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FIG. 1. At Ts =42 K, GaV4Sg and GaV4Ses distort rhombo-
hedrally to R3m, shown above. This ferroelectic transition allows
cycloidal modulations with propogation vectors in the plane perpen-
dicular to (111).

GaMo4Sg [18, 29, 30], and GaMo,4Seg [31]. The magnetic
phase boundaries of these materials have been mapped out
by conventional techniques, including SANS, field-dependent
magnetization, probe microscopy, and AC susceptibility [10,
11, 31-33]. Furthermore, lacunar spinels are ferroelectric
[10, 11, 34] and susceptible to structural phase transitions
[31], meaning that skyrmion stability can be probed using
electric fields and mechanical strain [32]. Finally, while the
electronic structure of these materials is highly correlated and
requires advanced computational methods to resolve [28, 35],
their microscopic magnetic behavior is well-captured using
semi-classical spin models [18, 30, 36]. This combination of
rich physics, abundant experimental data and quantitative the-
ory establish the lacunar spinels as an ideal system for testing
new methods for magnetic phase determination.

Here, we use high-throughput magnetocaloric measure-
ments to perform magnetoentropic phase mapping in GaV4Sg
and GaV,Seg , two uniaxial lacunar spinel skyrmion hosts
with drastically different magnetic phase diagrams. We char-
acterize the magnetic entropy of both materials experimen-
tally and with Monte Carlo simulations and then use these data
to unambiguously label nearly all phases and phase bound-
aries. We identify characteristic positive-entropy precursor
effects in the cycloid phase near the cycloid-to-skyrmion tran-
sition, which can be used to identify the phase boundary be-
tween these two states. Furthermore, we identify an unusual
high entropy region at the low temperature, high-field phase
boundary of the cycloidal state in GaV4Sesg , which may be
a signature of recently proposed magnetic phases confined to
polar domain walls [32]. More generally, our results demon-
strate that magnetoentropic mapping informed by computa-
tional models of entropic susceptibility can provide a rapid,
unambiguous measurement of cycloid/skyrmion phase bound-
aries in model uniaxial systems and thereby facilitate the rapid
characterization of similar skyrmion phase diagrams.

II. METHODS

Phase pure polycrystalline samples were synthesized from
stoichiometric amounts of elemental Ga, V, and S or Se.
Reagents were sealed in fused silica under vacuum and re-
acted in a box furnace at 950 °C for 72 hours with a 1 °C/min
ramp on heating and furnace cooled.

Single crystals of GaV4Sg and GaV4Seg were grown using
the chemical vapor transport method. Polycrystalline source
powders were loaded in 11 inch long evacuated fused sil-
ica tubes with I, (10 mg/cm?®) or PtCl, transport agents for
GaV,Sg or GaV,Seg, respectively. GaV,Sg crystals were
grown for two weeks with the powder source at 850 °C and
the growth zone at 800 °C. GaV4Seg crystals were grown for
two weeks with the powder source at 960 °C and the growth
zone at 920 °C.

Magnetic measurements were performed on a Quantum
Design Magnetic Property Measurement System 3. Single
crystals were mounted on low-background quartz paddles us-
ing GE-7031 varnish with the desired crystal orientation along
the direction of the applied magnetic field. Magnetoentropic
phase maps were determined by measurement of field cooled
magnetization versus temperature at uniform external field in-
tervals in the temperature range of interest.

Magnetization versus temperature data was smoothed be-
fore taking the derivative using the magentro.py python script
(Figure 2) [8]. A detailed description of the method used and
the open source code can be found in the original manuscript

[8].

Monte Carlo sampling was performed using an in-house
implementation of magnetic Hamiltonian Monte Carlo [37],
based on a generalized formulation of spin-spin interactions
described in previous works [18, 31]. Briefly, each tetra-
hedral V4 cluster is assumed to have a collective moment
equal to 1 pp, [28, 38] which is allowed to interact quasi-
classically with nearest-neighbor tetrahedra through a com-
bination of Heisenberg exchange and symmetry-restricted
anisotropic Dzyaloshinskii-Moriya interactions [39, 40]. Ad-
ditionally, each V4, moment is assigned a uniaxial, single-ion
anisotropy energy. This model is derived by considering all
possible interactions on this magnetic sublattice, and elimi-
nating terms that are found to be insignificant or redundant in
known lacunar spinel skyrmion hosts [18]. Thermodynamic
data was obtained using 10000 independent samples follow-
ing an initial equilibration run of 1000 independent samples,
where the number of Monte Carlo iterations between samples
was automatically set by the decay constant of the energy au-
tocorrelation function. All Monte Carlo runs were performed
using a three step protocol: (1) zero-T' ground state optimiza-
tion using simulated annealing and conjugate gradient descent
starting from known spin textures, (2) constant-field heating
from 1 K to above the Curie temperature, (3) constant-field
cooling back to 1 K. Phase boundaries were then identified
on the basis of the magnetic structure factor, discontinuities in
magnetization, susceptibility and heat capacity, and the topo-
logical index. The topological index is computed using the
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FIG. 2. Constant-field magnetoentropic measurements of GaV4Sg
and GaV4Seg. The magnetization M versus temperature 7 is mea-
sured at even intervals of external field for GaV4Ss and GaV4Ses
as shown in panels (a) and (c) respectively. Data points (+)
are extremely dense, so a statistical smoothing routine is applied
(solid lines) before taking the derivative to obtain the derivatives
(dM/dT) g = (dS/dH)r as shown for GaV4Ss and GaV4Ses in
panels (b) and (d) respectively.

expression

1
t= <47r/m (Ozm x Oym) dazdy>

where m is the local magnetization, the expectation is taken
over all sampled microstates, and z is taken to be the skyrmion
normal axis [41].

III. RESULTS

The foundation of magnetoentropic mapping is the thermo-
dynamic equivalence between the evolution of magnetization
with temperature and entropy with field within a single phase,
given by the Maxwell relation

dM as
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T

This relationship can be integrated to determine the entropy
change with field within a given phase. At first-order phase
transitions, magnetization and entropy change discontinu-
ously, as given by the Clausius-Clapeyron relation

dHoc—>5

If the geometry of phase boundaries can be inferred from a
combination of features in dM/dT and dM/dH, this equa-
tion can be used to determine the isothermal change in en-
tropy under magnetic field across the phase diagram, AS =

S(H,T) — S(0,T):

AS(H) = /O

where we use the Maxwell relationship to compute the en-
tropy within the o and /3 phases, and the Clausius-Clapeyron
relation to determine the entropy change across the o — f3
phase transition. Following these relations, magnetic entropy
can be estimated from pure magnetization data [42].

However, precisely determining AS,_,3 from the
Clausius-Clapeyron relation is difficult because of the ubig-
uitous uncertainty in AM,_,3. The exact entropy change
at a phase boundary can be obtained from calorimetric
measurements taking into account hysteresis effects and
domain phenomena [43—46], but such data is rarely available.
Fortunately, the qualitative behavior of AS,_,3 can be in-
ferred directly from (dM/dT)p data, where sharp peaks and
valleys denote phase transitions into higher or lower entropy
phases respectively [8]. Thus, magnetoentropic mapping
alone can be used to identify field-driven phase transitions in
analogy to heat capacity mapping that is frequently used to
trace out temperature-driven phase transitions. Furthermore,
the relationship between (dM/dT) g and (dS/dH)r within
single-phase regions means that this data can provide unique
insight into the properties of the magnetic phases being
observed. We will show that in combination with numerical
simulations, this data can be interpreted to obtain unambigu-
ous signatures of the types of magnetic order that may form
across the phase diagram.

The source data for magnetoentropic mapping are constant-
field magnetization measurements collected at variable tem-
perature. A sample of this data for GaV,4Sg and GaV,Seg
is shown in Figure 2, highlighting the distinct metamagnetic
features in the magnetization curves, where skyrmion forma-
tion has been reported. The sharp changes in magnetization
with field indicate that these transitions are likely to be first
order. The derivative of this data corresponds to the entropic
susceptibility (d.S/dH)r and shows distinct regions at vari-
ous fields, suggesting that the magnetic phases observed in
this system can be distinguished by their entropic behavior.

A complete magnetoentropic map for GaV4Sg is shown in
Figure 3, for fields oriented along the high-symmetry direc-
tions of the crystal. The features observable in (dM/dT) g
qualitatively coincide with phase boundaries previously deter-
mined by SANS and magnetic susceptibility measurements,
and are marked following the convention introduced in previ-
ous studies [11, 24, 27]. The cycloid and skyrmion phases
in grains whose high-symmetry c-axis is aligned with the
magnetic field direction are marked Cyc and Sk respectively.
However, in this situation the magnetic field is also oriented
along inequivalent axes of structural twins within the crys-
tal. This superimposes magnetic phase regions from the twins
with different H and T phase boundaries due to the smaller
component of the magnetic field projected along their (111)
directions. These phase regions are marked in Figure 3a as
Sk* and Cyc*. Because the component of the external mag-
netic field is smaller in the other (111) directions, the phase
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FIG. 3. Skyrmion and cycloid phase boundaries in the (dM/dT") g phase diagrams of GaV4Ss. When plotted as a heatmap against applied
magnetic field and temperature, the skyrmion (Sk) and cycloidal (Cyc) phases are clearly visible in dM/dT in several crystallographic
directions, (111) (a), (110) (b), and (100) (c). Starred (*) phases correspond to phases in equivalent (111) domains that are not completely

aligned with the field.

regions extend to higher field limits than the boundaries asso-
ciated with the primary (111) domain aligned with the exter-
nal field [11, 47].

The magnetoentropic analysis of the related GaV 4Seg com-
pound is shown in Figure 4. Similarly to GaV4Ss, features
in the magnetoentropic map have the same geometry as phase
boundaries previously determined by SANS and susceptibility
data. The difference in the GaV,4Sg and GaV,4Seg phase dia-
grams arises from the difference in their magnetocrystalline
anisotropy [18]: GaV,4Sg is an easy-axis material, favoring
spin orientation along the high-symmetry c-axis of the R3m
unit cell of the low-T structure ((111) axis of high-T structure
shown in Figure 1), while GaV4Ses is an easy-plane material.
In GaV4Seg, the skyrmion phase is destabilized in off-axis do-
mains because the easy-plane anisotropy of the material sub-
stantially lowers the energy of the competing field-polarized
phase. In GaV,4Ss, the easy-axis anisotropy destablizes off-
axis field-polarized structures and results in a much wider re-
gion of skyrmion stability against transverse applied fields.
However, the easy-plane anisotropy in GaV4Seg improves
skyrmion stability in temperature, allowing for these struc-
tures to persist far below the Curie temperature in the domains
aligned with the applied field [10, 18]. As a result of this
change in magnetocrystalline anisotropy, the off-axis domains
responsible for the Cyc* and Sk* regions in GaV4Sg manifest
less clearly in GaV4Seg, but the Sk region extends to the low-
est measured temperatures.

A unique feature of the GaV4Seg magnetoentropic map is
the region of positive dS/dH at low temperature. This en-
tropic anomaly is not explained by the semi-classical spin-
Hamiltonian relevant to the bulk R3m phase [18]. This re-
gion does coincide with previously undetermined regions of
the GaV4Seg phase diagram [10], which were proposed to
arise due to distortions of cycloidal structure within limited
structural domains. A more recent analysis of GaV,Seg has
suggested that new, distinct magnetic phases may form at
these fields and temperatures, confined to structural domain
walls from the F43m — R3m structural transition [32].

These microstructural mechanisms may give rise to the en-
tropic anomaly we measure, but we are not able to definitively
resolve the mechanism responsible.

The features in the magnetoentropic data shown in Fig-
ures 3 and 4 correlate with with previously-determined phase
boundaries [10, 11, 27, 48] as shown in Figure 5, and re-
veal evidence of characteristic precursor phenomena in the
cycloid phase. Most features in the magnetoentropic map
coincide with known phase boundaries and can be taken as
signatures of phase transitions. However, the prominent re-
gions of (dM/dT)g > 0 near T, occur immediately below
the established cycloid/skyrmion phase boundary, within the
cycloid region. Curiously, this positive (dM /dT) g feature is
absent at lower temperatures in GaV4Ses , even though the cy-
cloid/skyrmion phase boundary extends from T, down to OK.
We will show that this prominent dM /dT > 0 feature arises
from high-T" precursor phenomena in the cycloid phase that is
characteristic of the cycloid-to-skyrmion transition. This ob-
servation reflects a unique advantage of the magnetoentropic
mapping technique—namely the possibility that phases may
be uniquely identified by their entropic behavior.

To quantify the features in the entropic susceptibility, and
their correspondence to the magnetic phases in GaV4Sg and
GaV,Seg, we turn to a minimal numerical model capable of
representing the bulk magnetic phase diagrams observed in
the lacunar spinels. A previous analysis of magnetic interac-
tions in the lacunar spinels showed that magnetic phase be-
havior in these materials can be reduced to an effective ex-
change interaction, in-plane Dzyaloshinskii-Moriya coupling
and single-ion anisotropy [18]. While other interactions are
certainly present and necessary for reproducing the full en-
ergy landscape, equilibrium properties can be described by a
three-term Hamiltonian:

E:KUZSEJFJ Z Sl"SjJrD Z Wi
i<jENN i<j€ElP

where K, is the single-ion uniaxial anisotropy, J is
the exchange constant, D and w,; are the strength and
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FIG. 4. Large skyrmion and cycloid phase boundaries are apparent in the (dM/dT) g phase diagrams of GaV4Ses in different orientations,
(111) (a), (110) (b), and (100) (c). Starred (*) phases again correspond to phases in equivalent (111) domains that are not completely aligned
with the field and dashed lines correspond to transitions attributed to these domains.

mathematical form of the Dzyaloshinskii-Moriya interac-
tion respectively[39]. The magnetic sublattice that is being
summed over by %, consists of tetrahedral V4 units, each
possessing a collective moment equal to 1up [28, 38]. The
summation over NN refers to a summation over all nearest-
neighbor sites, while the summation over IP refers to a sum-
mation over nearest neighbor sites lying in the (ab)-plane of
the R3m low-T structure shared by GaV,Sg and GaV4Ses.
We neglect higher-order anisotropies as past experimental
and computational studies of these materials have not in-
dicated any substantial anisotropy beyond the lowest-order
term.[10, 11, 39] This Hamiltonian leads to cycloidal ground
states at low T and field, with wavenumber ¢ o D/J [49].
The characteristic energy scale of the cycloid with respect to
the ferromagnetic state is H, = 2m2¢%.J. This energy scale al-
lows us to normalize the Hamiltonian and define a characteris-
tic magnetization M *, field along the c-axis H*, temperature
T, and uniaxial anisotropy ;.

M* = M/M,

H* = gugMsH/H,
T* = kT/V2J
K! = K/H,

where M is the saturation magnetization [18]. For GaV4Sg
and GaV 4Seg, the approximate parametrization of this Hamil-
tonian is given by ¢ = 1/26 [11] and ¢ = 1/27[26], J = 1.4
meV and J = 2.0 meV, K* = —1.0 and K* = 0.33 respec-
tively, based on a comparison of the experimental phase dia-
grams shown in Figure 5 and Monte Carlo results elaborated
below.

The low-T" behavior of this Hamiltonian is shown in Fig-
ure 6, as a function of the applied magnetic field H* and
uniaxial anisotropy K. Figure 6a maps out the equilibrium
phases across this space, showing clear regions of cycloid and
skyrmion stability around the isotropic limit K = 0. Consis-
tent with previous reports [18, 19, 50], easy-plane anisotropy
(K > 0) is more conducive to skyrmion formation at low

T than easy axis anisotropy (K < 0). GaV4Sg is known
to have easy-axis anisotropy, falling near the region marked
EA in Figure 6a, while GaV,Seg is an easy-plane material
falling in the region marked EP. Although the true anisotropy
values for these two materials are difficult to compute due
to the highly correlated electronic structure of both materi-
als [28], the conditions marked EA and EP capture the essen-
tial behavior of these two chemistries. It must be noted that
the phase diagram shown in Figure 6 is constrained by peri-
odic boundary conditions commensurate with the equilibrium
cycloid wavenumber g. While this approximation is valid
at low fields, the high-field skyrmion-to-ferromagnet transi-
tion proceeds by a continuous increase in the skyrmion lat-
tice constant, eventually leading to the formation of isolated
skyrmions [51]. Thus, the large discontinuity in magnetiza-
tion at the high-field phase transition between a skyrmion lat-
tice and a field-polarized ferromagnet is an artefact of the peri-
odic boundary conditions. As a result, we restrict our analysis
primarily to low-field behavior where the periodic boundary
condition approximation is appropriate.

By comparing these phase boundaries to the magnetoen-
tropic behavior of the Hamiltonian, we establish which phase
boundaries may be unambiguously identified experimentally
from dM* /dT* measurements. Figure 6b shows the low-T
limit of dM*/dT™* across all values of anisotropy and field.
This data reveals that while dM*/dT* does not map out all
phase boundaries at low 7', it may identify the cycloid-to-
skyrmion transition in the easy-plane regime. In all cases,
skyrmions have dM*/dT* < 0, while cycloids switch from
dM*/dT* < 0to dM*/dT* > 0 near K = 0. This
behavior can be qualitatively explained by a switch from
anisotropy favoring the same spin orientation as the magnetic
field (K < 0) to anisotropy competing with the magnetic
field (K > 0)

To directly assess the relationship between dM* /dT™* mea-
surements and phase boundaries in GaV4Sg and GaV4Seg, we
compute the H*-T™ phase diagram for EA and EP conditions
respectively. The computed phase diagram for EP conditions,
representative of GaV4Seg , is shown in Figure 7ab, in terms
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of applied field H* and resulting magnetization M * respec-
tively. Consistent with the experimentally-derived phase dia-
gram of GaV 4Seg skyrmions are stable at all temperatures be-
low T at intermediate fields. Atlow fields, cycloids are stable
at all temperatures. The cycloid to skyrmion and skyrmion to
ferromagnet transitions appear to be first order in our simula-
tions. Without the restriction of periodic boundary conditions,
the skyrmion to ferromagnet transition at high field may be-
come more continuous, but to the best of our knowledge the
cycloid to ferromagnet transition at low-field is correctly cap-
tured as a first-order boundary [51].

The evolution of dM*/dT™* across this phase diagram re-
veals that near T, the anomalous dM*/dT* > 0 signature
can arise from the high-7" behavior of cycloids that is a pre-
cursor to the formation of skyrmions. For T* > 1.0, the
magnetization of cycloids at low fields dramatically increases,
yielding a substantially positive dM*/dT™ in the bulk of the
cycloid phase. This behavior is unique to cycloids, as the
skyrmion phase maintains dM*/dT* < 0 at all conditions.
Critically, the dM*/dT* > 0 signature is a property of the
cycloid phase at elevated temperatures, rather than a direct
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dS*/dH* = dM* /dT™ inlacunar spinels in the low-T" limit, across
possible values of uniaxial anisotropy K,

signature of the cycloid-to-skyrmion transition. This distinc-
tion can be seen in Figure 7c, which compares the evolution
of dM™* /dT* with the topological index ¢, where ¢t = 0 for
the cycloid and ferromagnet phases and —1 for skyrmions.
The region of dM*/dT* > 0 in the cycloid phase is not
accompanied by a change in ¢, indicating that it is a prop-
erty of the bulk cycloid phase and not a consequence of the
cycloid/skyrmion phase transition. This behavior contrasts
with the high-field skyrmion-to-ferromagnet transition, where
the dM™*/dT* > 0 feature is centered at the phase bound-
ary and arises due to the phase transition itself. The evolu-
tion of dM* /dT™* shown in Figure 7c is reproduced by trends
in microstate fluctuations sampled by Monte Carlo, wherein
dM*/dT™* is proportional to the covariance of enthalpy and
magnetization. This covariance term is positive within the
bulk of the cycloid phase at finite field, and negative in the
skyrmion and ferromagnet phases. The narrow region of pos-
itive dM* /dT™* near the skyrmion/ferromagnet phase bound-
ary is a signature of the phase transition as the Monte Carlo
samples both phases.

At lower temperatures, cycloids are distinguished from
skyrmions by the sign of dM™*/dT™*, consistent with their be-
havior in the low-T limit, although the total magnitude of this
change is much smaller than the behavior seen near 7,.. No-
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between dM /dT and the topological index as a function of field. In the easy-plane case (c), the data is given only at 7 = 1.5 for clarity, with
phase boundaries marked in gray.

tably, for 7" < 1.0, there is no temperature dependence in IV. DISCUSSION
dM* /dT™, indicating that this positive entropic susceptibility
of the cycloid phase is not the explanation for the anomalous

low-T feature seen in the GaV4Ses magnetoentropic map. We have demonstrated that magnetoentropic mapping

based on high-throughput measurements of (dM/dT)y can
reproduce complex magnetic phase diagrams in uniaxial
skyrmion hosts, both identifying the locations of phase bound-
aries and providing unambiguous signatures of spin-wave
single-phase regions.

The phase diagram of the EA case, representative of
GaV4Sg, is shown in Figure 7de. While only the ferromag-
netic phase is stable at low 7T, skyrmions and cycloids are
stabilized near T.. The comparison between the computed

phase boundaries and dM*/dT* are shown in Figure 7de. The most basic features in this data are discontinuities in
An overlay of the topological index ¢ is shown in Figure 7f =~ M (T') associated with phase boundaries between helimag-
as an unambiguous order parameter for the skyrmion phase. netic and ferromagnetic states. These discontinuities ap-

Similarly to the high-7"* behavior of the EP case, the cycloid pear as peaks and valleys in (dM/dT) g curves, depending
phase is characterized by dM* /dT* > 0, while the skyrmion on whether the phase transition is to a phase of higher or
and ferromagnet phases maintain dM™*/dT* < 0. In con- lower entropy respectively. In GaV,Sg , the boundaries be-
trast to these features arising from single-phase behavior, the tween the ferromagnet and cycloid/skyrmion phases mapped
distinctive dM*/dT* < 0 feature at T* ~ 1.5 is aligned by (dM/dT)g show a similar location and spread as those
with the first-order ferromagnet-to-cycloid and ferromagnet- mapped with magnetic susceptibility and SANS [48]. In
to-skyrmion transitions, consistent with the discrete change GaV,Seg, the boundary of the ferromagnetic region is clear
of the magnetic moment at these phase boundaries. in our data, but is more difficult to validate as the location of



this phase boundary is not well established in the literature
due to differences in methods between authors [10, 27] and
variation in crystal quality.

Through the thermodynamic relationship (dM/dT)y =
(dS/dH)T, magnetoentropic data also provides quantitative
insight into the properties of single phase regions. We have
shown that close to the Curie temperature 7;, and just below
the cycloid/skyrmion phase boundary, cycloid phases in both
GaV,4Sg and GaV,4Seg are characterized by a (dM/dT) g >
0 feature. This precursor behavior uniquely identifies the cy-
cloid phase in this region of the phase diagram as skyrmions
maintain (dM/dT) g < 0 at all conditions. Furthermore, the
magnetoentropic data identifies a new signature of the anoma-
lous low-T" phase observed at the cycloid/skyrmion phase
boundary in GaV4Seg . This phase had been previously la-
belled as an anomaly in SANS data [10] and tentatively de-
scribed as a new spin texture confined to structural domain
walls [32]. We have shown that this phase is characterized by
a unique (dM/dT) g = (dS/dH)r > 0 signature that is not
explained by any parametrization of the bulk spin Hamilto-
nian, supporting the proposal that it is controlled by structural
domain walls.

The switch in the sign of (dM/dT)y between the cy-
cloid and skyrmion phases is a particularly valuable practi-
cal result of magnetoentropic mapping, as it represents an
unambiguous signature distinguishing these otherwise simi-
lar phases. The phase transition between helical/cycloidal or-
der and skyrmions is frequently identified using subtle peaks
in AC (dM/dH)r susceptibility data, leading to controversy
in both the location of the phase boundary, and whether it is
present at all. The sign of (dM/dT)y away from the phase
boundary is much easier to measure and interpret, and can be
used to confidently map the cycloid/skyrmion boundary.

The physical origin of the (dM/dT)y > 0 signature of
the cycloid phase is not immediately clear. Unlike the low-
T entropic anomaly in GaV4Seg which cannot be reproduced
by any parametrization of the bulk crystal spin Hamiltonian,
this feature is consistently seen in experimental and simulated
derivatives of macroscopic magnetization, as well as fluctu-
ation data obtained from our Monte Carlo sampling. This
result strongly suggests that the (dM/dT)y > 0 feature is
an intrinsic property of the cycloid phase. Curiously, this be-
havior only exists for 7* > 1.0, coinciding with the onset of
entropically-stabilized skyrmion formation. This trend sug-
gests the presence of a subtle phase transition near 7* = 1.0
within both the cycloid and skyrmion phases, as the low-T'
enthalpy-dominated behavior is supplanted by entropic stabi-
lization. While clarifying the underlying physics of this be-
havior is a promising direction for future theoretical work, the

discovery of this subtle behavior supports the unique value of
the magnetoentropic mapping technique.

V. CONCLUSION

We demonstrate the utility of the magnetoentropic map-
ping method in efficiently identifying magnetic phases and de-
termining their boundaries in model uniaxial skyrmion hosts
GaV,4Sg and GaV4Seg. When combined with simple compu-
tational models of magnetic behavior, magnetoentropic data
can distinguish skyrmions from helical/cycloidal spin textures
that would otherwise could only be mapped by costly neutron
diffraction experiments. In addition to identifying disconti-
nuities in magnetization analogously to traditional magnetic
susceptibility measurements, magnetoentropic mapping high-
lights single-phase precursor behavior that can be a much bet-
ter indicator of the phase transition than the phase boundary
itself. We directly demonstrated this feature in GaV4Sg by in-
terpreting broadened transitions in structural domains that are
not aligned with the applied field, and by characterizing the
phase boundaries of a new low-1" magnetic phase in GaV4Seg
. We conclude that that magnetoentropic mapping is a valu-
able technique for the rapid characterization of potential uni-
axial skyrmion host materials, complementing conventional
susceptibility measurements and targeted SANS and LTEM
work.
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