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Abstract

Mean Field Games (MFG) are the class of
games with a very large number of agents
and the standard equilibrium concept is a
Mean Field Equilibrium (MFE). Algorithms
for learning MFE in dynamic MFGs are un-
known in general. Our focus is on an im-
portant subclass that possess a monotonic-
ity property called Strategic Complementar-
ities (MFG-SC). We introduce a natural re-
finement to the equilibrium concept that we
call Trembling-Hand-Perfect MFE (T-MFE),
which allows agents to employ a measure of
randomization while accounting for the im-
pact of such randomization on their payoffs.
We propose a simple algorithm for comput-
ing T-MFE under a known model. We also
introduce a model-free and a model-based ap-
proach to learning T-MFE and provide sam-
ple complexities of both algorithms. We also
develop a fully online learning scheme that
obviates the need for a simulator. Finally, we
empirically evaluate the performance of the
proposed algorithms via examples motivated
by real-world applications.

1 Introduction

Strategic complementarities refers to a well-established
strategic game structure wherein the marginal returns
to increasing one’s strategy rise with increases in the
competitors’ strategies, and many qualitative results of
the dynamic systems are based on these properties (Mil-
grom and Roberts, 1990; Vives, 2009; Adlakha and
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Johari, 2013). Many practical scenarios with this prop-
erty, including pricing in oligopolistic markets, adop-
tion of network technology and standards, deposits and
withdrawals in banking, weapons purchasing in arms
races etc., have been identified, and our running exam-
ple is that of adopting actions to prevent the spread of
a computer or human virus, wherein stronger actions
towards maintaining health (eg., installing patches, or
wearing masks) by members enhances the returns (eg.,
system reliability or economic value) to a particular
individual following suit.

The above examples are characterized by a large num-
ber of agents following the dynamics of repeated action,
reward, and state transition that is a characteristic
of stochastic games. However, analytical complexity
implies that most work has focused on the static sce-
nario with a small number of agents (see Milgrom and
Roberts (1990)). Recently, there have been attempts
to utilize the information structure of a mean field
game (MFG) (Lasry and Lions, 2007; Tembine et al.,
2009; Adlakha and Johari, 2013; Iyer et al., 2014; Li
et al., 2016, 2018) to design algorithms to compute
equilibria under a known model in the large popula-
tion setting (Adlakha and Johari, 2013). Here, each
agent assumes that the states of all others are drawn
in an i.i.d. manner from a common mean field belief
distribution, and optimizes accordingly. However, the
model is non-stationary due to the change in the mean
field distribution at each time step, and provably con-
vergent learning algorithms for identifying equilibrium
strategies are currently unavailable.

Main Contributions: We study the problem of
learning under an unknown model in stochastic games
with strategic complementarities under the mean field
setting. Our main contributions are:

(i) We introduce the notion of trembling-hand perfec-
tion to the context of mean field games, under which
a known randomness is introduced into all strategies.
Unlike an e-greedy policy in which randomization is
added as an afterthought to the optimal action, under
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trembling-hand perfection, optimal value is computed
consistently while accounting for this randomness.

(ii) We describe TQ-value iteration, based on general-
ized value iteration, as a means of computing trembling-
hand consistent TQ-values. We introduce a notion of
equilibrium that we refer to as trembling-hand-perfect
mean field equilibrium (T-MFE), and show existence
of T-MFE and a globally convergent computational
method in games with strategic complementarities.

(iii) We propose two learning algorithms—model-free
and model-based—for learning T-MFE under an un-
known model. The algorithms follow a structure of
identifying TQ-values to find a candidate strategy, and
then taking only one-step Mckean-Vlasov dynamics to
update the mean field distribution. We show conver-
gence and determine their sample complexity bounds.

(iv) Finally, to the best of our knowledge, ours is the
first work that develops a fully online learning scheme
that utilizes the large population of agents to concur-
rently sample the real world. Our algorithm only needs
a one-step Mckean-Vlasov mean field update under
each strategy, which automatically happens via agents
applying the current strategy for one step. This ob-
viates the need for a multi-step simulator required by
typical RL approaches.

Related Work: There has recently been much inter-
est in the intersection of machine learning and collec-
tive behavior, often under the large population regime.
Much of this work focuses on specific classes of stochas-
tic games that possess verifiable properties on informa-
tion, payoffs and preferences that provide structure to
the problem. In line with this approach is learning in
structured MFGs, such as in linear-quadratic, oscillator
or potential game settings (Kizilkale and Caines, 2012;
Yin et al., 2013; Cardaliaguet and Hadikhanloo, 2017;
Carmona et al., 2019). Other approaches provide struc-
ture to the problem by considering localized effects,
such as local interactions (Yang et al., 2018), local
convergence (Mguni et al., 2018), or a local version of
Nash equilibrium (Subramanian and Mahajan, 2019).
While we are not aware of any work that considers
learning in games with strategic complementarities, a
survey on the algorithmic aspects of multi-agent RL,
including a review of existing work in the mean field
domain is available in Zhang et al. (2019).

Many of the issues faced in simultaneous learning and
decision making in games with large populations are
contained in Yang et al. (2018); Guo et al. (2019); Sub-
ramanian and Mahajan (2019), which are the closest
to our work. Yang et al. (2018) considers the scenario
wherein interactions are local in that each agent is im-
pacted only by the set of neighbors, and so sampling
only among them is sufficient to obtain a mean field

estimate. This, however, requires a specific structure in
which the Q-function of agents can be decomposed into
such local versions. Subramanian and Mahajan (2019)
proposed a simulator-based (not fully online) policy gra-
dient algorithm for learning the mean field equilibrium
in stationary mean field games. However, the conver-
gence guarantees are limited to only a local version of
Nash equilibrium. Finally, Guo et al. (2019) presents
an existence and simulator-based model-free learning
algorithm for MFE without structural assumptions on
the game. Instead, there are contraction assumptions
imposed on the trajectories of state and action distribu-
tions over time, which, however, may not be verifiable
for a given game in a straightforward manner.

Our work is distinguished from existing approaches in
several ways. We introduce the concept of a strategi-
cally consistent approach to learning via the trembling-
hand idea, rather than arbitrarily adding a modicum
of exploration to best responses as do most existing
works. We provide a structured application scenario
to apply this idea in the form of games with strategic
complementarities. In turn, this allows us to explore
both model-free and model-based methods to compute
and learn optimal trembling-hand perfect MFE, includ-
ing showing global convergence and determining their
sample complexities. Perhaps most importantly, we
exploit the large population setting to obtain samples
without the aid of a simulator, which in turn enables
learning directly from the real system.

2 Mean Field Games and
Trembling-Hand Perfection

Mean Field Games: An N-agent stochastic dy-
namic game is represented as (S, A, P, (r")N,v), where
S and A are the state and action spaces, respectively,
both assumed to be finite. At time k, agent 7 has
state S}C € S, takes action aff € A, and receives a

reward 7%(sg,a;). Here, s = (s8)N | is the system
state and ar = (a%)Y, is the joint action. The

system state evolves according to transition kernel
Sk+1 ~ P(:|sg,ar). Each agent aims at maximiz-
ing the infinite horizon cumulative discounted reward
E[> e v (sk, ax)], with discount factor v € (0, 1).

Identification of a best response is computationally
hard under a Bayesian framework, and a more realis-
tic approach, aligned with a typical agent’s computa-
tional capabilities is to reduce the information state
of each agent to the so-called mean field state distri-
bution (Lasry and Lions, 2007; Tembine et al., 2009;
Adlakha and Johari, 2013; Iyer et al., 2014; Li et al.,

2016, 2018). The mean field zj at time k is defined

as z(s) = %Zf\; 1{s! = s}, and is the empirical

distribution of the states of all agents. It represents
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the agent’s belief that the states of all others will be
drawn in an i.i.d. manner from z;. Agent ¢ at time
k receives a reward (s, al, z1), and its state evolves
according to s}, ~ P(:|s},a}, z). The mean field ap-
proximation is accurate under structural assumptions
on correlation decay across agent states as the number
of agents becomes asymptotically large (Graham and
Méléard, 1994; Iyer et al., 2014).

We represent a MFG as I' = (S, A, P,r,v), and re-
strict our attention to stationary MFGs with a homo-
geneous reward function. Here, all agents follow the
same stationary strategy p: S — P(A), where P(A)
is the probability distribution over the action space,
and reward function r* = r for all . We assume that
|r(s,a,z)| < 1. The mean field z; evolves following the
discrete time McKean-Vlasov equation

Zpp1 = P(zk, 1), where, zp41(s") = ®(z, p)(s") (1)
=33 sls)uls, a)P(s'|s, a, ). (2)

sES acA

The wvalue function V, . corresponding to the
strategy p and the mean field z is defined as
Viz(8) = EXpro'r(sk, ar, 2)|so = s|, with, a ~
(ks )y Skt1 ~ P(:|sk, ak, 2).

Mean Field Games with Strategic Complemen-
tarities (MFG-SC): Structural assumptions on the
nature of the MFG are needed in order to show ex-
istence of an equilibrium, and to identify convergent
dynamics. Our focus is on a particular structure called
strategic complementarities that aligns the increase
of an agent’s strategy with increases the competitors’
strategies (Nowak, 2007; Vives, 2009; Adlakha and
Johari, 2013).

We introduce some concepts before defining MFG-SC.
The partially ordered set (X, =) is called a lattice if for
all z,y € X, the elements sup{z, y} and inf{z, y} are in
X. X is a complete lattice if for any S C X, both sup S
and inf S are in X. A function f: X — R is said to be
supermodular if f(sup{z,2’'}) + f(inf{z,2'}) > f(z) +
f(&') for any x, 2’ € X. Given lattices X,Y, a function
f: X xY — Ris said to have increasing differences in
x and y if for all 2’ = x,y' =y, f(a',y) — f(2',y) >
flz,y) — f(x,y). A correspondence T': X — Y is
non-decreasing if ' = z,y € T(z), and ¢y € T(a')
implies that sup{y,y'} € T(2') and inf{y,y'} € T'(x).

For probability distributions p,p’ € P(X), we say p
stochastically dominates p’, denoted as p =gp p/, if
Yowex f@p(x) > > cx f(2)p'(x) for any bounded
non-decreasing function f. The conditional distribu-
tion p(-|y) is stochastically non-decreasing in y if for all
y' =y, we have p(:|y') =sp p(-|y). Finally, the condi-
tional distribution p(-|y, z) has stochastically increasing
differences iny and z if 3 f(x)p(z|y, 2) has increasing

differences in y and z for any bounded non-decreasing
function f.

We now give the formal definition of mean field games
with strategic complementarities (Adlakha and Johari,
2013).

Definition 1 (MFG-SC). Let I' be a stationary mean
field game. We say that I' is a mean field game with
strategic complementaries if it has the following prop-
erties:

(i) Reward function: r(s,a,z) is non-decreasing in s,
supermodular in (s,a), and has increasing differences
in (s,a) and z. Also, max, r(s,a, z) is non-decreasing
in s for all fixed z.

(#) Transition probability: P(-|s,a,z) is stochastically
supermodular in (s,a), has stochastically increasing
differences in (s,a) and z, and is stochastically non-
decreasing in each of s,a, and z.

MFG-SC Example - Infection Spread: We as-
sume a large but fixed population of agents (computers
or humans). At any time step, an agent may leave
the system (network or town) with probability ¢, and
is immediately replaced with a new agent. The state
of an agent s € ZT is its health level, and the agent
can take action a € {1,2,3,...|A|} (installing security
patches, wearing a mask etc.) to stay healthy. The sus-
ceptibility of each agent, p(s), is a decreasing function
in state (higher health implies lower susceptibility). At
each time step, the agent interacts with the ensemble
of agents who have a mean field state distribution z.
We define infection intensity i. = cyp(d ], g 52(5)),
which can be interpreted as the probability of getting
infected via interaction with the population and cy is
the infection intensity constant.

Given the current state-action pair (s, a), the next state
s’ is given by

s =(s+a—w)+1{E1} + (s +a)l{Es} + wal{Es},

where (z);y = max{0,z} (state is non-negative),
wy,wy € ZT are realizations of non-negative random
variables, and FE;s are mutually exclusive events with
probabilities i, (1—¢), (1—14,)(1—(), and (, respectively.
Events F; and F5 correspond to the agent remaining in
the system, and being infected (health may deteriorate)
or not infected, respectively. Fj3 is the event that the
agent leaves and is replaced with an agent with ran-
dom state (regeneration). An agent receives a reward
that depends on its own immunity 1 — p(s) as well as
that of the population (i.e., system value increases with
immunity), but pays for its action. Hence,

r(s,a,2) = 61(1 = p(s)) + 62 Y _ 2(s)(1 = p(s)) — d3a,
sES

where ;s are positive constants.
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It is easy to verify that the model has non-decreasing
differences in the transition matrix. Also, it encourages
crowd seeking behavior, where the mean field positively
affects rewards obtained. Showing that it has strategic
complementarities is straightforward. We validate our
algorithms via simulations on this model in Section 6.

MFG-SC Example - Amazon Mechanical Turk
(MTurk) and other Gig Economy Marketplaces:
We consider Amazon Mechanical Turk (MTurk), a
crowd sourcing market wherein human workers (called
Turkers) are recruited to perform so-called Human In-
telligence Tasks (HITs). There is a natural alignment
of effort employed by Turkers in MTurk, since higher ef-
forts translate into more HITs done right, which results
in a higher quality of work distribution, which results
in firms willing to spend more on HITs. Note that free
riding is difficult, since poor quality work results in
payments being withheld and reputation loss. This no-
tion of incentive alignment applies to essentially all Gig
economy marketplaces such as Uber and Airbnb—the
reputation of the agent directly enhances its reward,
while the reputation of the marketplace as a whole (i.e.,
its mean field) draws customers willing to pay into the
system, and so enhances the reward of the agent. A
more detailed description and numerical simulations
are provided in the supplementary material.

Trembling-Hand-Perfect Mean Field Equilib-
rium: The notion of trembling-hand-perfection is a
means of refining the Nash equilibrium concept to ac-
count for the fact that equilibria that naturally occur
are often those that are optimal when a known amount
of randomness is introduced into the strategies em-
ployed to ensure that they are totally mixed, i.e., all
actions will be played with some (however small) proba-
bility (Bielefeld, 1988). Thus, the agent is restricted to
only playing such mixed (randomized) strategies, but
maintains strategic consistency in that it accounts for
the probability of playing each action while calculating
the expected payoff of such a totally mixed strategy.

Formalizing the above thoughts, we denote the set of
trembling-hand strategies as II¢. A trembling-hand
strategy p € II€ is a mapping p : S — P(A), where
P<(A) is the set of e-randomized probability vectors
over A. Any probability vector in P¢(A) has the value
(1 — ¢€) for one element and the value €/(]A| — 1) for
all the other elements. Thus, any p € II€ has the
following form: p(s,a) = (1 — €) for a = a, for some
as and p(s,a) = €/(JA| — 1) for all other a € A. In
the standard reinforcement learning parlance, II¢ is
essentially the set of all e-greedy policies.

The main difference between a trembling-hand strategy
and an e-greedy policy lies in the value function. Recall

that under the e-greedy idea, the agent computes the
pure (deterministic) best response policy, and then
arbitrarily adds randomization. However, under the
strategic game setting, choosing a strategy that could
result in an arbitrary loss of value is impermissible.
Rather, the agent must compute the best trembling-
hand strategy, i.e., it must account for the impact on
value of the ¢ randomness. Formally, we first define
the optimal trembling-hand value function V" and the
optimal trembling hand strategy p} corresponding to
the mean field z as

Ve =max V.., (3)
ws € U(z), where U(z) = arg max Vi (4)
pelle

We define trembling-hand-prefect mean field equilib-
rium (T-MFE) in terms of a trembling-hand strategy
©* and a mean field distribution z* that must jointly
satisfy, (i) optimality—the strategy p* must be supe-
rior to all other strategies, given the belief z*, and
(ii) consistency—given a candidate mean field distribu-
tion z*, the strategy u* must regenerate z* under the
McKean-Vlasov dynamics (1).

Definition 2 (T-MFE). Let ' be a stationary mean
field game. A trembling-hand-perfect mean field equi-
librium (u*,2*) of T is a strategy p* € II¢ and a
mean field z* such that, (optimality condition) p* €
U(z*), and (consistency condition) z* = ®(z*,u*)

3 Existence and Computation of
T-MFE

Existence of T-MFE: We first introduce a method
to compute the optimal trembling-hand value function
V, for a given mean field z. Note that classical value
iteration for any given finite MDP will converge under
deterministic policies (pure strategies)—something that
is not possible under our restriction to trembling hand
strategies I1¢, which only allows totally mixed strategies.
We overcome this issue by using a generalized value iter-
ation approach (Szepesvari and Littman, 1996). Here,
rather than the value function, we compute the Q-value
function, which for a strategy p and a given mean field
z is defined as Q. (s, a) = E[> ;2o v'r(se, ar, 2)|so =
s,ag = al, with, a; ~ p(se,+),se41 ~ P(:|se, a4, 2).
The optimal trembling-hand Q-value function (TQ-
value function) for a given mean field z is then defined
as ()7 = max e Q... The optimal trembling-hand
strategy p for a given mean field z can then be com-
puted as pui = TQs-

For any given @Q-value function, define the trembling-
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hand strategy 7¢, and the function G(Q) as

for a = argmax;, Q(s,b)

.  1-¢
To(s,a) = { ¢/(JA] —1) for a # arg max; Q(s, b)
G(Q)(s) = 3 mo(s,0) Qs ).

acA

)

Note that 7¢, is the usual e-greedy policy with respect
to Q. Using the above notation, we define the TQ-value
operator F, for a given mean field z as

FZ(Q)(S’G’) = T(Svavz) + VZP(SWSJL?Z) G(Q)(S/)
s )

The TQ-value operator F, has properties similar to
the standard Bellman operator. In particular, we show
below that F, is a contraction with Q% as its unique
fixed point.

Proposition 1. (i) F, is a contraction mapping in
sup norm for all z € P(S). More precisely, |F.(Q1) —
F.(Q2)|loo £7/1Q1 = Q2|oc for any Q1, Q2, and for all
z € P(S).

(ii) The optimal trembling-hand Q-value function
Q% for a given mean field z is the unique fized point

of F., i.e., Fo(Q7) = QI

The contraction property of F, implies that the iter-
ation Q41,2 = F,(Qm,-) will converge to the unique
fixed point of F., i.e., Qpm, . — Q3. We call this proce-
dure as TQ-value iteration.

From the above result, we can compute the optimal
trembling-hand strategy for a given mean field z. How-
ever, it is not clear if there exists a T-MFE (z*, u*)
that simultaneously satisfies the optimality condition
and consistency condition. We answer this question
affirmatively below.

Theorem 1. Let I" be a stationary mean field game
with strategic complementarities. Then, there exists a
trembling-hand-perfect mean field equilibrium for I.

The proof follows from the monotonicity properties of
MFG-SC. Thus, given this game structure, no addi-
tional conditions are needed to show existence.

Computing T-MFE: Given that a T-MFE exists,
the next goal is to devise an algorithm to compute a
T-MFE. A natural approach is to use a form of best-
response dynamics as follows. Given the candidate
mean field zp, the trembling best-response strategy
can be computed as pp € ¥(z;). While the typical
approach would be to then compute the stationary
distribution under py, we simply update the next mean
field zx4+1 by using just one-step Mckean-Vlasov dy-
namics as zg+1 = P(zk, 1k ), and the cycle continues.
While the approach is intuitive and reminiscent of the

best-response dynamics proposed in Adlakha and Jo-
hari (2013), it is not clear that it will converge to
any equilibrium. We show that in mean field games
with strategic complementarities, such a trembling best-
response (T-BR) process converges to a T-MFE. Our
computation algorithm, which we call the T-BR algo-
rithm, is presented in Algorithm 1.

Algorithm 1: T-BR Algorithm

1: Initialization: Initial mean field zq

2: for k=0,1,2,.. do

3:  For the mean field z;, compute the optimal
TQ-Value function @7, using the TQ-value
iteration Qm+1.z, = F(Qm.,z,)

4:  Compute the strategy pur = ¥(zx) as the
trembling-hand strategy w.r.t Q7 , i.e,
e = TQ:,

5:  Compute the next mean field zp41 = P(2zg, ug)

6: end for

Theorem 2. Let I' be a stationary mean field game
with strategic complementarities. Let {z} and {ug} be
the sequences of mean fields and strategies generated
according to Algorithm 1. Then p — p* and zx — z*
as k — oo where (u*, z*) constitutes a T-MFE of T.

Remark 1. Consider the sequence of mean fields {z}
generated by the T-BR algorithm. According to The-
orem 2, there exists a finite ko = ko(€) such that
Iz — z*|| < € for all k > ko, where z* is the T-
MFE. A precise characterization of ko is difficult be-
cause the convergence of the T-BR algorithm is based
on monotonicity properties of MFG-SC, rather than on
contraction arguments.

4 Learning T-MFE

We address the problem of learning T-MFE when the
model is unknown. In this section, we assume the
availability of a simulator, which, given the current
state s, current action a and current mean field z, can
generate the next state s’ ~ P(:|s,a,z). We discuss
how to learn directly from real-world samples without
a simulator in the next section. We also assume that
the reward function is known, as is common in the lit-
erature. We now introduce two reinforcement learning
algorithms—a model-free algorithm and a model-based
algorithm—for learning T-MFE.

4.1 Model-Free TMFQ-Learning Algorithm
for learning T-MFE

We first describe the TMFQ-learning algorithm, which
builds on the T-BR algorithm. Recall that the T-BR
algorithm uses knowledge of the model in two locations.
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The first is that at each step k, for a given mean field
2k, the optimal TQ-value function @)}, is computed
using TQ-value iteration. In the learning approach, we
use the generalized Q-learning framework (Szepesvéri
and Littman, 1996) as the basis for the model-free
TQ-learning algorithm as follows:

Qtt1,2, (5, a¢) = (1 — o) Q4 (5¢, at)

Fau(r(se a0 24) 491G Q) (ser1))
where oy is the appropriate learning rate. Here, the
state sequence {s;} is generated using the simulator by
fixing the mean field zg, i.e., 41 ~ P(¢|s¢, az, 21), Vt.
Using the properties of the generalized Q-learning for-
mulation (Szepesvari and Littman, 1996), it can be
shown that Q; ., — Q7 ast — oo.

The second location where the model is needed in T-
BR is for the one-step McKean-Vlasov update. In the
learning approach, given the mean field z; and the
strategy pir, the next mean field z;41 can be estimated
to a desired accuracy using the simulator. The pre-
cise numerical approach is presented as the Next-MF
scheme described in Algorithm 4 (supplementary ma-
terial). We can now combine these steps to obtain the
TMFQ-learning algorithm presented in Algorithm 2.

Algorithm 2: TMFQ-Learning Algorithm for T-
MFE
1: Initialization: Initial mean field zg
2: for k=0,1,2,... do
3:  Initialize time step ¢t < 0. Initialize so, Qo,z,
4: repeat
5 Take action a; ~ 75, (s¢), observe reward

and the next state s;41 ~ P(:|s¢, ar, 2k)
Update @, according to TQ-learning (6)
t+t+1

until [|Qy ., — Qi—1,2, 1| < e

Let Q., = Q¢ ., and the strategy pu, = wa%

10:  zp41 =Next-MF(zg, pg)

11: end for

We first present an asymptotic convergence result of
TMFQ-learning based on a perfect accuracy assump-
tion on the TQ-learning and Next-MF steps, i.e., they
are run to convergence. A complex, but more accurate
analysis using two-timescale stochastic approximation
is also possible. Instead, we will remove this assump-
tion, and provide a PAC-type result further below.

Theorem 3. Let I" be a stationary mean field game
with strategic complementarities. Let {z} and {ux} be
the sequences of the mean fields and policies generated
by Algorithm 2. Then py, — p* and 2z, — 2* as k — o
where (u*,2*) is a T-MFE of T.

In a practical implementation, we may only run the
TQ-learning step and the Next-MF step for a finite
number of iterations. Hence, we develop a sample
complexity bound under which TQ-learning and Next-
MF provide an appropriate accuracy. We desire to
compare TMFQ-learning with T-BR after k iterations,
where kg is the number of iterations of T-BR that yields
a mean field that is é-close to the T-MFE z*. We make
some necessary assumptions that are required for such
a characterization.

> 0 such
< Ci|lz—=Z|, for all

Assumption 1. (i) There exists C
that ||7“(',-,Z) —T(',',Z)Hl

z,Z € P(S).
(ii) There exists a Cy > 0 such that
PGl 2) = PCEs 2 <0 Collz =2y, for all
2,2 € P(S).

(iii) Let P, .(s'|s) =, p(s,a)P(s'|s,a,z). Let py, po
be the trembling-hand policies corresponding to (1, Q2,
i.e., 1 = TG, po = g, Then there exists a Cs > 0
such that || P, ., — P; .|, < C3]|Q1— Q2| for all
z € P(S) and for any given Q1, Q2.

Assumption 1.(i) and 1.(ii) indicate that the reward
function and transition kernel are Lipschitz with respect
to the mean field, while Assumption 1.(iii) indicates
that the distance between the Markov chains induced
by two policies on the same transition kernel are upper
bounded by a constant times the distance between their
respective Q-functions. We then have the following.
Theorem 4. Let Assumption 1 hold. For any 0 <
€06 < 1, let kg = ko(€). In Algorithm 2, for each
k < ko, assume that TQ-learning (according to (6))
update is performed Ty number of times where Ty is
given as

1
217 14+3wy/2 w
To :O((B L Vmax ln(2BkO|S|A|VmaX)>

pB2e2 NG

. (gln(BngaxOH”)’ ™

where B = (14 Cy + C3D)*t1(C5 + 1), D = (Cy +

¥C2) /(1 =), Vinax = 1/(1=7),8=(1—7)/2, L is an
upper bound on the covering time *, and w € (1/2,1).
Then,

P(llzk, — 2"l < 2€) > (1 = 9).

We may also eliminate the dependence of the constant
term B on kg under a contraction assumption on the
McKean-Vlasov dynamics ® (for instance, following
conditions similar to Borkar and Sundaresan (2013)).

LCovering time of a state-action pair sequence is the
number of steps needed to visit all state-action pairs starting
from any arbitrary state-action pair Even-Dar and Mansour
(2003).
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Assumption 2. Let Q1,Q2 be two arbitrary Q-value
functions and let p1 = Wél,,uQ = 7r222. Let z1, 25 be two
arbitrary mean fields. Then there exists positive con-
stants Cy and Cy such that ||®(z1, 1) — (22, u2)|1 <
Callz1 — z2|l1 + C5]|Q1 — Q2]leo- Also assume that
(Cy + C5D) < 1, where D = (C1 +~vC3)/(1 — 7).

Corollary 1. Let Assumption 1 and Assumption 2
hold. Then, the we obtain the bound on Ty as in (7)
with B = (Cs +1)/(1 — (Cy + C5D)), which does not
depend on k.

4.2 Generative Model-Based Reinforcement
Learning for T-MFE

A model-based variant of the T-BR algorithm is also
straightforward to construct. We note that non-
stationarity in our system (the model changes at each
step) implies that there is no single model. Hence, our
approach follows the generation of a new model each
time that the mean field evolves under a T-BR-like
procedure. Full details are presented in Appendix B.

5 Online Learning of T-MFE

The availability of a large number of agents that explore
via trembling hand strategies suggests that we can do
away with a system simulator via an online algorithm
that simply aggregates these concurrently generated
samples and computes a new strategy that is then
pushed to all agents. Typically, the assumption in
such large population scenarios is that the system size
is fixed, but any agent may leave the system at time
step ¢ with probability ¢ € (0,1), and be immediately
replaced by a new agent with random state referred to
as a regeneration event.

A generic RL approach would require that given the
current strategy pi and mean field z, we would need
to compute the stationary distribution of the model
P,, .., and set it as the next mean field. This would
preclude learning without a simulator, since running
one step in the real world would immediately cause a
mean field update to zx4+1, and induce a new model

P,,,,,, making the system non-stationary.

Since our RL algorithms only need a one-step McKean-
Vlasov update under each strategy, an online learning
approach at time k when the underlying state distribu-
tion is zx, would be to apply pr—1 to the system, with
the resultant state distribution being zi4;. However,
we face the issue that the samples obtained pertain to
P, ju._., whereas the system model is now P, _, , and
so an online sample-based trembling-hand strategy u
will lag the current system model by one step. Fortu-
nately, convergence of the TMFQ-learning approach is
robust to this lag, and we present its online version in

Algorithm 3.

Algorithm 3: Online TMFQ-learning Algorithm
for T-MFE
1: Initialize mean field zp and strategy o
2: for k=1,2,... do
3:  Reset memory buffer
4: for agentsi=1,2,...,I do
5: Given current state si, take action
a, ~ p—1(s},), get reward rj, observe the
next state sj 4 S
6: Add the sample (s}, a,, 7}, 83,,1) to the
memory buffer
7:  end for
8:  Perform TQ-learning on the memory buffer to
obtain @,, and py = WEQ%

9: end for

Algorithm 3 aggregates the samples generated by exe-
cuting strategy pr—1 to estimate the TQ-value function,
and then passes back uy to the agents. We note that
regeneration of a fraction of agents and execution of
trembling hand strategies ensures that we have suf-
ficient samples of each state-action pair in the large
population regime to ensure that off-policy learning
such as TQ-learning on the memory buffer converges to
the optimal TQ-value function. In order to character-
ize the sample complexity of Algorithm 3, we employ
bounds pertaining to synchronous Q-learning (Even-
Dar and Mansour, 2003) using this guarantee that all
state-action pairs are sampled a desired number of
times. The PAC result is similar to TMFQ-learning,
with accuracy increasing in the number of agents, rather
than with the number of samples as in Theorem 4.
Theorem 5. Let Assumption 1 hold. For any 0 <
€0 < 1, let kg = ko(€). In Algorithm 3, for each
k < kg, assume that there are a total of I = Iy number
of agents where Iy is given as

~(ISIA]  B2V2.. . 2Bko|S|[A|Vimaxy | ©
Io—O< EC BQEQ ln( Sﬁg )

1. BVnax =
(m))

where B = %#, A = max{1 + C3,C3D},

D = (Ci1+7C2)/(1=7), Vmax = 1/(1=7), 8 = (1-7)/2,
w € (1/2,1), € is a regeneration probability and € is
the trembling-hand strateqy randomization. Then,

P(llzk, — 2"l < 2€) > (1 - 9).

Note that a result similar to that of Corollary 1 can
easily be shown here as well under the same assumption.
We omit details due to page limitations.
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6 Experiments

We consider Infection Spread described in Section 2.
State space is S = {0,...,24} with 0 being the lowest
health level. Action space is A = {0,...,4} with 4
being the strongest preventive action, and cy is the
infection intensity constant. Details of the parameters
and more experiments are presented in the supplemen-
tary materials. We evaluate the performance of our
algorithms, TMFQ-Learning (TMFQ), GMBL, and On-
line TMFQ-Learning (O-TMFQ) on this model, along
with comparisons with Independent Q-Learning (IQL)
and Mean Field Q-learning (MFQ) (Yang et al., 2018).
In IQL, each agent ignores other agents, maintains an
individual Q-function and performs TQ-learning inde-
pendently. We implement a variant of MFQ, where
each agent maintains a Q-function parameterized by
the average states of a subset of the population and per-
forms TQ-Learning. We average over 20 runs in each
experiment, and the dashed line and band in figures
show the average and standard deviation, respectively.

Figure 1 shows the final mean field distribution ob-
tained by each of our algorithms, simulated with 1000
agents. Note that all of them converge to the same
T-MFE, indicating the accuracy of O-TMFQ. We next
compare the performance O-TMFQ with IQL and MFQ.
Figure 2 shows that the final equilibrium distributions
of IQL and MFQ are inaccurate (not the true T-MFE),
and that O-TMFQ results in higher states (health lev-
els). Figure 3 shows the evolution of the mean health

3000 4000 5000 0 5 10 15 20 25
States

CDF of O-TMFQ-
Learning

of the population, )" sz (s) with iteration number k.
The mean health of the population quickly converges to
a higher value under O-TMFQ while the corresponding
value is lower under MFQ and IQL.

Figure 4 shows rate of convergence of the mean field
under different numbers of agents. Here, z* is the
final mean field obtained by O-TMFQ. We see that
the asymptotically accurate mean field approximation
becomes increasingly correct even with a relatively
small number of agents of 500 or 1000. We show the
evolution of average health level of the population for
O-TMFQ in Figure 5 for different values of c;. This
plot indicates that the convergence of the algorithm is
fairly fast. Finally, Figure 6 explores the impact of the
mean field on the model and its associated equilibrium
via cy. As expected, more agents are in lower health
states for larger cy.

7 Conclusions

We introduced the notion of trembling-hand perfection
to MFG as a means of providing strategically consistent
exploration. We showed existence of T-MFE in MFG
with strategic complementarities, and developed an
algorithm for computation. Based on this algorithm,
we developed model-free, model-based and fully online
learning algorithms, and provided PAC bounds on their
performance. Experiments illustrated the accuracy and
good convergence properties of our algorithms.
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A Algorithms Description

A.1 Next-MF Function for One-Step McKean-Vlasov Update

Algorithm 4: Next-MF

1: Input: Mean field z and strategy p
2: Initialize Z, sample number j < 0
3: repeat

4:  Sample the state s ~ z(-), action a € pu(s,-), next state s’ ~ P(:|s,a, 2)
5. E(s") « 2(s)+1

6: Z; = normalize(Z)

T j+7+1

8: until ||Zj — 5j71H1 S €9

9: 7 =%

10: return z

Algorithm 4 estimates the next mean field according to equation (1). We maintain a frequency estimate of s’
in line 5 and normalize the frequency estimate to obtain a density function in line 6. Note that s’ is sampled
according to line 4.

B Generative Model-Based Reinforcement Learning for T-MFE

In this section we present a model-based variant of the T-BR algorithm. Non-stationarity in our system (model
changes at each step) implies that there is no single model that can be learned. Our approach follows the
generation of a new model each time that the mean field evolves under a T-BR like approach.

At each iteration, we first estimate the model P(:|-,, zx) for the given z; using ng simulator samples for each
(s,a). We next define the approximate TQ-value operator F., as in (5) by replacing the actual model P with the
estimated model P. It is straightforward to show that F}, is also a contraction. This ensures that approximate

TQ-value iteration will converge to an approximate TQ-value function @;‘k, which will, of course, have an error

with respect to the true TQ-value function @7, . We determine the trembling-hand best response strategy with
respect to @7, . Finally, the next mean field zj; is obtained using this strategy and the estimated model in the
McKean-Vlasov update equation, denoted by <i>(, -). The GMBL algorithm is summarized in Algorithm 5.

Note that we are not estimating the model for all the possible mean fields, but only for the sequence {z;}. So, if
the process converges in a finite number of steps, then we need only a finite number of simulation samples. We
show that this is indeed true in the theorem below.

Theorem 6. Let Assumption 1 hold. For any 0 < &6 < 1, let ko = ko(€). In Algorithm 5, for each k < ko,
assume that the estimate P(-|-,-, zx) is obtained by a total of No = ng|S||A| simulator samples where ng is given

as
2V B2 2|S||Alko\ 2B? 215118 ]| Al ko
ng = O max —log | ————— ,_—log(f
€2 B €2 )

where B = (14 Cy + C3D)kot1 D = (Cy +~4C3) /(1 =), Vinax = 1/(1 — 7). Then,

B(lzx, — 2] < 28) > (1 - 3).

A result similar to that of Corollary 1 can easily be shown here as well under the same assumption. The proof of



Reinforcement Learning for Mean Field Games with Strategic Complementarities

theorem 6 is given in section D

Algorithm 5: GMBL Algorithm for T-MFE
1: Initialization: Initial mean field zg
2: for k=0,1,2,.. do R
3:  For the mean field zj; estimate the model to get P(:|-, -, zx) by taking
no next-state samples for each state-action pair (s,a)
4:  Compute @jk using the approximate TQ-value iteration @m_i_])zk = ﬁzk (@m%)

~

. Then compute the next mean field zxy1 = (2, px)

5.  Compute the strategy pi = w%*
2k
6: end for

C Proofs of Results in Section 3

We use the following result from Asadi and Littman (2017)
Lemma 1 (Asadi and Littman (2017)). For any Q1,Q2, and for any s € S,

[G(Q1)(s) = G(Q2)(s)] < max[Qu(s, a) — Qa(s, a)].

C.1 Proof of Proposition 1

Proof of Proposition 1. For any given (s,a) € S x A and mean field z,

FL(Q1)(5,) — F-(Qa)(5,)] < 71 3 P(ss. 0, 2)(EHQ)() ~ C@2) ()
<Y Pls'ls.0,2) max[Qu(s',) — @a(s' )] < 7@~ Qs

where (a) follows from Lemma 1. Since (s,a) € S x A was arbitrary, we have || F,(Q1) — F»(Q2)|lco < 7]|Q1—Q2||c0-
Existence of a unique fixed point for F, follows directly from the Banach’s fixed point theorem since F, is a
contraction. The claim that this unique fixed point is equal to @} follows from the Bellman optimality principle. [

C.2 Proof of Theorem 1 and Theorem 2

We follow a proof approach that uses the strategic complementarity conditions to establish some monotone
properties, and exploit that to show the existence of T-MFE and the convergence of T-BR algorithm. We
first state some useful results from Adlakha and Johari (2013). Note that, however, since we are considering
trembling-hand polices, proofs in Adlakha and Johari (2013) are not directly applicable to our setting.

Lemma 2 (Lemma 4 in Adlakha and Johari (2013)). Suppose that V,(s) is a non-decreasing bounded function
in s and has increasing differences in s and z. Then, ) .4 P(s'|s,a,2)V.(s") is non-decreasing in s and a and
has increasing differences in (s,a) and z. Moreover, the function V](s) defined as, V/(s) = max,(r(s,a,z) +
> P(|s,a,2)V.(s)), is non-decreasing in s and has increasing differences in s and z.

Lemma 3 (Lemma 6 in Adlakha and Johari (2013)). Suppose that V,(s) is non-decreasing in s and has increasing
differences in s and z. Define a correspondence

Q(s,2) = arg max (r(s,a,z) 4+~ Z P(s|s,a,2)V,(s")).

ac
s'eS

Then, Q is a non-decreasing correspondence in (s, z).

Proposition 2. Let V and p} be the optimal trembling-hand value function and optimal trembling-hand strategy
corresponding to mean field z. Then, V}(s) is non-decreasing in s and has increasing differences in s and z.
Moreover, p} is stochastically non-decreasing in s and z.
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Proof. Let {@Qm, -, m > 0} be the TQ-value iterates corresponding to a mean field z. If argmaxy, @, »(s, b) is not
unique, then 7, can be defined in more than one way. We define it as

7S (s,0) = 1—ce¢ for a = sup{arg max, Q. »(s,b)} .
QBT /(1A - 1) for a # sup{arg maxy Qo (5.5))

Note that the sup of a set is well defined with respect to a lattice according to the definition of MFG-SC. In the
following we denote m;, ~ simply as pim, ..

By definition, V* = G(Q%) and define V,,, . = G(Q.,). To show that V(s) is non-decreasing in s and has
increasing differences in s and z, it suffices to show V;,, ,(s) has the same properties for all m. This is because,

since G is continuous, monotonicity and increasing differences are preserved under limits.

Letting Qo »(s,a) =0 for all (s,a) € S x A, we have Q1 .(s,a) = r(s,a,z). Then, Q1 ,(s,a) is non-decreasing in
s and has increasing differences in s and z by Definition 1. Define the correspondence €, as

Qo = P(s m—1.2(5")).
(sz) arggléi( (r(svaaz)+7§9 (S |5,a,z)V 1, (S ))

By Lemma 3, Q(s,2) = argmax (1 ,(s,a) is non-decreasing in s and z. Using this, we can conclude that
fi1,. = TG, _ is stochastically non-decreasing in s and z for € such that (1 —€) > €/(|A| — 1). To see this, first
note that for e = 0, the deterministic strategy 7@1,2 is non-decreasing in s and z by Lemma 3. Now, for € with
(1—€) > €/(JA] = 1), 7§, _ is stochastically non-decreasing in s and z because the probability of the maximizing
action is greater than all other actions. Thus, j,, . is stochastically non-decreasing in s and z for all m € N if
each @y, . is non-decreasing in s and has increasing differences in s and z.

Now, recall that Vi.(s) = >, p1:(s,0)Q1:(s,a) = (1 — €)Q1.(s,a) + €>.,Q1,.(s,a) where a =
sup{argmax Q1 ,(s,a)}. Since Q1 ,(s,a) is non-decreasing in s and has increasing differences in s and z for all a,
we can conclude that V3 ,(s) is is non-decreasing in s and has increasing differences in s and z.

As the induction hypothesis, suppose that both Q. (s, a) and V,, .(s) are non-decreasing in s and z and have
increasing differences in s and z and pi,y,, . is stochastically non-decreasing in s and z.

Induction step is as follows: By Definition 1 and Lemma 2, both r(s,a, z) and 7Y, P(s'|s,a,2)Vp .(s") are
non-decreasing in s and have increasing differences in (s,a) and z. Therefore, Q41,.(s,a) = r(s,a,2) +
Y> o P(s'|s,a,2)Vin . (s") also satisfies the same properties. By Lemma 3, notice that ,,41(s,2) :=
argmaXeeA{@m+1,2(s,a)} is non-decreasing in (s, z) and therefore i1, = 75 .  defined as in (8) is
stochastically non-decreasing in s and z as argued before. Finally, Vi, 11.:(s) = >, ftm41,2(5,@)Qm+1,2(s,a) =
(1=€)Qm,z(s,a)+ €, Qm,-(s,a) where a = sup{arg max @, +1,2(s,a)} is non-decreasing in s and has increasing
differences in s and z because Qu,+1,2(8, @) is non-decreasing in s and has increasing differences in s and =z for all
a.

Since TQ-value iteration converges, Q%(s, a) and V}(s) are non-decreasing in s and have increasing differences in
s and z. By repeating the same argument again, (s, z) = arg max,c 4{Q%(s,a)} is non-decreasing in (s, z). So,
p: = mg+ is stochastically non-decreasing in s and z. O

Tarski’s fixed-point theorem Tarski et al. (1955) ensures that monotone functions on a lattice have a fixed point.
We use that result to prove the existence of T-MFE. We first state Tarski’s fixed-point theorem for completeness.

Theorem 7 (Tarski’s Fixed-point Theorem Tarski et al. (1955)). Suppose that £ is a nonempty complete lattice,
and T : £ — £ is a non-decreasing function. Then the set of fized points of T is a nonempty complete lattice.

We now give the proof of Theorem 1.

Proof of Theorem 1. For any strategy u such that u is stochastically non-decreasing in s, and for any given
mean fields z and 2/, define the function K, .(2’) as

K ()() = 32 3 Z(s)n(s, a) P(s'|s, a, 2).

s€S acA
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From (Adlakha and Johari, 2013, Lemma 7), for zo =gp 21 and 25 >gp 2] and ps(s,-) =sp pi(s, ) with ps and
p1 are stochastically non-decreasing in s, we have K, ., (25) =sp K, 2 (21).

Observe that McKean-Vlasov update function ®(z, ) is a special case of K, .(2') by setting 2z’ = z. By the
above argument, ®(z, ) = K, .(2) is stochastically non-decreasing in (z, ) provided that p is stochastically
non-decreasing in s.

Define T : P(S) — P(S) as T(z) = ®(z, puf) where pf is the optimal trembling-hand strategy corresponding to the
mean field z. Recall that, by Proposition 2, u} is stochastically non-decreasing in s and z. Then, for z3 >=gp 21,
T(z2) = ®(22, 1%,) =sp P(21, 1%, ) = Y(21). From this, we can conclude that Y is a stochastically non-decreasing
function in z and hence Y(-) has a fixed point by Tarski’s theorem (Theorem 7). In other words, there exists a z*
such that z* = T (z*) = ®(z*, 3. ). This implies that there exists a mean field z* and strategy p* such that they
satisfy the optimality condition (i.e., u* = pi.) and the consistency condition (i.e. z* = ®(z*, pi.)). Thus, there
exists a trembling-hand-perfect mean field equilibrium for mean field games with strategic complementarities. [

Proof of Theorem 2. We exploit two key monotonicity properties established before. First, from proof of
Theorem 1, Y(2) is stochastically non-decreasing in z. Second, from Proposition 2, an optimal trembling-hand
strategy u? corresponding to a mean field z is stochastically non-decreasing in s and z.

Let z be the smallest distribution by initialization in the <gp ordering and let {Q.,, zx, k > 0} be the TQ-value
functions and mean fields generated corresponding to Algorithm 1. In the following, we denote an optimal
trembling-hand strategy pZ, corresponding to a mean field z simply as py;. By Proposition 2, g = mg. is
stochastically non-decreasing in s and z. Hence we take the following as our induction base: zo <sp Y(20) = 21
and po(s, ) <sp p1(s,-) for all s where u; is stochastically non-decreasing in s and z.

Now as the induction hypothesis, suppose that zo <gp Y(z0) = 21 <sp Y(21) = 22 <sp - <sp V(2k-1) = 2k
and that po(s, ) <sp p1(s,+) <sp -+ Ssp pk(s,-) for all s where p; are stochastically non-decreasing in s and z.

Then as an induction step, we have Y(z;_1) = zr <sp 2r+1 = Y(zk) because T(z) is stochastically non-decreasing
in z. Now, since zp =sp 2k+1 and both uy and pg41 are stochastically non-decreasing in s and z, it follows that
(s, ) =sp prs1(s,-) for all s.

Observe that II¢ is compact for a fixed € > 0 and since (ug)ren C II€ is a stochastically non-decreasing (monotone)
sequence, there must be a pointwise limit p* such that pi — p* as k — oo. Moreover, P(S) is also compact since
we assume that |S| is finite. Since (zx)ren C P(S) is a stochastically non-decreasing (monotone) sequence, there
must be a limit z* such that z, — 2z* as k — oc.

It is straight forward to show that the optimal trembling-hand strategy u and Y(z) are continuous in z. So,
since p, — pi. and zp — 2%, we can conclude that p* = pf. and z* = T(2*) = ®(=z*, pu*).

This concludes the proof that T-BR converges to a T-MFE. O

D Proof of the Results in Section 4

D.1 Proof of Theorem 3

Proof. We only sketch the proof since it is almost the same to the proof of Theorem 2. At each time k with a
fixed zj, the value of generalized Q-learning converges, i.e., Q; ., — @}, ast — co. Then, under assumptions of
the model, Q7 satisfies the same complementarity properties for each k € N. Thus, we can conclude that, for all
keN, pur(s, ) <sp tk+1(s,-) for all s € S where each iy, is stochastically non-decreasing in s and z and that
2k 3sp Y(zr) = zp+1- The rest of the proof that the limits exist follows the same as in the proof of Theorem
2. O

D.2 Proof of Theorem 4

We first prove some useful lemmas.

Lemma 4. Let 21 and z be two arbitrary mean fields and Q7 and Q7, be the optimal TQ-value functions
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corresponding to them. Then, under Assumption 1,

1QZ, — Q% lleo < Dllz1 — 22|11 (9)
where D = (C1 +~vCa) /(1 — 7)2.

Proof. For any (s,a) € S X A,

‘Qm(saa) - sz(sva)|
< |T(S,a,Zl) - T(S,a,22)| +7| ZP(8/|870‘721 Qz1 ZP |5 a, 22 (sz)(sl)‘

(a)
< Cillz1r = 2l +71 ) P(s'ls,a,20)[(G(Q2)(5") = G(Q,)(s)]
+ 72 |P(8/|8’aazl) - P(Sll&avz?)HG(QZz)(Sl)l
(b)
< Cillzr — 22li +91) P(s]s,a, 21) max @z, (s, a) — Qz, (', )]

s/

+VZ |P(SI|870,, Zl) - P(s/lsaa"zQ)HG(Qm)”w

(c) y
< Cillzr — 221 +911Q2 — @zl + = ’Y) [P(:| - 21) = Pl 22) [l

(d)
< Gillzr = 22/l +901Qz, — @z lloo + = )02”21 2|1 (10)
Here (a) follows from Assumption 1.(i), (b) from Lemma 1, (¢) from the fact that the maximum Q-value for a

finite MDP is 1/(1 — ), and (d) from Assumption 1.(ii). Since (10) is true for any (s, a), by taking the maximum
on the left hand side and re arranging, we get ||Q., — @1 |lco < D||21 — 22|]1, where D = 101 + (76:;")2. O

Lemma 5. Let Q1,Q2 be two arbitrary TQ-value functions and let 1 and po be the trembling-hand strategies

corresponding to them, i.e., jn = mgy , 12 = mg,, . Let z1, z2 be two arbitrary mean fields. Then, under Assumption
1

@21, 1) — (22, p2) |1 < (1 + C2)llz1 — 22]]1 + C3]|Q1 — Q2o (11)

Proof. We have,
[®(21, 1) — (22, p2)|l1 = Z (21, 1)(8") — @(22, p2)(s")]|

*Z ZZzl s)u1(s,a)P(s'|s,a, 21) ZZZQ s)ua(s,a)P(s'|s, a, z2)|

s’ se€eSacA s€SacA

= Z Zzl 217H1 222 227H2 ‘8)|
s’ sES seS

< Z Z Zl —Zg Z17H1 l| | +Z|ZZQ 217M1 |8)_P227M2(8/‘3))|
s’ SES s’ seS

<lle1 = 2z2ll1 + [|1Poy iy — Poaoialln
< ”Zl - 22H1 + HPth - Pzz,m”l + ||PZ27#1 - PZ27#2”1

(a)
< ||Z1 - 22||1 + CZHZ1 - 22||1 + CS||Q1 - Q2||oo

where (a) follows from Assumption 1. O

We use the following Q-learning sample complexity results from Even-Dar and Mansour (2003).
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Theorem 8 (Theorem 4 in Even-Dar and Mansour (2003)). Let Q: be the t-th update in Q-learning algorithm
using a polynomial time learning rate given as ai(s,a) = 1/(n¢(s,a) + 1)*, where ni(s,a) is the number of times
the state-action pair (s,a) is visited until time t and w € (1/2,1). Let L be the upper bound on the covering time.
Then, P(||Qn, — Q*||, < €3) > (1 —63), for any 0 < e3,d3 < 1, given that

1 1
L1+3anQlaX In (\SIIA\\Eﬂx,ax) w I Voo T—w
To = O(( P d3B¢es3 + E In( - ) . (12)
3

where Vimax = 1/(1 —7),8=(1—7)/2.

Here the covering time of a state-action pair sequence is the number of steps needed to visit all state-action pairs
starting from any arbitrary state-action pair.

We note that the Q-learning update used in TQ-learning algorithm satisfies all the conditions necessary for the
above theorem. So, we will use the above result. We refer the reader to Even-Dar and Mansour (2003) for the
details.

We now give the proof Theorem 4.

Proof of Theorem 4 . Let {2} and {ui} be the sequences of mean fields and strategies generated by the
TMFQ-learning algorithm. Let {Q: x,t > 0} be TQ-learning iterates corresponding to the mean field z; and let
Qr = Qr,.x where Tp is as given in (12). We assume that the number of samples used in the Next-MF function
is such that, for any given mean field 2z and strategy u, Next-MF function returns a mean field 2’ such that
P(llz" = @(z, p)lly < e3) = (1= d3).

Define the event By = {||Qr — Q}, [loo < €3 and ||zp41 — P (2x, ix)|[1 < €3}. Then, according to Theorem 8 and the
assumption on the Next-MF function, P(E})) > (1 — 233). Define the event £ = N}, Ex. So, P(E) > (1 — 2kod3).
We will now analyze the TMFQ-learning algorithm conditioned on the event E.

Let {z;} and {fix} be the sequences of mean fields and strategies generated by the T-BR algorithm. We assume
that T-BR algorithm and TMFQ-learning algorithm have the same initialization, i.e., Zy = z9. Now, conditioned
on the event F,

1241 — zr41lls < (9 (Z, fin) — P2k, ir) [0 + (1920, pir) — 21 ln

(a)

< (14 Co)||Ze — x|l + C3]|Q%, — Qklloo + €3

< (1+Co)l|ze — zilli + Cs]|Q%, — Q% loe + C3[|Q3, — Qilloc + €3
b

—~
=

(14 Co)[|Zk — 2kll1 + C3D||Zk — zx|l1 + (C3 + 1)es

<
< (1 + Csy + C3D)||2k — Zk||1 + (03 + 1)63
Here (a) follows from Lemma 5 and the assumption on the Next-MF function and (b) follows from Lemma 4.

Iteratively applying the above inequality, we get ||Zx, — 2|1 < Bes, where B = (1 + Cy + C3D)Fo+1(C3 + 1).
Now, [|Z2* — zgoll1 < ||Z* — Zioll1 + ||Zke — 280|171 < €+ Bes because ||2* — Zi, |1 < € by the definition of k.

So, P(||2* — 2,1 < €4 Beg) > P(E) =1 — 2kgd.
Setting e3 = €/B and d3 = §/2ko, and using the corresponding Ty from (12), we get the desired result. O
Proof of Corollary 1 . Conditioned on the event E as defined in the proof Theorem 4, we get,

[Zkt1 — zrs1lls < @ (ks fin) — P(2r, o) 11+ 1P (2s pir) — 204111

(a)
< Cullzk — zill1 + C5|Q%, — Qrlloo + €3
< Cyllzk — zilli + Cs]|Q%, — Q% lloo + C5[1Q%, — Qklloc + €3

(b)
< Cullzk — 2klli + CsD| 2, — zil[1 + (Cs5 + 1)es
< (Cy4+ C5D)||Zk — zk]l1 + (Cs + 1)es
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Here (a) follows from Assumption 2 and and () follows from Lemma 4.

Iteratively applying the above inequality, we get ||Zx, — 2k, ||1 < Bes, where B = (C5 +1)/(1 — ((C4 + C5D))).
Rest of the proof is similar to that of Theorem 4. O

D.3 Proof of Theorem 6

For a given mean field z, let P(:|-,-, z) be the estimate of the model obtained by taking ng next-state samples for
each (s,a). Let F. be the approxmlate TQ-value operator obtained by replacing P by P in (5). Similar to the
proof of Proposition 1, it is stralght forward to show that F is a contraction. Let Q* be its unique fixed point.
Since P is different from P, Qz and @} will also be different. However, for sufficiently large ng, we can give the
following bound.

Lemma 6. For any 0 < eg,d4 <1,

4
BIO: — Qoo < ca) > (1 62), for mg > “Vmax (2'5”““') (13)

€ 04

where Vipax = 1/(1 — 7).

Proof.

~ o~

1@2(s,0) — Qi(s,a)| = |F (Q2)(s.0) = F.(Q%) (s, 0)]
—VIZP 150, G = 3 Pl 6@

S’Y|ZP5|576%Z)( G2 ~ G| + 71 TPl .9 P50, DCQ()
10" — Qe + 1 (B 5, ,2)) — P(s']s, 0, 2)G(Q3()], (14)

where (a) follows from Lemma 1.

For bounding | >, (P P(s'|s,a,z) — P(s'|s, a,2))G(Q?)(s')|, note that Do P(s'|s,a,2))G(Q2)(s) is an unbiased
estimated of ), P(s'|s, a, Z)G(Qz)(s’). Also note that
maxy |G(Q¥)(s)| <1/(1 — ) = Vinax- So, by applying Hoeffding’s inequality, for a given (s,a), we get

—TL062
|Z s'|s,a,2)) = P(s']s,a,2))G(Q1)(5')] = €) <2 exp <2V2 > '

max

Using the union bound argument, for all (s,a), we get

2V2

max

PSP o0 2) - P50 DGR < 9 = 12054l o ( 778 ).

2
So, with ng > 2Vggax log (%W)7

|Z (8'|s,a,2)) — P(s'|s,a,2))G(Q%)(s")| <€) <1—14, V(s,a) €S x A. (15)

Now, for the above ng, from (14) and (15), |Q% (s, a) — Q%(s,a)| < v|Q* — Q%|le + €, with a probability greater
than (1 — 0) for all (s,a). This implies that |Q* — Q%|lcc < €/(1 — ) = €Vinax. Now, using € = €;/Vipax and
6 = 4 in the expression for ng above, we get the desired result. O

We now bound the error in the Mckean-Vlasov update due to of replacing P by P.
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Lemma 7. Let ® be the approzimate Mckean-Viasov update function as defined in (1) but by replacing P by P.
Then,

~ IS1
PG s) — 00l < e6) 2 (1= 80, for g > S 1og (2514 (16

Proof. From Weissman et al. (2003), for a given (s, a),
e |S| —716[21
P(||P(:|s,a,z) — P(:|s,a,z)|[1 > e4) < 2"lexp - )
By the union bound argument, for all (s, a), we get

p 2
P(IP([s,a.2) — P(ls,a, )1 < e2) = 1~ [S]lAI2lexp (Z) .

So, with ng > 2 1 g(w‘j‘w)

P(|P(:|s,a, 2) — P(-|s,a,2)||y < es) =1 — 64, ¥(s,a) €S x A. (17)

Now, with the above ng, with a probability greater than (1 — d4), we get

1D (2, 1) — ®(z, )1 = Z 1B (2, p)(s") — @z, u)(s)|

<ZZZ (s,a)|P(s|s,a,z) — P(s'|s, a, 2)|

—ZZ (s, 0)|P(]s,0.2) = P([s,0.2)]1 < e
where the last inequality follows from (17) and the fact that >~ >~ z(s)u(s,a) = 1. O
We now give the proof Theorem 6.

Proof of Theorem 6. Let {z;} and {u} be the sequences of mean fields and strategies generated by the GMBL
algorithm. Let ng be the maximum of the two values given by Lemma 6 and Lemma 7, i.e,

<2Vrﬁax (2|S||A|) 2 <2SI|S|A|)>
ng = max lo , =5 log | ————
64 (54 €4 (54

Define the event Fj = {||C§ s lloo < €4 and D2k, 115) — ® (2, i) |l1 < €4}. Then, from Lemma 6 and

<
Lemma 7, we get P(Fy) > (1 — 254) Deﬁne the event E = ﬂﬁo 1Ek. So, P(E) > (1 —2kods). We will now analyze
the GMBL algorithm conditioned on the event E.

Let {z} and {fix} be the sequences of mean fields and strategies generated by the T-BR algorithm. We assume
that T-BR algorithm and GMBL algorithm have the same initialization, i.e., Zg = z9. Now, conditioned on the
event F
21 =zl = 19k, ) — (s i)
<@ (2, k) — Bz i)l + @ (2 i) — (2, 1) 1

a) ~
< (L+ Co)|IZk — 2l + C3]1Q%, — Q% [loo + €4

< (14 C)lIze — 2l + CsllQ%, — Q% oo + C3l|Q7, — Q% lloo + €4
b

—~
=

(14 Co) |2k — 2zxll1 + C3D||Zk — zx][1 4 (C3 + 1)eq

<
< (1 +Csy + CgD)||2k — Zk||1 + (Cg + 1)64
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Here (a) follows from Lemma 5 and (b) follows from Lemma 4.

Iteratively applying the above inequality, we get ||Zx, — 2k, |1 < Bes, where B = (1 + Cy + C3 D)%+ (Cy + 1).
Now, conditioned on the event E, we have

HE* - Zk0||1 < ||2’k - 2k0”1 + ||2k0 - Zk0||1 < €+ Bey
because ||Z* — Zk, ||1 < € by the definition of k.

Setting €4 = €/B and d4 = §/2ko in the expression for ng, we get the desired result. O

E Proof of the Results in Section 5

E.1 Proof of Theorem 5

While Q-learning algorithm is an asynchronous process since a particular state-action pair is updated at a time,
if all state-action pairs are updated at each time, it is called synchronous Q-learning algorithm Even-Dar and
Mansour (2003) and we define synchronous TQ-learning algorithm as follows: For a fixed mean field z,

Qo,2(s,a) =0 for all (s,a) € Sx A

Qt+1,z(57a) = (1 - Q)Qt,z(sa a) + oz(r(s,a, Z) + 'YG(Q)(S)) v (Sa a) € S X A (18)
where oy is the appropriate learning rate. It can be shown that Q1. — Q% as t — oo and observe that the
synchronous TQ-value function update (18) requires that all state-action pairs are sampled at each t. Due to
the availability of a large population of agents that regenerate to occupy all states, and explore all actions via
trembling hand strategies, this is a mild condition.
We use the following synchronous Q-learning sample complexity results from Even-Dar and Mansour (2003).

Theorem 9 (Theorem 2 in Even-Dar and Mansour (2003)). Let Q; be the t-th update in synchronous Q-learning
algorithm using a polynomial time learning rate given as ai(s,a) = 1/(ny(s,a) +1)*, where ny(s,a) is the number
of times the state-action pair (s, a) is visited until time t and w € (1/2,1). Then, P(||Qr, — Q*|lx < €3) > (1—1063),
for any 0 < e3,63 < 1, given that

Vi ()N T (1 Vi \ 7
IO = O(( BQEQ&;B 3 + B ln(?) . (19)
3

where Vipax = 1/(1 —7),8 = (1 —7)/2.

Unlike asynchronous Q-learning sample complexity, there is no dependence of covering time since all state-action
pairs are updated at each time. We note that the synchronous Q-learning update used in synchronous TQ-learning
algorithm satisfies all the conditions necessary for the above theorem. So, we will use the above result. We refer
the reader to Even-Dar and Mansour (2003) for the details.

We provide a slight modification of T-BR algorithm which intentionally include a mismatch observed in online
TMFQ-learning algorithm. As done in the proof of Theorem 4 where we compare trajectories of T-BR and
TMFQ-learning algorithms, we compare modified T-BR and Online TMFQ-learning in a similar way because
there is no loss of generality, i.e., modified T-BR, also converges to a T-MFE. We can compare with T-BR and
Online TMFQ-learning but there is an additional term. To elaborate about the Modified T-BR Algorithm 6, at
each k with zx, Algorithm 6 computes @7, and jy but, in McKean-Vlasov equation, ui—1 is employed that is
computed in previous step k — 1, i.e., ®(2x, ux—1), and uses py in next time step k + 1. This is intentional and
almost sure convergence to a T-MFE can be proved similarly.

Proof of Theorem 5. Let {z;} and {ux} be the sequences of mean fields and strategies generated by the Online
TMFQ-learning algorithm. Let {Q¢x,t > 0} be Offline (or Batch) TQ-learning iterates corresponding to the
mean field z; and let Qp = Qy,.x where Ij is as given in (19).

Define the event Ey = {||Qxr — Q}, [l < €3}. Then, according to Theorem 9, P(Ey) > (1 —2d3). Define the event

E = ﬂﬁ”zlEk. So, P(E) > (1 — 2kod3). We will now analyze the Online TMFQ-learning algorithm conditioned on
the event E.
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Algorithm 6: Modified T-BR Algorithm
1: Initialization: Initial mean field zy and strategy pg
2: for k=1,2,3,...do
3:  For the mean field zj, compute the optimal TQ-Value function QZ, using the TQ-value iteration
Q1,2 = F(Qm,z,)
4:  Compute the strategy pup = ¥(zy) as the trembling-hand strategy w.r.t Q% , i.e, ux = 71'6sz

o

Compute the next mean field zxr1 = P(z, tr—1)
6: end for

Let {z;} and {fix} be the sequences of mean fields and strategies generated by Modified T-BR algorithm. We
assume that Modified T-BR algorithm and TMFQ-learning algorithm have the same initialization, i.e., Zg = 2.
Now, conditioned on the event F,

1Zk+1 — zit1lli = 1P (Zk, fin—1) — P(2ks pir—1) |11

Q=S IS a) Py (515) = S 2 () Pap g (818)] 4 € S0 (s) — W(s")]

s’ seS sES

(b)

S (=00 +C)lzk — 2zl + (1 = QCs]1Q%,, — @1l

SA=QU+ )2k — 2kl + (A = QOCs(1Q%,_, — Q% lleo + (1 = OCs[1Q7, _, — Qi 1l
(¢

< (A= +Co)llzr — 2kl + (1 = )C3D||Zp—1 — z—1][1 + (1 = ) C3e3

~

Here (a) follows from ¢ regeneration event where W is the probability measure of the agent regeneration process,
(b) follows from Lemma 5 and (c) follows from Lemma 4.

Iteratively applying the above inequality, we get ||Zk, — 2k, |1 < Bes, where B = %&’;0—%‘36) where A =

max{1 + Cs,C3D}. Now, ||Z* — 2k, |1 < |Z* — Zkoll1 + 1Zke — 280 |l1 < €+ Bes because ||Z* — Zi,|[1 < € by the
definition of kg.

So, P(||2* — zg,|l1 < €4 Beg) > P(E) =1 — 2kgd.
Setting e3 = €/B and d3 = d/2kp, and using the corresponding Iy from (19), we get the desired result. O

F Experiments

F.1 Parameters for Infection Spread Model

We use the following parameters for simulations

IS|=25 |Al=5 k=005 6=1 6,=02 03=0.01 ¢(=01 e=03 ~v=0.75
uniform{1, 2, 3} w.p 0.9 uniform{0, - - - , s} w.p 0.9

wy ~ wWo ~
w.p 0.1 0 w.p 0.1

For GMBL, we set ng = 500 and we run the outer loop for 500 iterations. For TMFQL we run Q Learning for
1000 time steps, and preform 5000 iterations of the outer loop. For O-TMFQ Learning, run the outer loop for
5000 iterations with different number of agents. For better sample efficiency, in both TMFQL and O-TMFQ
Learning we initialize the @ function at each iteration with Q of the previous iteration. We used a logarithmically
decaying learning rate, we decay the learning rate from 1072 to 1072.

For IQL we initialize each agent with a Q function and use the same parameters as O-TMFQ. We simulate a
variant of MFQ where each agent estimates the meanfield to be the average state of a subset of the population
and uses it to parameterize its Q function. We define this subset to be 512 agents chosen at random and kept
constant for the duration of the simulation. Each agent also obtains samples from these 512 agents to updates its
Q-Function. The other parameters are same as O-TMFQ.
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F.2 Amazon Mechanical Turk (MTurk) and other Gig Economy Marketplaces

We consider Amazon Mechanical Turk (MTurk) as an example of a Gig economy marketplace, which includes
firms like Uber and Airbnb. MTurk is a crowd sourcing market, wherein human workers are recruited to perform
so-called Human Intelligence Tasks (HITs). These HITs may take the form of labeling data sets or other tasks
that are simple from a human’s perspective, but might be difficult for machine learning to directly undertake.
The workers are called Turkers, and each has a quality score that depends on previous HITs undertaken. The
firm that originates these HITs may specify the price that it is willing to pay, as well as the minimum quality of
the Turkers that it desires.

There is a natural alignment of effort employed by Turkers in MTurk, since higher efforts translate into HITs
done right, which in turn results in a higher quality, which finally results in firms willing to pay more per HIT.
Thus, if mean field quality is high, there is an incentive to perform HITs well and enhance ones’ own quality.
This notion of incentive alignment applies to essentially all Gig economy marketplaces—the reputation of the
agent directly enhances its reward, while the reputation of the marketplace as a whole (i.e., its mean field) draws
customers willing to pay into the system, and so enhances the reward of the agent.

The formal system description is analogous to Infection Spread considered earlier, but we focus here on the
application scenario. Thus, we have that each agent (Turker) has his/her quality state, and the strategic action
is the choice of how much work to put into a HIT assigned to that Turker. Higher effort implies higher cost,
but also implies a higher improvement in the quality. The overall reward is a combination that depends on the
Turker’s quality as well as the mean field quality.

Let s denote the quality of a Turker’s profile, and let action a denote the effort the turker puts in to maintain the
quality of the profile; this may include number of jobs successfully completed, time taken to complete a job etc.
Let ¢(a) = d3a denote the cost incurred in performing action a. The quality perceived by an entity offering jobs
depends on both the quality of the individual Turker and the population as a whole (via the mean field). Thus,
the reward to a Turker is a function of the perceived quality and cost incurred in taking action. We define state
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transition and reward as follows,

s'=(s4+a—w)1{E1} + wel{Es}
r =015+ 09 Z sz(s) — dsa,

seS

where Fp, F» are mutually exclusive events that occur with probabilities 1 — (, (, respectively, and w;,wy are
realizations of non-negative integer random variables.

We use the following parameters for simulations,

IS| =100 |A|=5 6 =05 6,=02 (=01 e=03 =075

if 0,---,|S .p 09
wy ~ uniform{0,1,2,3} wy ~ uniform{ S} WP
0 w.p 0.1
For O-TMFQ Learning, we run the outer iteration for 7000 steps. As before, for better sample efficiency we
initialize the @ function at each iteration with Q of the previous iteration. We used a logarithmically decaying
learning rate, we decay the learning rate from 1073 to 1072

The behavior of our RL algorithms is much the same as the earlier case, and is shown in Figures 7-10. Figure
7 shows the pdf of the final mean field distribution obtained by performing O-TMFQL with 2000 agents with
different values of d3 while figure 8 shows the average state of the population. Observe that as the cost of action
03 increases, agents take lower actions and are hence distributed towards lower states. Figure 9 is a heat map
of the final TQ value function. Figure 10 shows the mean state evolution with different number of agents for
03 = 0.1. Observe that the convergence is poor with lesser number of agents.
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