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I. INTRODUCTION

Industrial Internet of Things (IIoT) systems aim to in-

terconnect a large number of heterogeneous industrial sens-

ing and actuation devices through both wired and wireless

communication technologies and further connect them to the

Internet to achieve ubiquitous sensing, computing and control

services [1]. As a representative IIoT technology, 6TiSCH [2]

targets at gluing together the 802.15.4e data link layer (offering

industrial performance in terms of timing, reliability and

power consumption) and an IP-enabled upper layer stack to

achieve both deterministic network performance and seamless

integration with Internet services. In recent years, 6TiSCH

has been receiving increasing attentions from both industry

and academia. We have witnessed its wide deployment in

many industrial domains, including advanced manufacturing,

industrial process control, smart grids, and healthcare.

Although 6TiSCH has a promising future to become the

de facto standard for the real-time wireless edge networks in

the IIoT world, the current design and development efforts

on 6TiSCH, especially on dynamic and scalable network

resource management, are still preliminary. In this work,

we present a comprehensive 6TiSCH implementation that

addresses both the network scalability and adaptability is-

sues through a novel partition-based network management

framework, called A-PaS [3]. A-PaS employs the concept

of resource partitioning and can guarantee the end-to-end

packet transmission latency in multi-hop 6TiSCH networks,

even in the presence of frequent network topology changes.

In the following, we first present the overall 6TiSCH system

architecture, and then lay out our demonstration plan to show

how our proposed technologies contribute towards meeting the

stringent performance requirements in 6TiSCH networks on

system robustness, communication latency and reliability, and

user-friendly network monitoring and diagnosis.

II. 6TISCH SYSTEM ARCHITECTURE

Fig. 1 presents the overall architecture of our full-blown

6TiSCH network. It consists of the following key components:

6TiSCH end devices: A 6TiSCH end device is an embedded

device equipped with sensors and/or actuators and running a

6TiSCH stack. Its layered structure is presented on the right

side of Fig. 1. The stack runs on the TSCH (time slot channel

hopping) mode of IEEE 802.15.4e to provide deterministic

Fig. 1. Overview of the 6TiSCH system architecture.

channel access with low-latency and reliable packet delivery.

The 6LoWPAN layer provides protocol adaptation between

standard IPv6 datagrams and 802.15.4e frames. In the appli-

cation layer, a HTTP-like CoAP protocol [4] provides access

to individual end devices from the Internet.

6TiSCH gateway: The 6TiSCH gateway (an embedded Linux

OS with a 6TiSCH Access Point) serves as the coordinator

and the boarder router of a 6TiSCH network. To maintain a

large-scale 6TiSCH network, we have developed a rich set of

topology and schedule management functions on the gateway

to achieve real-time, robust and self-adaptive network resource

management, including the A-PaS framework.

Network management and visualization system: To provide

real-time monitoring, analysis and visualization of 6TiSCH

networks, we developed a comprehensive RESTful web ser-

vice. Benefiting from this web service, end users can moni-

tor the network performance and the current communication

schedules in real time. It also allows the network engineers and

researchers to export the network statistic data and perform

various network analysis tasks.

III. TESTBED SETUP AND DEMONSTRATION

In this section, we demonstrate the key features of the full-

blown 6TiSCH network using our 122-node testbed.

Testbed setup: Our 6TiSCH testbed (see Fig. 2(a)) consists of

121 CC2650-based 6TiSCH end devices built on Ti-RTOS [5],

and a Raspberry Pi 4B running 32-bit ARM Linux attached

with a CC2652 board being configured as the gateway.

Demo 1: Network formation and operations. In this demo,

we will show the joining process of 6TiSCH end devices to

form the 122-node network and how the sensing/performance
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Fig. 2. (a) Hardware platforms for the 6TiSCH testbed, (b) online 6TiSCH network simulation tools, (c) cloud-based management system.

data are exchanged between the 6TiSCH gateway and end

devices during the network operation. The gateway will be first

powered up and broadcast Enhance Beacon (EB) messages.

Each 6TiSCH end device will then be powered up and listen

for the EB messages. Once the EB messages are received,

they will associate with a designated or randomly picked

parent node to join into the network. After the multi-hop

6TiSCH network is formed, the gateway will send CoAP

requests to subscribe the sensing data from each device. The

network manager module running on the gateway will also

be configured to send topology control command and perform

schedule update during the network operation.

Demo 2: End-to-end MAC layer latency measurement. In

this demo, we will show how the end-to-end (e2e) MAC layer

latency of a packet traversing through its routing path will

be measured without modifying the 6TiSCH packet header.

We will also present the key design principles of the A-

PaS network resource management framework and show that

benefiting from A-PaS, the e2e MAC layer latency of all the

packets in the network (regardless of their number of hops

towards the gateway) are bounded within 1 slotframe length.

Demo 3: Network performance with dynamic topology. In

this demo, we will compare the performance of three link-

based scheduling methods in 6TiSCH (A-PaS, LLSF [6] and

Randomized Scheduler) in the presence of dynamic network

topologies. We will randomly select to restart a set of end

devices in the network, and force them and their child devices

as well to rejoin the network by choosing new parents and thus

change the network topology. We will illustrate the communi-

cation schedules before and after the network topology change

and show how the network performance is affected. For fair

comparison, we will make sure that the selected devices to

be restarted and the resulted new network topologies are the

same under all the three methods.

Demo 4: Cloud-based network management system. In

this demo, we will show our cloud-based network manage-

ment system for 6TiSCH network monitoring, analysis and

visualization. As shown in Fig. 2(c), the key modules of the

system include: 1) visualization of the 6TiSCH communication

schedule and device/network performance data (e.g., e2e la-

tency, packet error rate, RSSI); 2) Google Map based network

topology visualization, with the power usage information of

individual devices and the constructed noise level heatmap in

the deployed area; 3) display of network events with a timeline

chart (e.g., topology changes and device restart); and 4) data

exporting function to support offline network analysis.

Demo 5: Online 6TiSCH network simulation tool. In

this demo, we will show our 6TiSCH network simulator

developed based on HTML5 and Vue.js. It is part of the

cloud-based network management system, providing the users

a flexible way to simulate a 6TiSCH network with arbitrary

network topology. As shown in Fig. 2(b), this simulation tool

supports: 1) multi-hop network topology generation following

the RPL routing protocol [7] in 6TiSCH; 2) online commu-

nication schedule construction based on the given network

topology and the specified scheduling framework; and 3)

simulation of runtime events in the network, including device

poweroff/restart and network topology changes.
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