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Abstract—We consider the problem of coded distributed
computing where a large linear computational job, such as a
matrix multiplication, is divided into k smaller tasks, encoded
using an (n, k) linear code, and performed over n distributed
nodes. The goal is to reduce the average execution time of
the computational job. We provide a connection between the
problem of characterizing the average execution time of a coded
distributed computing system and the problem of analyzing the
error probability of codes of length n used over erasure channels.
Accordingly, we present closed-form expressions for the execution
time using binary random linear codes and the best execution
time any linear-coded distributed computing system can achieve.
It is also shown that there exist good binary linear codes that not
only attain (asymptotically) the best performance that any linear
code (not necessarily binary) can achieve but also are numerically
stable against the inevitable rounding errors in practice. We
then develop a low-complexity algorithm for decoding Reed-
Muller (RM) codes over erasure channels. Our decoder only
involves additions, subtractions, and inversion of relatively small
matrices of dimensions at most logn + 1, and enables coded
computation over real-valued data. Extensive numerical analysis
of the fundamental results as well as RM- and polar-coded
computing schemes demonstrate the excellence of the RM-coded
computation in achieving close-to-optimal performance while
having a low-complexity decoding and explicit construction. The
proposed framework in this paper enables efficient designs of
distributed computing systems given the rich literature in the
channel coding theory.

I. INTRODUCTION

There has been an increasing interest in recent years toward
applying ideas from coding theory to improve the performance
of various computation, communication, and networking ap-
plications. For example, ideas from repetition coding has
been applied to several setups in computer networks, e.g., by
running a request over multiple servers and waiting for the first
completion of the request by discarding the rest of the request
duplicates [2]–[4]. Another direction is to investigate the
application of coding theory in cloud networks and distributing
computing systems [5], [6]. In general, coding techniques can
be applied to improve the run-time performance of distributed
computing systems.

Distributed computing refers to the problem of performing a
large computational job over many, say n, nodes with limited
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processing capabilities. A coded computing scheme aims to
divide the job to k < n tasks and then to introduce n − k
redundant tasks using an (n, k) code, in order to alleviate the
effect of slower nodes, also referred to as stragglers. In such a
setup, it is often assumed that each node is assigned one task
and hence, the total number of encoded tasks is n equal to the
number of nodes.

Recently, there has been extensive research activities to
leverage coding schemes in order to boost the performance
of distributed computing systems [6]–[18]. However, most
of the work in the literature focus on the application of
maximum distance separable (MDS) codes. This is while
encoding and decoding of MDS codes over real numbers,
especially when the number of servers is large, e.g., more than
100, face several barriers, such as numerical stability issues
and decoding complexity. In particular, decoding of MDS
codes is not robust against unavoidable rounding errors when
used over real numbers [19]. Quantizing the real-valued data
and mapping them to a finite field over which the computations
are carried out [20] can be an alternative approach. However,
performing computations over finite fields imposes further
numerical barriers due to overflow errors when used over real-
valued data.

As we will show in Section III, MDS codes are theoretically
optimal in terms of minimizing the average execution time of
any linear-coded distributed computing system. However, as
discussed above, their application comes with some practical
impediments, either when used over real-valued inputs or
large finite fields, in most of coded computing applications
comprised of large number of local nodes. A sub-optimal yet
practically interesting approach is to apply binary linear codes,
with generator matrices consisting of −1’s and 1’s, and then
perform the computation over real numbers. In this case, there
is no need for the quantization as the encoded tasks sent to
the worker nodes are obtained from a linear combination of
the uncoded tasks merely involving additions and subtractions.
Inspired by this, in this paper, we consider (n, k) binary linear
codes where all computations are performed over real-valued
data inputs. To this end, we first derive several fundamental
limits to characterize the performance of coded computing
schemes employing binary linear codes. We then investi-
gate Reed-Muller (RM) coded computation enabled by our
proposed low-complexity algorithm for decoding RM codes
over erasure channels. Our decoding algorithm is specifically
designed to work over real-valued data and only involves ad-
ditions, subtractions, and inversion of relatively small matrices
of dimensions at most 1 + log n.
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A. Related Work

Coded computing paradigm provides a framework to ad-
dress critical issues that arise in large-scale distributed com-
puting and learning problems such as stragglers, security, and
privacy by combining coding theory and distributed com-
puting. For instance, in [6], [8], [10]–[12], [16], [21], [22],
coding theoretic techniques have been utilized to combat the
deteriorating effects of stragglers in coded computing schemes.
The adaptation of such protocols to the analog domain of-
ten results in numerical instability, i.e., the accuracy in the
computation outcome drops significantly when the number of
servers grows large. Furthermore, coded computing schemes
have been proposed that enable data privacy and security [23]–
[29]. However, in these prior works the data is first quantized
and then mapped to a finite field where the tools from coding
theory over finite fields can be applied. The performance of
such schemes also drops sharply when the dataset size passes
a certain threshold due to overflow errors [30], [31].

There is another line of work concerning the adoption of
coded computing schemes for straggler mitigation in the ana-
log domain [24]–[28]. Such schemes offer numerical stability
but their decoding procedure often relies on inverting a certain
matrix which is not scalable with the number of servers.
In [32], the authors provide a framework for approximately
recovering the evaluations of a function, not necessarily a
polynomial, over a dataset which is numerically stable and
robust against stragglers. Recently, coded computing schemes
have been proposed that enable privacy in the analog domain
[30], [31]. Also, codes in the analog domain have been recently
studied in the context of block codes [33] as well as subspace
codes [34] for analog error correction.

On the other hand, a related work to our RM-coded comput-
ing scheme is the recent work in [35] where binary polar codes
are applied for distributed matrix multiplication by extending
the successive cancellation (SC) decoder of polar codes for
real-valued data inputs. However, to the best of our knowledge,
our paper is the first to study coded computation over RM
codes. As we will show in this paper (see Section VI), RM-
coded computation significantly outperforms polar-coded com-
putation in terms of the average execution time. Despite the
observations of excellent performance for RM codes in various
disciplines (e.g., capacity-achievability [36], [37] and scaling
laws [38]), a critical aspect of RM codes is still the lack of
efficient decoding algorithms that are scalable to general code
parameters with low complexity. Very recently, [39] proposed
a recursive projection-aggregation (RPA) algorithm for decod-
ing RM codes over binary symmetric channels (BSCs) and
general binary-input memoryless channels. However, neither
[39] nor the earlier works on decoding RM codes [40]–[43]
directly apply to distributed computation over real-valued data.

B. Our Contributions

In this work, we aim at making a strong connection between
the problem of characterizing the average execution time of
a coded distributed computing system and the fundamental
problem of channel coding over erasure channels. The main

objective of this paper is twofold: 1) characterizing the fun-
damental performance limits of coded distributed computing
systems employing binary linear codes, and 2) designing prac-
tical schemes, building upon binary linear codes, that adapt
to the natural constraints imposed by the coded computation
applications (e.g., operating over real-valued data) while, in
the meantime, achieving very close to the fundamental perfor-
mance limits with a low complexity. The main contributions
of the paper are summarized as follows.

• We connect the problem of characterizing the average ex-
ecution time of any coded distributed computing system
to the error probability of the underlying coding scheme
over n uses of erasure channels (see Lemma 1).

• Using the above connection, we characterize the perfor-
mance limits of distributed computing systems such as
the average execution time that any coded computation
scheme can achieve (see Theorem 2), the average job
completion time using binary random linear codes (see
Corollary 5), and the best achievable average execution
time of a coded computation scheme (see Corollary 6)
that can, provably, be attained using MDS codes requiring
operations over large finite fields.

• We establish the existence of binary linear codes that
attain, asymptotically, the best performance of a coded
computing scheme. This important result is established by
studying the gap between the average execution time of
binary random linear codes and the optimal performance
(see Theorem 8), and then showing that the normalized
gap approaches zero as n → ∞ (see Corollary 9 and
Corollary 10).

• By studying the numerical stability of the coded comput-
ing schemes utilizing binary linear codes, we show that
there exist binary linear codes that are numerically stable
against the inevitable rounding errors in practice while, in
the meantime, having an asymptotically optimal average
execution time (see Theorem 11).

• We develop an efficient low-complexity algorithm for
decoding RM codes over erasure channels. Our decoding
algorithm is specifically designed for distributed compu-
tation over real-valued data by avoiding any operation
over finite fields. Moreover, our decoder is able to achieve
very close to the performance of the optimal maximum
a posteriori (MAP) decoder (see Section V-B).

• Enabled by our low-complexity decoder, we study the
performance of RM-coded distributed computing sys-
tems. We also investigate polar-coded computation.

• We carry out extensive numerical analysis confirming our
theoretical observations and demonstrating the excellence
of RM-coded computation using our proposed decoder.

The rest of the paper is organized as follows. In Section II,
we provide the system model and clarify how the system of n
independent distributed servers can be viewed as n indepen-
dent uses of erasure channels. In Section III, by connecting the
problem of coded computation to the well-established problem
of channel coding over erasure channels, we characterize
fundamental limits of coded computation using binary linear
codes. In Section IV, we study the numerical stability of
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coded computing schemes employing binary linear codes. In
Section V, we investigate RM- and polar-coded computation
following the presentation of our low-complexity algorithm for
decoding RM codes over erasure channels. Finally, we present
comprehensive numerical results in Section VI, and conclude
the paper in Section VII.

II. SYSTEM MODEL

We consider a distributed computing system consisting of
n local nodes with the same computational capabilities. The
run time Ti of each local node i is modeled using a shifted-
exponential random variable (RV), mainly adopted in the
literature [6], [9], [44]. Then, when the computational job is
equally divided to k tasks, the cumulative distribution function
(CDF) of Ti is given by

Pr(Ti ⩽ t) = 1− exp (−µ(kt− 1)) , ∀ t ⩾ 1/k, (1)

where µ is the exponential rate of each local node, also called
the straggling parameter. Using (1) one can observe that the
probability of the task assigned to the i-th server not being
completed (equivalent to erasure) until time t ⩾ 1/k is

ϵ(t) ≜ Pr(Ti > t) = exp (−µ(kt− 1)) , (2)

and is one for t < 1/k. Therefore, given any time t, the
problem of computing k parts of the computational job over n
servers can be interpreted as the traditional problem of trans-
mitting k symbols, using an (n, k) code, over n independent-
and-identically-distributed (i.i.d.) erasure channels. Note that
the form of the CDF in (1) suggests that t0 ≜ 1/k is the
(normalized) deterministic time required for each server to
process its assigned 1/k portion of the total job (all tasks are
erased before t0), while any time elapsed after t0 refers to the
stochastic time as a result of servers’ statistical behavior (tasks
are not completed with probability ϵ(t) for t ⩾ t0).

Given a certain code and a corresponding decoder over
erasure channels, a decodable set of tasks refers to a pattern
of unerased symbols resulting in a successful decoding with
probability 1. Then, Pe(ϵ, n) is defined as the probability
of decoding failure over an erasure channel with erasure
probability ϵ. For instance, Pe(ϵ, 1) = ϵ for a (1, 1) code.
Note that the reason to keep n in the notation is to specify
that the number of servers, when the code is used in distributed
computation, is also n. Finally, the total job completion time T
is defined as the time at which a decodable set of tasks/outputs
is obtained from the servers.

III. FUNDAMENTAL LIMITS

In this section, we first connect the problem of characteriz-
ing the average execution time of any coded distributed com-
puting system to the error probability of the underlying coding
scheme over n uses of erasure channels. We then derive several
performance limits of coded computing systems such as their
average execution time, their average job completion time
using binary random linear codes, and their best achievable
performance. Finally, we study the gap between the average
execution time of binary random linear codes and the optimal
performance to establish the existence of binary linear codes

that attain, asymptotically, the best performance of a coded
computing scheme.

The following Lemma connects the average execution time
of any linear-coded distributed computing system to the error
probability of the underlying coding scheme over n uses of
an erasure channel.

Lemma 1. The average execution time of a coded distributed
computing system using a given (n, k) linear code can be
characterized as

Tavg ≜ E[T ] =
∫︂ ∞

0

Pe(ϵ(τ), n)dτ (3)

=
1

k
+

1

µk

∫︂ 1

0

Pe(ϵ, n)

ϵ
dϵ, (4)

where ϵ(τ) is defined in (2).

Proof: It is well-known that the expected value of
any non-negative RV T is related to its CDF FT (τ) as
E[T ] =

∫︁∞
0

(1−FT (τ))dτ . Note that 1−FT (τ) = Pr(T > τ)
is the probability of the event that the job is not completed until
some time τ . Therefore, using the system model in Section II,
we can interpret Pr(T > τ) as the probability of decoding
failure Pe(ϵ(τ), n) of the code when used over n i.i.d. erasure
channels with the erasure probability ϵ(τ). This completes
the proof of (3). Now given that for the shifted-exponential
distribution dϵ(τ)/dτ = −µkϵ(τ), and that Pe(ϵ(τ), n) = 1
for all τ ⩽ 1/k, we have (4) by the change of variables.
Remark 1. Note that (3) holds given any model for the
distribution of the run time of the servers, while (4) is obtained
under shifted-exponential distribution, with servers having a
same straggling parameter µ, and can be extended to other
distributions in a similar approach.

Theorem 2. The average execution time of any coded dis-
tributed computing system can be expressed as

Tavg =
1

k

[︄
1 +

n∑︂
i=n−k+1

1

iµ

]︄
+

1

µk

n−k∑︂
i=1

1

i
pn,k(i), (5)

where pn,k(i) is the average conditional probability of decod-
ing failure of an (n, k) linear code, for an underlying decoder,
given that i encoded symbols are erased at random where
the average is taken over all possible erasure patterns with i
erased symbols.

Proof: Using the law of total probability and the defini-
tion of pn,k(i) we have

Pe(ϵ, n) =

n∑︂
i=1

(︃
n

i

)︃
ϵi(1− ϵ)n−ipn,k(i). (6)

Accordingly, characterizing Tavg requires computing integrals
of the form fi ≜

∫︁ 1

0
ϵi−1(1−ϵ)n−idϵ for i = 1, 2, ..., n. Using

part-by-part integration, one can find the recursive relation
fi+1 = i

n−ifi which results in 1/fi = i
(︁
n
i

)︁
. Note that

pn,k(i) = 1 for i > n − k, since one cannot extract the k
parts of the original job from less than k encoded symbols.
Then plugging (6) into (4) leads to (5).

Next, we characterize the average execution time using a
random ensemble of binary linear codes over {±1}n. In this
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paper, when referred to binary linear codes over real numbers,
we always consider codes whose generator matrices only
contain ±1 entries. The aforementioned random ensemble,
denoted by R(n, k), is obtained by picking entries of the
k×n generator matrix independently and uniformly at random
followed by removing those matrices that do not have a full
row rank from the ensemble.
Remark 2. Note that (6) together with the integral form in (4)
suggest that a coded computing system should always encode
with a full-rank generator matrix. Otherwise, the average
execution time does not converge. This is the reason behind
picking the particular ensemble described above. Note that this
is in contrast with the conventional block coding, where we
can get an arbitrarily small average probability of error over
a random ensemble of all k × n binary generator matrices.

The following lemma provides an upper bound on the
probability that a vector picked from {±1}n at random lies
in a given subspace of Rn. We utilize this result later to
characterize pn,k(i), defined in Theorem 2, for a random code
chosen from R(n, k).

Lemma 3. ( [45, Corollary 4]) For a subspace V of Rn and
r chosen uniformly at random from {±1}n we have

Pr{r ∈ V } ⩽ 2− dim(V ⊥), (7)

where V ⊥ is the orthogonal complement of V , and dim(V ⊥)
denotes the dimension of V ⊥.

Next, this result is utilized to provide an upper bound on
pn,k(i) for a code whose generator matrix is picked from
R(n, k) uniformly at random.

Lemma 4. The probability that the generator matrix of a
code picked from R(n, k) does not remain full row rank after
erasing i columns uniformly at random, denoted by pRn,k(i),
can be upper bounded as

pRn,k(i) ⩽ 1−
k∏︂

j=1

(︁
1− 2j−1−n+i

)︁
. (8)

Proof: Define l(m, k), k ⩽ m, as the probability of k
signed Bernoulli uniform random vectors vi ∈ {±1}m being
linearly independent. Let Vj denote the subspace spanned by
v1, · · · ,vj . Then one can write

l(m, j + 1) = (9)
l(m, j) Pr[vj+1 /∈ Vj |v1, · · · ,vj are linearly independent]

(10)
⩾ l(m, j)(1− 2j−m), (11)

where (10) is by the law of total probability and (11) is by
the result of Lemma 3. Note also that l(m, 1) = 1 > 1−2−m.
Combining this together with (11) results in

l(m, k) ⩾
k∏︂

i=1

(︁
1− 2i−1−m

)︁
. (12)

Note that pRn,k(i) ⩽ 1− l(n− i, k), since rank-deficient k×n
matrices are already excluded from R(n, k). Combining this
together with (12) completes the proof.

Corollary 5. The average execution time using binary random
linear codes from the ensemble R(n, k) under maximum a
posteriori (MAP) decoding is upper bounded by (5) while
replacing pn,k(i) in (5) by pRn,k(i), upper bounded in Lemma 4.

Proof: The proof is by noting that the optimal MAP
decoder fails to recover the k input symbols given n − i
unerased encoded symbols if and only if the corresponding
k × (n − i) submatrix of the generator matrix of the code is
not full row rank which occurs with probability pRn,k(i).
Remark 3. Theorem 2 implies that the average execution
time using linear codes consists of two terms. The first term
is independent of the performance of the underlying coding
scheme and is fixed given k, n, and µ. However, the second
term is determined by the error performance of the coding
scheme, i.e., pn,k(i) for i = 1, 2, ..., n− k, and hence, can be
minimized by properly designing the coding scheme.

The following corollary of Theorem 2 demonstrates that
MDS codes, if they exist,1 are optimal in the sense that they
minimize the average execution time by eliminating the second
term of the right hand side in (5). However, for a large number
of servers n, the field size needs to be also large, e.g., q > n
for Reed-Solomon (RS) codes.

Corollary 6 (Optimality of MDS Codes). For given n, k, and
underlying field size q, an (n, k) MDS code, if exists, achieves
the minimum average execution time that can be attained by
any (n, k) code.

Proof: MDS codes have the minimum distance of
dMDS
min = n− k + 1 and can recover up to dMDS

min − 1 = n− k
erasures leading to pn,k(i) = 0 for i = 1, 2, ..., n − k.
Therefore, the second term of (5) becomes zero for MDS codes
and they achieve the following minimum average execution
time that can be attained by any (n, k) code:

TMDS
avg =

1

k
+

1

µk

n∑︂
i=n−k+1

1

i
. (13)

Using Theorem 2 and Remark 3, and given that the gener-
ator matrix of any (n, k) linear code with minimum distance
dmin remains full rank after removing up to any dmin − 1
columns, we have the following proposition for the optimality
criterion in terms of minimizing the average execution time.

Proposition 7 (Optimality Criterion). An (n, k) linear code
that minimizes

∑︁n−k
i=dmin

pn,k(i)/i also minimizes the average
execution time of a coded distributed computing system.

Although MDS codes meet the aforementioned optimality
criterion over large field sizes, to the best of our knowledge,
the optimal linear codes per Proposition 7, given the field size
q and in particular for q = 2, are not known and have not
been studied before, which calls for future studies.

In the following theorem we characterize the gap between
the execution time of binary random linear codes and the

1It is in general an open problem whether given n, k, and q, there exists
an (n, k) MDS code over Fq [46, Ch. 11.2]. A non-RS type MDS code
construction has been proposed in [47]. More recently, a construction of MDS
codes with complementary duals has been proposed in [48] which has received
attention due to applications in cryptography [49], [50].
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optimal execution time. Then Corollary 9 proves that binary
random linear codes asymptotically achieve the normalized
optimal execution time, thereby demonstrating the existence of
good binary linear codes for distributed computation over real-
valued data. The reason we compare the normalized nTavg’s
instead of Tavg’s is that, using (5), Tavg has a factor of 1/k
and hence, limn→∞ Tavg = 0 for a fixed rate2 R ≜ k/n > 0.

Theorem 8 (Gap of Binary Random Linear Codes to the Op-
timal Performance). Let TBRC

avg denote the average execution
time of a coded distributed computing system using binary
random linear codes. Then, for any given k, n, we have

|nTMDS
avg − nTBRC

avg | ⩽ (14)
1

µR
×
[︃

v(n)

n− k − v(n) + 1
+

nR (1 + ln (n− k − v(n)))

2v(n)

]︃
,

(15)

where R is the rate and v(n) is an arbitrary function of n
with 0 ⩽ v(n) ⩽ n− k.

Proof: Using Corollary 5 and Corollary 6, we have

S ≜ µR|nTMDS
avg − nTBRC

avg | =
n−k∑︂
i=1

1

i
pRn,k(i). (16)

To prove the upper bound, the summation in (16) is split as
S = S1 + S2 where

S1 ≜
n−k∑︂

i=n−k−v(n)+1

1

i
pRn,k(i) ⩽

v(n)

n− k − v(n) + 1
, (17)

S2 ≜
n−k−v(n)∑︂

i=1

1

i
pRn,k(i). (18)

To upper-bound S2, we first note that the upper bound on
pRn,k(i), stated in (8), is a monotonically increasing function
of i. Then,

S2 ⩽ pf (n− k − v(n), k)

n−k−v(n)∑︂
i=1

1

i
(19)

⩽ pf (n− k − v(n), k) (1 + ln (n− k − v(n))) , (20)

where (20) is by the upperbound on the harmonic sum∑︁n
i=1

1
i ⩽ 1 + ln(n). We can further upper-bound pf (n −

k − v(n), k) as

pf (n− k − v(n), k) ⩽ 1−
k∏︂

j=1

(1− 2j−1−k−v(n)) (21)

⩽ 1−
[︂
1− 2−v(n)

]︂k
(22)

⩽ nR2−v(n), (23)

where (21) is by (8), (22) follows by noting that
k∏︂

j=1

(1− 2j−1−k−v(n))=

k∏︂
j′=1

(1− 2−j′−v(n)) ⩾ [1− 2−v(n)]k,

(24)

2More precisely, the coding rate over field size q is equal to k log2 q/n
but with slight abuse of terminology we have dropped the factor of log2 q
since this factor is not relevant for coded distributed computing.

and (23) follows by Bernoulli’s inequality (1− x)k ⩾ 1− kx
for any 0 < x < 1 and then inserting k = nR.

Corollary 9 (Asymptotic Optimality of Binary Random Lin-
ear Codes). The normalized average execution time nTBRC

avg

approaches nTMDS
avg as n grows large. More precisely, for a

given rate R, there exists a constant c > 0 such that for
sufficiently large n, i.e., k = nR, we have

nTBRC
avg − nTMDS

avg ⩽ c
log2 n

n
. (25)

Proof: Observe that with the choice of v(n) = 2 log2 n
both terms in the right hand side of (15) become O( log2 n

n ).
Note that n− k = n(1−R) ⩾ 2 log2 n, for sufficiently large
n. Hence, the upper bound of (25) also holds with a proper
choice of c.
Remark 4. For any given n, one can obtain the optimal value
of k and, subsequently, the optimal value of the encoding rate
R that minimizes TMDS

avg in (13). The limit of the optimal value
of R when n → ∞ is referred to as the asymptotically-optimal
encoding rate and is denoted by R∗. Using (13) and a similar
approach to [6], one can show that the asymptotically-optimal
encoding rate R∗ for an MDS-coded distributed computing
system is the solution to

(1−R∗) ln(1−R∗) = µ(1−R∗)−R∗. (26)

Corollary 9 implies that for distributed computation using
binary random linear codes, the gap between nTBRC

avg and
nTMDS

avg converges to zero as n grows large. Accordingly, the
optimal encoding rate also approaches R∗, described in (26).

Corollary 10. Let TMDS and TBRC denote the execution
time of the coded computing schemes using an MDS code
and a code whose generator matrix is picked from R(n, k) at
random, respectively. Then, there exists a constant c such that

Pr[n(TBRC − TMDS) ⩾ x] ⩽
c log2 n

nx
. (27)

Proof: The proof follows immediately by using the result
of Corollary 9 and Markov’s inequality.

IV. NUMERICAL STABILITY OF RANDOM BINARY LINEAR
CODES

In this section, we study the numerical stability of the
coded computing schemes utilizing binary linear codes. Our
results indicate that there exist binary linear codes that are
numerically stable against the inevitable rounding errors in
practice which also have asymptotically optimal average exe-
cution time.

In general, in a system of linear equations Ax = b, where
x is a vector of unknown variables and A is referred to as
the coefficient matrix, the perturbation in the solution caused
by the perturbation in b is characterized as follows. Let b̂
denote a noisy version of b, where the noise can be caused by
round-off errors, truncation, etc. Let also x̂ denote the solution
to the considered linear system when b is replaced by b̂. Let
∆x ≜ x̂ − x and ∆b ≜ b̂ − b denote the perturbation in
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x and b, respectively. Then the relative perturbations of x is
bounded in terms of that of b as follows [51]:

∥∆x∥
∥x∥

⩽ κA
∥∆b∥
∥b∥

, (28)

where κA is the condition number of A and ∥·∥ denotes the
l2-norm.

The perturbation bound stated in (28) implies that the pre-
cision loss in the final outcome is log10 κA in decimal digits,
where the matrix A is the submatirx of the generator whose
rows correspond to non-straggling worker nodes. The precision
loss in decoding procedure of the codes constructed over
real and complex numbers has been studied in the literature
and some codes with deterministic constructions are provided
[52]–[56]. A code with random Gaussian generator matrix is a
numerically stable code with high probability. This is mainly
due to the fact that any submatrix of a Gaussian random matrix
with i.i.d. entries is also a random Gaussian matrix and such
matrices are ill-conditioned only with small probability. The
random Gaussian codes are often considered as a benchmark
to evaluate the numerical stability of codes over real numbers
with explicit constructions [57]–[59]. The result of this section
implies that the random binary linear codes also offer the same
numerical stability as random Gaussian codes. The motivation
for using binary linear codes instead of the random Gaussian
codes or the existing codes with explicit construction over real
numbers is that they can offer a better decoding complexity.
This will be clarified further later in Section VI when we
compare the performance of practical codes with random
codes.

Let G(n, k) denote a random ensemble of Gaussian codes.
This random ensemble is obtained by picking entries of the
k × n generator matrix independently and at random from
the standard normal distribution. Let G denote a matrix
picked randomly from G(n, k) and G̃ denote a random k× k
submatrix of G. Note that G̃ is also a random Gaussian matrix.
The probability bounds on the condition number of a random
Gaussian matrix are provided in [58]. In particular,

Pr[κG̃ > nx] <
1√
2π

C

x
, (29)

where 5.013 < C < 6.414. Consequently, the precision loss in
recovery of the computation outcome for the coded computing
system using random Gaussian codes is O(log10 k) with high
probability.

The behavior of the largest and smallest singular values
of random matrices with i.i.d. entries has been extensively
studied in the literature. In particular, we use such results for
random matrices with sub-Gaussian random variables. Recall
that a random variable X is called sub-Gaussian if its tail is
dominated by that of the standard normal random variable,
i.e., if there exists B > 0 such that

Pr[|X| > t] ⩽ 2 exp(
−t2

B2
). (30)

The minimal B is called the Gaussian moment of X [60].
Note that a signed Bernoulli random variable X with

Pr[X = 1] = Pr[X = −1] =
1

2

is sub-Gaussian. Let λmax and λmin respectively denote the
largest and the smallest singular value of a random k × k
matrix whose entries are independent zero-mean sub-Gaussian
random variables. Then,

Pr[λmax > Ck
1
2 + t] ⩽ 2 exp (−ct2), (31)

where c and C are absolute constants [61]. Moreover, if the
variance of the underlying sub-Gaussian random variable is at
least 1, we have

Pr[λmin ⩽ ϵk−
1
2 ] ⩽ C ′ϵ+ c′k (32)

for all ϵ > 0, where C ′ and c′ are constants depending
polynomially on the sub-Gaussian moment [60]. It is worth
mentioning that the best known c′ for the case of Bernoulli
random variable is 1√

2
+ o(1) [62]. The bounds provided in

(31) and (32) imply that the condition number of a k × k
random Bernoulli matrix is also O(n) with high probability.
Hence, the precision loss in recovery of the outcome of a
coded computing scheme utilizing random Gaussian codes
and random binary linear codes are almost the same. This
together with the result of Corollary 10 in Section III imply
that there exist binary linear codes that are numerically stable
with asymptotically optimal recovery time. This result is stated
in the following theorem.

Theorem 11. Let G denote a k × n matrix picked from
R(n, k) at random. Let also TMDS and TBRC denote the
execution time of the coded computing schemes using an
MDS code and a code whose generator matrix is G, re-
spectively. Then, the coded computing scheme utilizing the
binary linear code generated by G recovers the computation
outcome with O(log10

k
ϵ ) precision loss in decimal digits in

TBRC ⩽ TMDS+O( 1n ) time with probability 1−O(ϵ+ log2 n
n ).

Proof: Let G̃ denote a random k × k submatix of
G. Combining (31) with (32) together with the union bound
implies

Pr[κG̃ >
C

ϵ
k + ϵt

√
k] ⩽ 2 exp (−ct2) + C ′ϵ+ c′k. (33)

Combining (27) and (33) together with the union bound
implies

Pr[(κG̃ >
C

ϵ
k + ϵt

√
k) or (TBRC − TMDS >

x

n
)]

⩽ exp (−ct2) + C ′ϵ+ c′k +
c log2 n

nx
= O(ϵ+

log2 n

n
)

for all ϵ > 0, which completes the proof.
The result of Theorem 11 implies that there exist numeri-

cally stable binary linear codes with asymptotically optimal
average execution time. In the rest of the paper, we consider
some coding schemes over real numbers constructed based on
codes over F2, namely, RM and polar codes, that offer lower
decoding complexity than MDS codes. The numerical stability
of such schemes are naturally inherited from the proposed
decoding algorithms that involve additions, subtractions and,
in the case of RM codes, inverting logarithmic-size matrices
that are well-conditioned, as numerically verified in the next
section. Moreover, their average execution times are also



7

compared numerically with the optimal values for a wide range
of blocklengths (i.e., number of servers).

V. PRACTICAL CODED COMPUTING SCHEMES

In this section, we explore RM- and polar-coded distributed
computation. First, we briefly review RM codes and polar
codes, two closely-connected classes of codes, in Section
V-A. Then, in Section V-B, we present our proposed low-
complexity algorithm for decoding RM codes over erasure
channels that enables RM-coded distributed computing over
real-valued data. Finally, we present polar-coded computation
in Section V-C.

A. Brief Review of RM and Polar Codes

Let k and n be the code dimension and blocklength,
respectively, and let m ≜ log2 n be a design parameter. Then,
the r-th order RM code of length 2m, denoted by RM(m, r),
is defined by the following set of vectors as the basis

{vm(A) : A ⊆ [m], |A| ⩽ r}, (34)

where |A| denotes the size of the set A, and [m] ≜
{1, 2, . . . ,m}. Moreover, vm(A) is a row vector of length
2m whose components are indexed by binary vectors z =
(z1, z2, . . . , zm) ∈ {0, 1}m. Each component of vm(A) is
obtained as vm(A, z) =

∏︁
i∈A zi. In other words, considering

a polynomial ring F2[Z1, Z2, . . . , Zm] of m variables, the
components of vm(A) are the evaluations of the monomial∏︁

i∈A Zi at points z in the vector space E ≜ Fm
2 . It is easy to

observe from (34) that there are
∑︁r

i=0

(︁
m
i

)︁
basis (equivalently,

A’s) in total, and thus an RM(m, r) code has a dimension
of k =

∑︁r
i=0

(︁
m
i

)︁
.

Finally, given the set of basis in (34), the (codebook of)
RM(m, r) code can be defined as the following set of 2k

binary vectors

RM(m, r) ≜

⎧⎨⎩ ∑︂
A⊆[m],|A|⩽r

u(A)vm(A) : u(A) ∈ {0, 1}

⎫⎬⎭ .

(35)

Therefore, each codeword c = (c(z), z ∈ E) ∈ RM(m, r),
that is indexed by the binary vectors z, is defined as the
evaluations of an m-variate polynomial with degree at most r
at points z ∈ E.

While RM codes have a universal construction, the con-
struction of polar codes, on the other hand, is channel-specific.

Consider Arıkan’s n×n polarization matrix Gn =

[︃
1 0
1 1

]︃⊗m

,

where m = log2 n and A⊗m denotes the m-th Kronecker
power of A. The encoding of polar codes is obtained from
the aforementioned polarization matrix Gn in a channel-
specific manner. Particularly, in the case of binary erasure
channels (BECs), a design parameter ϵd is picked, as specified
later in Section VI. Then the polarization transform Gn is
applied to a BEC with erasure probability ϵd, BEC(ϵd). The
erasure probabilities of the polarized bit-channels, denoted by
{Zi}ni=1, are sorted and the k rows of Gn corresponding to

the indices of the k smallest Zi’s are picked to construct the
k × n generator matrix G.

One can also obtain an equivalent encoding of RM(m, r),
similar to that of polar codes, by selecting rows of the square
matrix Gn that have a Hamming weight of at least 2m−r. In
this case, the resulting generator matrix Gk×n will have

(︁
m
i

)︁
rows of Hamming weight n/2i, for i = 0, 1, · · · , r.

B. RM-Coded Distributed Computation

It has recently been shown that RM codes are capacity
achieving over BECs [36], though under bit-MAP decoding,
and numerical results suggest that they actually achieve the
capacity with almost optimal scaling [38]. RM codes also
achieve the capacity of BSCs at extreme rates, i.e., at rates
converging to zero or one [37]. They are also conjectured
to have characteristics similar to those of random codes in
terms of both scaling laws [38] and weight enumeration [63].
Despite all these excellent properties, RM codes still lack
efficient low-complexity decoders for general code dimensions
and blocklengths. Very recently, Ye and Abbe [39] proposed a
recursive projection-aggregation (RPA) algorithm for decoding
RM codes over BSCs and general binary-input memoryless
channels. The RPA algorithm is comprised of three main steps:
1) projecting the received corrupted codeword onto the cosets
defined by each projection subspace, 2) recursively decoding
the projected codewords, and 3) aggregating the decoded
codewords at the next layer with the current observation to
finally decode the original RM codeword.

In this section, we propose an efficient RPA-like algorithm
for decoding RM codes over erasure channels. Our decoding
algorithm has three major novelties. First, it only involves
additions, subtractions, and inverting relatively small matrices
of size no more than log n + 1. We need to emphasize that
the RPA algorithms proposed in [39] work over the binary
field and do not directly apply to real-valued inputs. For
example, as detailed in Section V-B1, the projection step in
the original RPA algorithms requires addition of the received
bits over the binary field (i.e., XOR’ing them). Therefore, our
proposed decoding algorithm generalizes the RPA algorithms
to the case of erasure channels while avoiding operations
over finite fields. Second, our decoding algorithm has a low
complexity achieved by carefully selecting a small fraction
of the total number of projections, i.e., only

(︁
m

r−1

)︁
projection

subspaces of dimension s = r − 1 are selected to decode an
RM(m, r) code. Therefore, our decoding algorithm enables
decoding RM codes of higher orders and lengths with a
manageable complexity. Third, our simulation results suggest
that our decoding algorithm is able to achieve very close to
the performance of optimal MAP decoding while maintaining
a low complexity.

In the following, we explain our decoding algorithm that is
comprised of three main steps separately described in Sections
V-B1, V-B2, and V-B3. Assuming an RM(m, r) code, our
decoding algorithm only applies one layer of projection using
s-dimensional subspaces with s = r− 1. It then applies MAP
decoding (block-MAP in conjunction with bit-MAP) to decode
the projected codewords, and finally aggregates the results to
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recover the codeword. As we show in Section V-B1, a smaller
value of s increases the complexity of the decodings performed
at the bottom layer but it can also result in a better decoding
performance since the MAP decoding over projected vectors
will be utilized to a greater extent (recall that there is only a
single layer of projection). It will be clarified later that this
choice of s can result in a manageable decoding complexity
while not much sacrificing the decoding performance.

1) Projection: The decoding algorithm starts by projecting
the received corrupted codeword onto the cosets defined by
the projection subspaces. More specifically, let Bi be a s-
dimensional subspace of E, with s ⩽ r and i ∈ [I] where I is
the total number of projection subspaces. The quotient space
E/Bi contains all the cosets of Bi in E where each coset τ
has the form τ = z + B for some z ∈ E. Given a length-
n codeword and a s-dimensional subspace, the objective of
the projection step is to obtain a length-n/2s vector whose
each component, that corresponds to one of the n/2s cosets,
is an appropriate representative of the bits indexed by the
2s elements of that coset. Building upon this notion and the
definition of the log-likelihood ratio (LLR), the expressions
for the projection of the channel LLRs over general binary-
input memoryless channels are derived in [39] for subspaces
of dimension s = 1 and 2. By applying the same principles,
one can show that the projection of the length-n vector of the
corrupted codeword over a BEC can be obtained by adding the
bits indexed by the cosets over the binary field (i.e., XOR’ing)
while assuming the addition of bits 0 or 1 with an erasure is
also an erasure. In other words, considering y = (y(z), z ∈ E)
as the length-n vector of the corrupted codeword over a BEC,
the projected vector onto a subspace B can be obtained as
y/B ≜

(︁
y/B(τ ), τ ∈ E/B

)︁
such that y/B(τ ) ≜

⨁︁
z∈τ y(z),

where
⨁︁

denotes the coordinate-wise addition in F2 while
assuming that additions with an erasure is also an erasure.

While the projection rule y/B(τ ) =
⨁︁

z∈τ y(z) works
perfectly over the binary field, we are looking for a low-
complexity decoder that works over real numbers to avoid
numerical issues (caused by working over finite fields). To this
end, considering the received vector as y = (y(z), z ∈ E), we
can obtain the projected vector by linearly combining (over
real numbers) the entries indexed by the cosets to obtain
y/B ≜

(︁
y/B(τ ), τ ∈ E/B

)︁
such that

y/B(τ ) ≜
∑︂

{i:zi∈τ}

γiy(zi), (36)

where γi’s are some properly-chosen real-valued combining
coefficients, as clarified later. As clarified in [64, Remark 1],
the result of the projection operation can be thought of as
obtaining a generator matrix that is formed by merging the
columns of the original code generator matrix indexed by
the cosets of the projection subspace. In other words, given
a k × n generator matrix Gk×n, we can define matrices
of dimension k × n/2s, referred to as projected generator
matrices, each obtained by merging the columns of the original
generator matrix indexed by the cosets of each projection
subspace. In this paper, assuming an RM(m, r) code, we
work based on projection subspaces of dimension s = r − 1.
In the binary field, this choice of s will result in order-1

RM codes, i.e., RM(m − r + 1, 1) codes, at the bottom
layer after the projection [39]. These codes all have the same
dimension of m − r + 2 that is also equal to the rank of
the projected generator matrices. However, for our decoder
that works on real-valued inputs the aforementioned projected
generator matrices can have different ranks and they no longer
(necessarily) correspond to the generator matrices of the lower
order (and lower length) RM codes.

Next, we discuss how to choose γi’s in (36). In our pro-
posed decoder, we pick γi ∈ {−1,+1} such that combining
coefficients result in the same rank of m − r + 2 as the
lower order RM code RM(m − r + 1, 1) after an (r − 1)-
dimensional projection of RM(m, r). To illustrate this, and
for simplicity, we consider the one-dimensional projections on
RM(m, r). Note that the argument for general s-dimensional
projections, and, consequently, for s = r − 1, would follow
naturally by cascading s one-dimensional projections. Note
that there are, at least, m projections of RM(m, r) over real
numbers that lead to the RM(m − 1, r − 1) code. These
projections correspond to standard basis vectors ej’s, where
ej , for j ∈ [m], is a length-m vector with a 1 in the j-th
position and 0 in all other m − 1 positions. For instance,
the projection corresponding to em = (0, 0, . . . , 1) leads
to pairing of consecutive column indices of the generator
matrix of RM(m, r), i.e., (0, 1), (2, 3), ..., (n − 2, n − 1).
The main observation, which enables this whole process, is
that for each pair (2i, 2i + 1), the support of the column
2i + 1 is a subset of the support of the column 2i (when
considering entries to be 0’s and 1’s). Therefore, if we subtract
column 2i+1 from column 2i, in the real domain, that would
correspond to XORing them in the binary domain. Hence,
we get the generator matrix of RM(m − 1, r − 1) with this
particular choice of γi’s for each of these m projections. Also,
a simple normalization by 2 is done in order to keep matrix
entries belonging to the set {−1,+1}. For general s, one can
choose I =

(︁
m
s

)︁
s-dimensional subspaces Bi each obtained

by the span of s standard basis vectors ej’s and apply the
aforementioned process recursively. In particular, for s = r−1,
we can efficiently find the choices of γi’s in {−1,+1} that
lead to projection of RM(m, r) into RM(m−r+1, 1) using(︁

m
r−1

)︁
projections.

Note that, given an RM(m, r) code for the coded dis-
tributed computation, the set of the projection subspaces, the
cosets, the combining coefficients (that result in the rank of
m−r+2), and the corresponding projected generator matrices
will be computed before hand to lower the complexity of the
decoder and prevent any operation over finite fields during the
decoding process. It is worth mentioning at the end that the
specific selection of the combining coefficients as described
above has several advantages. First, having the combining
coefficients being either −1 or +1 renders a projection step
that only involves additions and subtractions (and no multipli-
cations). It also equally weights all the entries to be combined
which in turn can prevent numerical stability issues that may
arise from some of the weights being very large or very small.
Second, the corresponding generator matrices all will have the
smallest possible rank. This is a twofold gain: 1) it lowers the
complexity of the MAP decoding over the projected vectors,
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and 2) it can also improve the error rate performance of the
decodings at the bottom layer by increasing the chances of
getting the same rank for the projected generator matrices after
erasing some of the columns (see Section V-B2).

2) Decoding of the Projected Vectors: Once the projection
step is completed, we end up with I length-2m−r+1 projected
vectors y/Bi

’s, i ∈ [I], each corresponding to a k × 2m−r+1

projected generator matrix of rank m − r + 2. Given that
we are working over erasure channels, we either know an
entry perfectly (without error) or we do not know it at all.
The objective of this step is to decode the projected vectors
by decoding either all the erased entries (block-MAP) or a
fraction of them (bit-MAP) in each of these projected vectors.
For each y/Bi

, let Ye
i and Yne

i be the sets of the indices of
the erased and non-erased entries, respectively. Also let Gne

p,i

denote the k × |Yne
i | submatrix of the projected generator

matrix (over the subspace Bi) comprised of the |Yne
i | columns

corresponding to non-erased entries in y/Bi
. Then if the rank

of Gne
p,i is equal to m− r+2 (i.e., if erasing |Ye

i | columns of
the projected generator matrix does not change its rank), the
block-MAP decoder can be applied to decode all the erased
entries. This is equivalent to say that each of the erased entries
can be obtained as a linear combination of the non-erased
entries. On the other hand, if the block-MAP decoder fails,
there is still a chance that the bit-MAP decoder can decode
some of the entries. In particular, if rank remains the same after
adding to Gne

p,i, a column corresponding to one of the |Ye
i |

indices, then that particular erased entry can be recovered as
a linear combination of non-erased entries. By performing the
same procedure for all y/Bi

’s, we obtain the decoded projected
vectors ŷ/Bi

’s for all i ∈ [I].
3) Aggregation: The objective in this step is to combine

the observation from the channel output, i.e., the corrupted
vector y, with that of the projected vectors, i.e., ŷ/Bi

’s, to
obtain the decoded vector ŷ. Let Ye be the set of the indices
of the erased entries in y. In the following, we describe our
aggregation method assuming a given projection subspace Bi,
i ∈ [I], and an erased index l ∈ Ye. By applying the same
procedure for all projection subspaces and all erased indices,
we can obtain the decoded vector ŷ.

Let z be the binary vector indexing the l-th position which
is an erasure. Also, let [z + Bi] denote the cost of Bi that
contains z. Since Bi is an s-dimensional subspace (where
s = r − 1 in this paper), there are 2s − 1 elements, de-
noted by z1, z2, · · · , z2s−1, in [z + Bi] apart from z itself.
Given the decoded projected vector ŷ/Bi

, we know from
the projection step that ŷ/Bi

([z + Bi]) is an estimation of
γy(z) +

∑︁2s−1
j=1 γjy(zj), where {γ, γ1, · · · , γ2s−1} is the set

of the predefined combining coefficients for this particular
projection. Now, if ŷ/Bi

([z + Bi]) and all y(zj)’s, for j =
1, · · · 2s − 1, are known (i.e., none of them are erased), we
can recover y(z) as

ŷ(z) =
1

γ

[︃
ŷ/Bi

([z+ Bi])−
2s−1∑︂
j=1

γjy(zj)

]︃
. (37)

Note that since we are working over erasure channels, if any
projection satisfies the above condition, we do not need to

check the other projections for decoding the erased entry at
the l-th index.
Example 1. Consider a corrupted codeword of RM(3, 2),
denoted by y = (y1, y2, · · · , y8), with an erasure at the
fifth position. Also, we consider three projection subspaces
as B1 = {(0, 0, 0), (1, 0, 0)}, B2 = {(0, 0, 0), (0, 1, 0)}, and
B3 = {(0, 0, 0), (0, 0, 1)}. Consider projection in the direction
of B1. For this projection, the quotient space is E/B1 =
{(1, 5), (2, 6), (3, 7), (4, 8)}. Additionally, one can observe
that the choice of combining coefficients γ1 = −1 and γ2 = 1
results in the minimum rank of m−r+2 = 3 for all three pro-
jected generator matrices. Accordingly, the projected received
vector y/B1 is of the form (y5− y1, y6− y2, y7− y3, y8− y4)
which will have an erasure only at the first position. Since
the corresponding projected generator matrix remains rank-
3 after removing the first column, the block-MAP decoder
will be able to recover the single erasure in y/B1. Similarly,
one can show that the other two projected received vectors
y/B2 and y/B3 will both have a single erasure at the third
position. Given that their corresponding projected generator
matrices also remains rank-3 after removing the third column,
the decoder will be able to recover the erased bits at the third
indices. Finally, given the successful decoding of the projected
vectors, one can successfully decode the corrupted codeword
after aggregation.

Figure 1 compares the block error rate (BLER) results for
our projective decoder with that of optimal MAP decoder for
various RM codes of interest to distributed computing (see
Table II for the rationale behind the code parameters in this
figure). It is remarkable that our decoder can achieve almost
the same performance as that of the MAP decoder with only(︁

m
r−1

)︁
projections for an RM(m, r) code3. In fact, only I = 3,

4, 10, and 15 projection subspaces are selected for RM(3, 2),
RM(4, 2), RM(5, 3), and RM(6, 3), respectively, which are
significantly less than the full number of projections for RPA-
like decoding of these codes. Note that the decoder may also
iterate the whole process, described in this section, a few times
to ensure the convergence of the algorithm. The convergence
here means that there is no difference between what is known
about the codeword, in terms of the corrected symbols, at the
end of the current iteration with that of the previous iteration.
Note that the number of outer iterations, denoted by Nmax, is
not much to cause a serious complexity issue for our algorithm.
In particular, in Figure 1, the maximum number of outer
iterations is chosen to be Nmax = 1, 2, 2, and 3 for RM(3, 2),
RM(4, 2), RM(5, 3), and RM(6, 3), respectively.

Next, we discuss the numerical stability of the proposed
RM-coded computing system. As discussed earlier, the de-
coding algorithm only involves additions and subtractions, as
well as inverting small matrices of size at most log n + 1.
To make sure that these matrices are well-conditioned, we
did extensive numerical analysis by looking at the condition

3We have observed that the gap between the performance of our low-
complexity decoding algorithm and that of MAP increases as we increase
n (e.g., in RM(7, 4) and RM(8, 5) codes that have close code parameters
to the RM subcodes considered in Table I). However, very large n’s can be
less relevant in the context of distributed computing as n here corresponds to
the number of servers.
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Figure 1. Block error rate (BLER) results for the MAP decoder and our
projective decoder for various RM codes of interest to distributed computing.
The maximum number of outer iterations is chosen to be Nmax = 1, 2, 2,
and 3 for RM(3, 2), RM(4, 2), RM(5, 3), and RM(6, 3), respectively.

numbers of the matrices involved in the inversion. As ex-
plained in the paper, if a given projected generator matrix has
rank m − r + 2 after removing the columns specified by the
projected corrupted codeword, then the block-MAP decoder
will be able to recover the erased indices in the projected
vectors. To do so, there are several methods and, in our
decoder, we compute the inverse of the matrix G̃G̃

T
, where

.T denotes the matrix transpose operation and G̃ is a full-rank
sub-matrix of the projected generator matrix (excluding the
erased columns) obtained by selecting a subset of m− r + 2
linearly independent rows. Our numerical analysis indicates
that the matrices G̃G̃

T
involved in the inversion have relatively

small condition numbers and thus are well-conditioned. For
instance, we considered decoding RM(6, 3) using

(︁
6

3−1

)︁
= 15

two-dimensional projections as explained in the paper. We
also considered 60 equidistant erasure probabilities in the
interval [0.01, 0.6], and examined 1000 random erasure pat-
terns for each of the erasure probabilities. We then projected
each erasure pattern (i.e., corrupted codeword) onto the 15
projections, and computed the condition number of full-rank
5 × 5 matrices G̃G̃

T
after each projection. In our numerical

results the maximum, i.e., the worst case, condition number
was 428.36 among all these 1000× 60× 15 = 9× 105, which
is then equivalent to loosing no more than 3 precision digits
in decimal floating-point representation. Also, the average of
the condition numbers among all 1000 random trails for each
given erasure probability and projection subspaces was smaller
than 100.

C. Polar-Coded Distributed Computation

Binary polar codes are capacity-achieving linear codes
with explicit constructions and low-complexity encoding and
decoding [65]. Also, the low-complexity O(n log n) encoding
and decoding of polar codes can be adapted to work over
real-valued data when dealing with erasures as in coded
computation systems. Given the close connection of RM

and polar codes, for the sake of the completeness of our
study, we also explore polar-coded computation, which was
first considered in [35]. However, our simulation results in
Section VI demonstrate a significantly superior performance
for the RM-coded computation enabled by our proposed low-
complexity decoder in Section V-B. Next, we briefly explain
the encoding and decoding procedure of real-valued data using
binary polar codes.

1) Encoding Procedure: In Section V-A, we briefly ex-
plained the construction of the generator matrix for polar codes
over BECs. The encoding procedure using the resulting k×n
generator matrix G, which also applies to any (n, k) binary
linear code operating over real-valued data, is as follows. First,
the computational job is divided into k smaller tasks. Then
the j-th encoded task which will be sent to the j-th node, for
j = 1, 2, . . . , n, is the linear combination of all tasks according
to the j-th column of G. Throughout the paper (including both
RM- and polar-coded computation), we apply the transform
G → 2G − 1 to convert the entries of the generator matrix
from {0, 1} to {−1,+1}.

2) Decoding Procedure: The recursive structure of polar
codes can be applied for low-complexity detection/decoding of
real-valued data using parallel processing for more speedups
[66], [67]. To this end, one can apply the decoding algorithms
in [35] for polar-coded computing. It is well-known that in the
case of SC decoding over erasure channels, the probability of
decoding failure of polar codes is P SC

e (ϵ, n) = 1−
∏︁

i∈B(1−
Zi), where B denotes the set of indices of the selected rows.

VI. SIMULATION RESULTS

In this section, simulation results for the execution time of
various coded distributed computing schemes are presented. In
particular, their gap to the optimal performance are shown and
also, their performance gains are compared with the uncoded
computation. In addition to the fundamental results presented
in Section III, we also provide the simulation results for
RM- and polar-coded distributed computation, explained in the
previous section. We assume µ = 1 for all numerical results
in this section.

For MDS and random linear codes, Tavg is calculated
using (13) and Corollary 5, respectively. For the polar-coded
computation with SC decoding, we apply P SC

e (ϵ, n), explained
in Section V-C2, together with (4) to evaluate Tavg via the
numerical integration. Similarly, for the RM-coded computa-
tion with our decoder, we first apply our decoding algorithm,
presented in Section V-B to numerically obtain Pe(ϵ, n) given
ϵ and n. We then apply (4) to numerically calculate Tavg.
Note that, for each scheme, we searched over all possible
values of k to obtain the optimal k∗ that minimizes Tavg.
For the RM-coded computation, we also include the results
for the optimal MAP decoder. To do so, given k and n, we
first construct the generator matrix of the RM (sub-) code by
selecting the k rows of the polarization matrix Gn that have
the highest Hamming weights. We then apply Monte-Carlo
numerical simulation to obtain Pe(ϵ, n) (we erase the columns
of the resulting generator matrix with probability ϵ and then
declare an error if the resulting matrix is not full rank) for each
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Table I
AVERAGE EXECUTION TIME AND OPTIMAL k∗ VALUES FOR DIFFERENT CODING SCHEMES AS WELL AS THEIR GAP gopt TO THE OPTIMAL PERFORMANCE

AND THEIR PERFORMANCE IMPROVEMENT GAIN Gcod COMPARED TO THE UNCODED COMPUTING.

n Uncoded MDS coding Binary random coding Polar coding with SC decoding RM coding with our proposed
decoder

RM coding with optimal MAP
decoding

(Tavg, gopt) (Tavg, k∗, Gcod) (Tavg, k∗, gopt, Gcod) (Tavg, k∗, gopt, Gcod) (Tavg, k∗, gopt, Gcod) (Tavg, k∗, gopt, Gcod)

8 (0.4647, 25%) (0.370, 6, 20%) (0.460, 7, 25%, 1.1%) (0.412, 7, 11%, 12%) (0.389, 7, 5.1%, 16%) (0.389, 7, 5.1%, 16%)

16 (0.2738, 44%) (0.191, 11, 31%) (0.226, 11, 18%, 18%) (0.217, 11, 14%, 21%) (0.198, 11, 3.6%, 28%) (0.198, 11, 3.6%, 28%)

32 (0.1581, 63%) (0.0968, 22, 39%) (0.105, 21, 8.6%, 34%) (0.114, 24, 18%, 28%) (0.104, 26, 7.2%, 34%) (0.104, 26, 7.2%, 34%)

64 (0.0897, 84%) (0.0488, 44, 46%) (0.051, 43, 3.9%, 44%) (0.0584, 44, 20%, 35%) (0.0506, 42, 3.7%, 44%) (0.050, 42, 2.6%, 44%)

128 (0.0503,105%) (0.0245, 88, 51%) (0.025, 87, 1.9%, 50%) (0.0293, 88, 19%, 42%) — (0.0252, 97, 2.8%, 50%)

256 (0.0278,127%) (0.0123,175,56%) (0.0124, 174, 0.9%, 56%) (0.0146, 182, 19%, 48%) — (0.0123, 166, 0.6%, 56%)

512 (0.0153,149%) (0.0061,350,60%) (0.0062, 349, 0.5%, 60%) (0.0073, 388, 19%, 52%) — (0.0061, 353, 0.1%, 60%)

Figure 2. Scaled average execution time of a homogeneous distributed
computing system with µ = 1 using various coding schemes for finite number
of servers n = 8, 16, 32, 64, 128, 256, and 512.

value of ϵ considered for the numerical evaluation of Tavg via
(4). It is worth mentioning that we used the same k∗ values
for the RM-coded computation with our decoding algorithm
as that of the MAP decoding. In fact, we only evaluate the
performance of our decoder if, given n = 2m, the value of k∗

is of the form
∑︁r

i=0

(︁
m
i

)︁
for some r ⩽ m. This is because

our decoding algorithm is specifically designed for RM codes
and not their subcodes. Therefore, one needs to build upon the
methods in this paper and the intuitions in [64] to extend our
decoding algorithm for general RM subcodes (with a carefully
designed generator matrix) that admit any code dimension k.
Given the close performance of our decoder for RM codes
to that of the optimal MAP decoder (and also similarities
in decoding RM codes and their subcodes), we expect the
generalized version of our decoder to the case of RM subcodes
to also achieve very close to the optimal performance.

Numerical results for the performance of the coded dis-
tributed computing systems utilizing MDS codes, binary ran-
dom linear codes, polar codes, and RM codes, are presented
in Table II and are compared with the uncoded scenario over
small-to-moderate blocklengths. We designed the polar code
with ϵd = 0.1, which is observed to be good enough for the
range of blocklengths in Table II. One can also attain slightly
better performance for polar codes by optimizing over ϵd
specifically for each n. Characterizing the best ϵd as a function
of blocklength n is left for the future work. In Table I, Gcod

is defined as the percentage of the gain in Tavg compared to
the uncoded scenario and gopt is defined as the gap of Tavg

for the underlying coding scheme to that of MDS codes, in

Figure 3. Scaled average execution time of a homogeneous distributed com-
puting system with µ = 1 using various coding schemes for asymptotically
large number of servers n = 1024, 2048, 4096, and 8192.

percentage. Intuitively, Gcod for a coding scheme determines
how much gain this scheme attains and gopt indicates how
close this scheme is to the optimal solution. Observe that RM-
coded computation with the optimal MAP decoder is able to
achieve very close to the performance of optimal MDS-coded
computation, and also outperform binary RC for relatively
small number of servers. Our low-complexity decoding algo-
rithm is also able to achieve the same performance as that
of the MAP decoder for the number of servers n = 8, 16,
32, and 64 where the optimal values of k∗ correspond to RM
codes. For the larger values of n, the optimal k∗’s correspond
to RM sub-codes and one needs to extend our algorithm to,
possibly, achieve close to the performance of the optimal MAP
decoder with a low complexity. Figure 2 shows that random
linear codes have weak performance in the beginning but they
quickly approach the optimal Tavg so that they have small gaps
to the optimal values, e.g., gopt = 0.5% for n = 512. Also,
observe that RM codes significantly outperform polar codes.

In the case of µ = 1, by numerically solving (26), we have
for the asymptotically-optimal encoding rate R∗ = 0.6822.
Motivated by this fact, in Figure 3, the rate of all discussed
underlying coding schemes is fixed to R∗, and nTavg is plotted
for large blocklengths. Therefore, Tavg is not optimized over
rates for the results demonstrated in this figure. Additionally,
the polar code is designed with ϵd = 1−R∗ = 0.3178, which
makes the code to be capacity-achieving for an erasure channel
with capacity equal to R∗. Furthermore, Figure 3 suggests that
RM codes approach very close to the optimal performance,
and also do so relatively fast.
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Table II
AVERAGE EXECUTION TIME AND OPTIMAL k∗ VALUES FOR DIFFERENT

CODING SCHEMES UNDER SHIFTED WEIBULL DISTRIBUTION WITH
PARAMETERS µ = 1 AND α = 2.

n MDS Polar-SC RM-MAP RM with our
decoder

(k∗, Tavg) (k∗, Tavg) (k∗, Tavg) (k∗, Tavg)

8 (7, 0.3163) (7, 0.3247) (7, 0.3163) (7, 0.3163)

16 (14, 0.1633) (15, 0.1676) (15, 0.1637) (15, 0.1637)

32 (28, 0.0832) (31, 0.0878) (26, 0.0856) (26, 0.0857)

64 (55, 0.0420) (58, 0.0446) (57, 0.0425) (57, 0.0426)

Figure 4. Scaled average execution time of various schemes under shifted
Weibull distribution with parameters µ = 1 and α = 2.

In order to further demonstrate the applicability of the
proposed approach, we analyzed the average execution time
of coded distributed computing systems under shifted Weibull
distribution which generalizes the shifted exponential distribu-
tion considered in the paper. Specifically, there is a parameter
α associated with the Weibull distribution, as specified in
Appendix A, and for α = 1, the (shifted) Weibull distribution
is simplified to (shifted) exponential. This in turn provides
a higher flexibility in statistical modeling [68] such as the
run-time of the computational servers [9]. Using Lemma 12
in Appendix A, we computed the average execution time of
various coding schemes such as MDS, polar with SC, RM with
MAP, and RM with our low-complexity decoder. As shown in
Figure 4 and also summarized in Table II, our low-complexity
decoder is able to achieve very close to the performance of
MDS-coded computing even for very small number of servers.

VII. CONCLUSIONS

In this paper, we presented a coding-theoretic approach
toward coded distributed computing systems by connecting
the problem of characterizing their average execution time to
the traditional problem of finding the error probability of a
coding scheme over erasure channels. Using this connection,
we provided results on the performance of coded distributed
computing systems, such as their best performance bounds
and asymptotic results using binary random linear codes. Ac-
cordingly, we established the existence of good binary linear
codes that attain (asymptotically) the best performance any
linear code can achieve while maintaining numerical stability
against the inevitable rounding errors in practice. To enable
a practical approach for coded computation, we developed

a low-complexity algorithm for decoding RM codes over
erasure channels, involving only additions and subtractions
(and inverting small matrices of size less than log n+1). Our
RM-coded computation scheme not only has close-to-optimal
performance and explicit construction but also works over real-
valued data inputs with a low-complexity decoding.

APPENDIX A
AVERAGE EXECUTION TIME UNDER SHIFTED WEIBULL

DISTRIBUTION

Lemma 12. The average execution time of a coded distributed
computing system, using a given (n, k) linear code and assum-
ing shifted Weibull distribution on the run-time of individual
nodes, can be characterized as

Tavg =
1

k
+

1

µkα

∫︂ 1

0

Pe(ϵ, n)

ϵ [ln(1/ϵ)]
1−1/α

dϵ, (38)

where α > 0 represents the shape parameter.

Proof: The CDF of the run time Ti of each local node
i under shifted Weibull distribution and the homogeneous
system model of this paper can be expressed as [68]:

Pr(Ti ⩽ t) = 1− exp (−[µ(kt− 1)]α) , ∀ t ⩾ 1/k. (39)

Equivalently, the erasure probability ϵ(t) is equal to one for
t < 1/k and, otherwise, is equal to exp (−[µ(kt− 1)]α) for
t ⩾ 1/k. Now using (3) and given that for the shifted Weibull
distribution dϵ(τ)/dτ = −µkαϵ(τ) [ln(1/ϵ(τ))]

1−1/α, and
that Pe(ϵ(τ), n) = 1 for all τ ⩽ 1/k, we have (38) by the
change of variables. Note that the result simplifies to the case
of shifted exponential distribution for α = 1, presented in
Lemma 1.
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