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Abstract

The aim of this article is to provide a simple and unified way to obtain the sharp upper
bounds of nodal sets of eigenfunctions for different types of eigenvalue problems on
real analytic domains. The examples include biharmonic Steklov eigenvalue problems,
buckling eigenvalue problems and champed-plate eigenvalue problems. The geometric
measure of nodal sets are derived from doubling inequalities and growth estimates
for eigenfunctions. It is done through analytic estimates of Morrey—Nirenberg and
Carleman estimates.

Mathematics Subject Classification 35J05 - 58J50 - 35P15 - 35P20

1 Introduction

The eigenvalue and eigenfunction problems are archetypical in the theory of partial
differential equations. Different type of second order or higher order eigenvalue prob-
lems arise from physical phenomena in the literature. For instance, the famous Chaldni
pattern is the nodal pattern modeled by the eigenfunctions of bi-Laplace eigenvalue
problems. The Chladni pattern is the scientific, artistic, and even the sociological birth-
place of the modern field of wave physics and quantum chaos. The goal of the paper
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is to provide a uniform way to obtain the upper bounds of nodal sets of eigenfunc-
tions for various eigenvalue problems in real analytic domains. Since the nodal sets of
eigenfunctions of Laplacian are well studied, we will focus on eigenfunctions of some
higher order elliptic equations. The approach introduced in the paper also applies to
the upper bounds of eigenfunctions of Laplacian with different boundary conditions
in real analytic domains. Specifically, we consider three types of biharmonic Steklov
eigenvalue problems

N%e; =0 in Q, (L
e =Ae, — 2% =0 ondQ, '
A%e; =0 in Q, 12
ekz%—)\%:o on 92 '
and )
AEAZO inQ,
1.3
{%:—%}f*%—)ﬁex:o on 9€2, (1.3)

where Q € R” with n > 2 is a bounded real analytic domain, v is a unit outer nor-
mal, and n is the dimension of the space in the paper. Those eigenvalue problems are
important in biharmonic analysis, inverse problem and the theory of elasticity, see
e.g. [13,22,31]. If we consider the eigenfunctions in (1.1)—(1.3) on the boundary,
they become the eigenfunctions of Neumann-to-Laplacian operator, Neumann-to-
Neumann operator and Dirichlet to Neumann operator, respectively, see [7]. The
bi-Laplace equation arises in numerous problems of structural engineering. It mod-
els the displacements of a thin plate clamped near its boundary, the stresses in an
elastic body, the stream function in creeping flow of a viscous incompressible fluid,
etc. See, e.g. [28]. Other typical bi-Laplace eigenvalue problems include the buckling
eigenvalue problem

AzeA +AAe, =0 inQ,
; 1.4
{ek = % =0 on 02 (1.4
and the clamped-plate eigenvalue problem
Azek = Ae;, in €2,
1.5
{e;\ = % = on 0%2. (1.5

The buckling eigenvalue problem (1.4) describes the critical buckling load of a clamped
plate subjected to a uniform compressive force around its boundary. The clamped-plate
eigenvalue problem (1.5) arises from the vibration of a rigid thin plate with clamped
conditions. For those eigenvalue problems, there exists a sequence of eigenvalues
0 <X <Ay <--- — oo. Eigenfunctions e, changes sign in 2 as X increases.

To find upper bounds of geometric measure of nodal sets of eigenfunctions for
those eigenvalue problems in real analytic domains has been an interesting topic. For
classical eigenfunctions on the smooth compact Riemannian manifold

Ae) + ey =0 on M, (1.6)
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Upper bounds of nodal sets for eigenfunctions...

Yau [38] conjectured that the Hausdorff measure of nodal sets is bounded above and
below as

/A < H' 1({Me; (x) = 0}) < CV/A, 1.7)

where ¢, C depend on the manifold M. For the real analytic manifolds, the conjecture
(1.7) was answered by Donnelly and Fefferman in their seminal paper [10]. A relatively
simpler proof using frequency functions for the upper bound for general second order
elliptic equations was given in [23]. Let us review briefly the recent literature concern-
ing the progress of Yau’s conjecture on nodal sets of classical eigenfunctions (1.6).
For the conjecture (1.7) on the measure of nodal sets on smooth manifolds, there are
important breakthrough made by Logunov and Malinnikova [24,26] and [25] in recent
years. For the upper bounds of nodal sets on two dimensional manifolds, Logunov

and Malinnikova [26] showed that H!({x € M|u(x) =0}) < C )\%_E, which slightly
improve the upper bound C Ad by Donnelly and Fefferman [12] and Dong [9]. For

the upper bounds in higher dimensions n > 3 on smooth manifolds, Logunov in [24]
obtained a polynomial upper bound

H" '({x € Mlu(x) = 0}) < CAP, (1.8)

where 8 > % depends only on the dimension. The polynomial upper bound (1.8)
improves the exponential upper bound derived by Hardt and Simon [18]. For the
lower bound, Logunov [25] completely solved the Yau’s conjecture and obtained the
sharp lower bound as

VA < H' '({x € Mlu(x) = 0}) (1.9)

for smooth manifolds for any dimensions. For n = 2, such sharp lower bound was
obtained earlier by Briining [5]. This sharp lower bound (1.9) improves a polynomial
lower bound obtained early by Colding and Minicozzi [8], Sogge and Zelditch [34].
See also other polynomial lower bounds by different methods, e.g. [19,27,35].

Donnelly and Fefferman [11] also considered the Dirichlet and Neumann eigenvalue
problem on real analytic manifold M with boundary. For the Dirichlet eigenvalue
problem

—Aey = Xe;, in M,
{e)\ =0 on M (1.10)
and Neumann eigenvalue problem
—Aey = Ae;, In M,
de, 1.11
{ daiv” =0 on M, ( )

the sharp lower bounds and upper bounds of the nodal sets as (1.7) were shown in
[11]. Doubling inequalities are crucial in deriving the measure of nodal sets. For the
Dirichlet eigenvalue problem (1.10) or Neumann eigenvalue problem (1.11) of the
Laplacian, one is able to construct a doubling manifold by an odd or even extension of
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eigenfunctions to getrid of the boundary. Then one can derive the doubling inequalities
in the double manifold using Carleman estimates, see [11].

In analogy to the biharmonic Steklov eigenvalue problems, the Steklov eigenvalue
problem for Laplacian is given by

{Aexzo in Q, (1.12)

den
o4 = Ae,  on 9.

The study of nodal sets for Steklov eigenfunctions was initiated in [4]. The sharp
upper bounds of interior nodal sets of eigenfunctions (1.12) on real analytic surface was
shown in [32]. The sharp upper bounds of interior nodal sets for Steklov eigenfunctions
was generalized to any dimensions by Zhu in [46]. The sharp upper bounds of boundary
nodal sets of eigenfunctions (1.12) was obtained by Zelditch in [40]. Interested readers
may also refer to some other literature on the lower bounds or upper bounds of nodal
sets of Steklov eigenfunctions, see e.g. [33,37,42,45], and other related topics in [6,14].
To obtain the upper bounds of nodal sets in [4] and [46], an auxiliary function was
introduced to reduce the Steklov eigenvalue problem (1.12) into an elliptic equation
with Neumann boundary condition. Then one is able to construct the double manifold
by an even extension. The doubling inequalities are derived on the double manifold
using Carleman estimates.

This aforementioned strategy does not seem to be applicable for those bi-Laplace
operators, general eigenvalue problems (1.1)-(1.5), or even Laplace operators with
Robin type boundary conditions involving boundary potential functions, since the
double manifold is not available. Another way to obtain the bounds of nodal sets is to
use analytical continuation of the wave kernel, which is a global method applying the
machinery of Fourier integral operators, see e.g. [36,39]. This approach was adapted
to prove the upper bound of boundary nodal sets of Steklov eigenfunctions in [40]. The
biharmoinc Steklov eigenfunctions in (1.1)—(1.3) can be considered as eigenfunctions
of elliptic pseudo-differential operators on the boundary. It seems that the method
can give the upper bounds of nodal sets of eigenfunction (1.1)—(1.3) in a tubular
neighborhood of the boundary, but may need further analysis in the deep interior away
from the tubular neighborhood. Since the doubling inequalities are local estimates,
we aim to apply the doubling inequalities in the domain including the deep interior.
We adopt a approach to obtain the doubling inequalities in the domain, which is
applicable for general eigenvalue problems. Our strategy works as follows. Combining
a lifting argument and analyticity results, we can do a real analytic continuation for
eigenfunctions in an extended domain and the extended functions have some controlled
growth. By this lifting argument, we hide the dependence of eigenvalues in the analytic
continuation argument so that the extended domain is independent of the eigenvalues.
Furthermore, it provides the growth control of the extended function, See Proposition 1
below for more details. Because of the extension, we do not need to distinguish between
the tubular neighborhood and the deep interior. Relied on the growth control estimates
and Carleman estimates, we are able to provides the doubling inequalities in the domain
including the deep interior. The measure of nodal sets follows from the doubling
inequalities and the complex growth lemma.
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Upper bounds of nodal sets for eigenfunctions...

For those biharmonic Steklov eigenvalue problems (1.1)—(1.3), some polynomial
lower bound estimates for nodal sets of eigenfunctions e; in smooth manifolds in spirit
of [34,37], and [33] was obtained by Chang in [7]. We can show the following results
on the upper bounds of the measure of nodal sets on real analytic domains.

Theorem 1 Let e;, be the eigenfunction in (1.1, (1.2) or (1.3). There exists a positive
constant C depending only on the real analytic domain 2 such that

H" '({x € Qlex(x) = 0}) < Ca. (1.13)

The proof of Theorem 1 sets a model for our approach in obtaining the upper
bounds of nodal sets in real analytic domains. Theorems 2 and 3 follow more or less
the similar strategy. However, some different arguments are used to derive the doubling
inequalities in these theorems. For the bi-Laplace buckling eigenvalue problem, we
can show the following upper bounds.

Theorem 2 Let e, be the eigenfunction in (1.4). There exists a positive constant C
depending only on the real analytic domain 2 such that

H" '({x € Qle; (x) = 0}) < CVA. (1.14)

For the clamped-plate eigenvalue problem, the following upper bounds can be
derived.

Theorem 3 Let e, be the eigenfunction in (1.5). There exists a positive constant C
depending only on the real analytic domain 2 such that

H"'({x € Qles(x) = 0}) < CAd. (1.15)

Note that the different powers of A in Theorems 1-3 basically come from the
rescaling argument. Hence, those are sharp upper bounds for the measure of nodal
sets of eigenfunctions. For the nodal sets of higher order elliptic equations in real
analytic domains, Kukavica [21] showed another way to obtain the upper bounds
of nodal sets of eigenfunctions based on a regularity result by elliptic iterations and
an estimate on zero sets of real-analytic functions due to Donnelly—Fefferman [10]. It
seems that such approach can not work for the biharmonic Steklov eigenvalue problem
(1.1)—(1.3) and bi-Laplace buckling eigenvalue problem (1.4).

The organization of the article is as follows. Section 2 is devoted to the upper bounds
of nodal sets for biharmonic Steklov eigenfunctions (1.1)-(1.3). We first derive the
real analytic continuation for eigenfunctions, then show the doubling inequalities.
The vanishing order of eigenfunctions is obtained as a consequence of the doubling
inequalities. In Sect. 3, we prove the upper bounds of nodal sets for eigenfunctions of
buckling problems (1.4). Section 4 is used to show the upper bounds for nodal sets for
champed-plate problems. The upper bounds of nodal sets for eigenfunctions of higher
order elliptic equations of arbitrary order with Dirichlet and Navier boundary condi-
tions are also shown. The letters C, C;, C;(n, 9€2) denote generic positive constants
that do not depend on ¢, or A, and may vary from line to line. In the paper, since we
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study the asymptotic properties of eigenfunctions, we assume that the eigenvalue A is
large. The approach of the paper for the nodal sets of eigenfunctions can be applied
to real analytic Riemannian manifolds with boundary.

2 Nodal sets of biharmonic Steklov eigenfunctions

This section is devoted to obtaining the upper bounds of nodal sets of biharmonic
Steklov eigenfunctions. We first analytically extend e, into a bigger domain that
includes 2. We apply lifting arguments and the analyticity to do the real analytic
continuation.

Proposition 1 Let e), be the eigenfunction in (1.1), (1.2) or (1.3) in the real aﬁalytic
bounded domain Q2. Then e, can be analytically extended to a bounded domain Q2 O 2
and

leall o) < e llenlliL=@ Q.1
for some C depending only on 0.

Proof Let us first consider the eigenvalue problem (1.1) as an example. Since 2 is a
real analytic domain, by standard regularity theorems for elliptic equations, e; (x) is
real analytic in Q, seee. g. [30] or section 6.6 in [29]. We hope to extend e; across the
boundary 02 analytically. Instead of examining the dependence of A in the extension,
we provide an elementary way to get rid of the eigenvalue A on the boundary and
perform the extension for a new equation without A. We adopt the following lifting
arguments. Let

i(x, 1) = ey (x).
Then the new function #(x, t) satisfies the following equation

A2+ 8,4ﬁ — =0 inQ x (—00,00),

u=Au— g’;’;v =0 on 92 X (—00, 00)

2.2)

forany ¢ € (—oo, 00). To remove the eigenvalue X in the equation, we perform another
lifting argument. Let

u(x,t,s) = e*fi“ﬁ(x, 1)

for any s € (—o00, 00), where i is the imaginary unit. Then u(x, ¢, s) satisfies the
equation

(2.3)

w=Au—LE =0 ondf x (—oo, 00) X (—00, 00).

{ A2+ 0%+ 0% =0 inQ x (—00, 00) x (=00, 00),
dtov
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Upper bounds of nodal sets for eigenfunctions...

Note that the Eq. (2.3) is uniformly elliptic. We apply Fermi coordinates near the
boundary to flatten the boundary 9€2. We can find a small constant p > 0 so that there
exists a map (x', x,) € 92 x [0, p) — € sending (x’, x,) to the endpoint x € Q
with length x,,, which starts at x’ € 9 and is perpendicular to 9€2. Such map is a
local diffeomorphism. Notice that x’ is the geodesic normal coordinates of 32 and
xn, = 01s identified locally as 2. The metric takes the form

n n—1
Z gijdxidx-/ =dx> + Z gl{j(x’,x,,)dxidxj,
i,j=1 i,j=1

where g/ ; (x’, x,) is aRiemannian metric on 32 depending analytically on x,, € [0, p).
In a neighborhood of the boundary, the Laplacian can be written as

n 82 n 3
A= ij () — 2.4
i;g T +;q,<x) T (2.4)

using local coordinates for 02, where gij is the matrix with entries ( gi-/ V<i<j<n—1 =
(g{j)_1 and g™ = 1 and g"F = gk" = 0 for k # n. Moreover, g"/ and ¢, (x) are

real analytic functions because 9€2 is real analytic. For any xo € 92, by rotation and
translation, we may assume xg as the origin. Introduce the ball as

Qr ={(x,1,5) e R"™| |x| < R, |t| < R, |s| < R)
and the half-ball as
Qf = {(x,1,5) e R"™?| |x| < R withx, >0, |t| <R, |s| < R}.

By rescaling, we may consider the function u(x, #, s) locally in the half-ball with
the flatten boundary by Fermi coordinates. Thus, u(x, ¢, s) satisfies

A’u+dtu+0tu=0 inQJ,

_ u + _
u=A~Au— azain =0 on 5 N {x, = 0}.

(2.5)

We can check as in [1] that (2.5) is a uniformly elliptic equation with boundary
conditions satisfying the complementing conditions. Notice also that the Eq. (2.5)
is independent of L. By the analyticity results in [29,30] (section 6.6), the solution
u(x,t,s) is analytic on Q;’ N {x, = 0} with radius of convergence exceeding some
constant § depending only on 2 and n. Thus, u(x, ¢, s) can be analytically extended
to Q5. Moreover, we have

lull oo sy = €, Dlull oo ) (2.6)

Since the boundary 92 is compact and the equation is invariant under the translation
with respect to the variable ¢ and s, applying those arguments in a finite number of
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neighborhoods that cover 92 x [—1, 1] x [—1, 1], we can extend thi: eigenfunction
u(x,t,s)toa neighborhood Q = {(x,t,5) € R"+2| dist(x, 2) < C(n, 0R2), |t] <
1, |s] < 1}. Let Q@ = {(x,1,5) € R"2|x € Q,|t] <2, |s| < 2}. It follows from
(2.6) that

Il oo @y < € 0 ] oo - @7)
By the uniqueness of the analytic continuation, it follows that

Au+0tu+0*tu=0 inQ. (2.8)

From the definition u(x,f,s) = e eVirs e, (x) and the uniqueness of the analytic
continuation again, we have that

Ae; =0 in Q, (2.9)

where § = {x € R"|dist(x, Q) < d} ford < ¢ (n, R2). Furthermore, it is readily
from (2.7) and definition of u that

leall oy < e llenliLe). (2.10)

Therefore, the conclusion (2.1) is achieved for eigenfunctions in (1.1).
For eigenvalue problems (1.2), we adopt the same approach. Let

u(x, 1,5) = eMeVi*e, (x). Q.11
Then u(x, ¢, s) satisfies the equation

APu+dtu+dtu =0 inQ x (—00, 00) x (—00, 0),
92u 2 _ 0
aUZ atov

(2.12)

on 02 X (—00, 00) X (—00, 00).
The Eq. (2.12) is also a uniformly elliptic with boundary conditions satisfying the
complementing conditions. Following the procedure as performed for the eigenvalue
problem (1.1), we can also analytically extend u(x, ¢, s) across the boundary <2 x
[—1, 1] x [—1, 1] and obtain that

A%e, =0 inQ (2.13)
which satisfies the controlled growth

leall ooy < e llerllo)- (2.14)

For the eigenvalue problem (1.3), the same arguments apply as well. Again we
choose

u(x, 1, 8) = eeVi* e, (x). (2.15)
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Upper bounds of nodal sets for eigenfunctions...

Then u(x, ¢, s) satisfies the equation

du _ dAu (2.16)

a3
5 = 5y —|—‘;7§‘=0 on 02 X (—00, 00) X (—00, 00).

{ A%+ 9t +0%u =0 in Q x (—00, 00) X (—00, 00),

Thus, the estimates (2.10) and (2.9) holds for the eigenfunctions in (1.3). This com-
pletes the proof of the Proposition. O

Remark 1 Such real analytic continuation result also holds for a range of eigenvalue
problems with boundary. Obviously, it works for Dirichlet eigenvalue problems (1.10),
Neumann eigenvalue problems (1.11) for Laplacian, and Steklov eigenvalue problems
(1.12). The power Cx of ¢“* in (2.1) is from the rescaling argument. The key ingre-
dients of the proof are the lifting arguments and the analyticity results.

To derive bounds of nodal sets for eigenfunctions, a crucial step is to obtain the
doubling inequality estimates. Such estimates control the growth of eigenfunctions
locally. To obtain the doubling inequalities, three-ball inequalities are used. Next we
establish the three-ball inequality for e;. Then we will establish doubling inequalities
for balls centered at any point in 2. Carleman estimates are efficient tools to obtain
those three-ball inequalities and doubling inequalities. Another popular tool for those
inequalities is the frequency function, see e.g. [15]. Let us introduce some notations.
If not specified, || - || or || - ||z is denoted as the L? norm centered at the ball Bg. Let
¢(x) = —Inr(x)+r€(x) be the weight function, where r (x) = |x —xg| be the distance
to some pointxp € 2and0 < € < 1 is some small number. Such weight function ¢ (x)
was introduced by Hormander in [20]. The following quantitative Carleman estimates
were established in [44] for bi-Laplace operators.

Lemma 1 There exist positive constants Ry and C, such that, for any xo € 2, any
smooth function f € CSO(IBRO(xo)\B,s(xo)) with) < 8§ < Ry < land t > C, one
has

Cllrte™ A2 £ = T 1rée™ fl + 282 r 2™ £ (2.17)

Thanks to the Carleman estimates (2.17), for ¢, (x) in (2.9), it is standard to establish
the three-ball inequality

B 1-B
”e)n ”LZ(]BZR(xO)) S C”e)n ”Lz(]BR()C())) ”e)» ”Lz(]B}R()C())) (218)
for0 < R < Rp, x0 € Qand 0 < B < 1. We may choose Ry < %. Recall that
d = dist(2, 92). Standard elliptic estimates imply the L°° norm three-ball inequality.

We still write it as

1—
leall Lo @ar o) < CllenllF oo xon €21 wkE, e ron)- (2.19)

Similar arguments have also been carried out in Lemma 4. Interested readers may refer
to Lemma 4 in the paper or [44] for details of the argument.
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For any x € 2, we will derive the estimate

llexllLoe @y = e_C(R)kHeAHLoc(Q), (2.20)

where C(R) is a positive constant depending on R. The estimate (2.20) is a quantitative
result for the norm of e, in any ball in € centered at some point in €. We shall show
(2.20) by iteration of the three-ball inequality. Let |e; (X)| = sup,.q lex(x)|. We do
a propagation of smallness using the three-ball inequality (2.19) to get to X from X.
Applying the three ball inequality (2.19) at x and (2.1) in Proposition 1, we have

C(1-p)r

1—
”e)n”Loo(]BzR(f)) =e ||e}t||§OO(]BR()2))”6)\.”LOC/S(Q)' (2.21)

Without loss of generality, let us normalize ||e) || =) = 1. Then
leall oo @aren < €M lenloogs - (2.22)

Choose x; € Bg(x) such that Bg(x1) C Bog(x), it follows that

Ca
”e)»”LOO(]BR(X])) <e ”e)»”goo(BR(i))' (223)
The application of the three-ball inequality (2.19) at x| yields that
2
”6)\ ”LOO(IBZR(xl)) < eCA ”e)» ”ioo(ER(})) (224)

Fix such R, we choose a sequence of balls Bg(x;) centered at x; such that x; ;| €
Bgr(x;) and Br(xi+1) C Bagr(x;). After finitely many of steps, we could get to the
point X where e, (X) = 1, that is, X, x1, ..., X, = X. The number of m depends on R
and diam(2). Repeating the three-ball inequality (2.19) at those x;,i = 2,3, ..., m,
we arrive atnewpage

llexllLoe@gxn)) < €CA||€A||§m(ER(;C))- (2.25)

Since 0 < B < 1, we obtain that

_ch
leallLe@ry =€ " lleallLe()
> e “MH eyl L. (2.26)

Thus, the estimate (2.20) is verified because of (2.1). By rescaling, it also holds that
lexll Lo , iy = € P llenll ooy (2.27)
12
forany x € Qand 0 < R < Ry.
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Upper bounds of nodal sets for eigenfunctions...

Define the annulus Ag,, g, (xp) := {x € R*|R; < |x —x9| < R}. Forany x¢ € €,
there exist some point X such that B & x)CA LT (x0). Therefore, (2.27) also implies
that

el > e O el oo - (2.28)
LOO(AE Q(xo)) L%
203
Now we derive the quantitative doubling inequalities from Carleman estimates
(2.17), the estimates (2.20) and (2.28). See e.g. [2] for some qualitative doubling
inequalities for solutions of elliptic systems.

Proposition 2 Let e be the eigenfunctionin (1.1), (1.2) or (1.3). There exists a positive
constant C depending only on the real analytic domain 2 such that

€31l oo Bay (ro)) < €S el Loo (B, xo)) (2.29)

NI

forany xg € Qand0 < r <

Proof Letus fix R = %, where Ry is the one in the three-ball inequality (2.19). Let
0<6< % be arbitrarily small. Let r(x) = |x — x|. We introduce a smooth cut-off
function 0 < ¢ < 1 as follows,

e Y(r)=0ifr(x) <dorr(x) > 2R,

o Y(r)=1if £ <r(x) <R,

o |[V¥Y| < 5% ifd <r(x) < %,

o VY| <Cif R <r(x) <2R.

We apply the Carleman estimates (2.17) to obtain the doubling inequalities. Replac-
ing f by ¥e, and substituting it into (2.17) yields that

Cllreet el + 287 Ir 2™ el < Clir*e™ (A%, Ylesl,
where we have used the Eq. (2.9) and [Az, Y] is a third order differential operator
on e; which involves the derivative of 1. From the properties of ¥ and the fact that

T > 1, we have that

Ir<e™esll & 2n + lle™enll 2 45

= C (e el y + leerlr.ar)

3 3
+C [ Do 1 e Ve s 3w+ Y Ire Ve lirar | |
=1 =1
where the norm || - || g, r, = II - ||L2(AR1 RZ).Using the fact that the weight function ¢ is

radial and decreasing, we could take the exponential function e*® out in these terms.
We arrive at
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2R
e Sllesll g 2 + e llerllzs 45

< C (e Dlerlly g+ ®le e lr )

3 3
¢ (5) ot 7 #(R) Jo| 7o
+C @ Y IV ey 3 + R 1KV Rk

ee|=1 lae|=1

The use of Caccioppoli type inequality for biharmonic equations implies that

2R
B )nexng% +e" ey 13 45 < CPlenllos + e Pl esllzr).
(2.30)

See the Caccioppoli type inequality in (3.19) below or Lemma 1 in [46]. Adding
eTP@) e, || 3 to both sides of last inequality, we get that

2R
e el 2x + e erllas < CPlerllas +e*Plleesllsp).  (2.31)
We want to incorporate the second term in the right hand side of the last inequality
into the left hand side. To this end, we choose t such that

1 2R
Ce™ e 13r < ze"”( ’ )Ile;\llg 2.

That is, at least

1 2
r> i 2Clerllsr (2.32)

T () —o®)  leills

For such 7, we obtain that

2R
) ek 2 + e ey 45 < Ce™O ey s (2.33)

3

SIES

To apply the Carleman estimates (2.17), the assumption that ¢ > C for some C
independent of A is needed. In addition to the assumption (2.32), we select

1 | 2C|lexll3r

=C+ :
U@ e Tl
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Upper bounds of nodal sets for eigenfunctions...

Dropping the first term in (2.33) gives that

1 2Cles 3k
c c | 5) — p(45
lexllas < eXp{( * “||eA||§,z3R>("’() o ))}Ilexllza
C
<cMABR )y s, (2.34)
llexllz 2z

where we have used the fact that
B <¢ <T> —¢(R) < Bi,
Byl < ¢8) —p(48) < B

for some positive constants 81 and 8 that do not depend on R or §. Since B3 g (xg) C Q,
it follows from (2.28) that

e
llell3r < O
llexllz 2
2°°3

Thanks to the last inequality and (2.34), since R is fixed, we derive that
leallas < e“Hllerllas (2.35)

for some C depending only on 2. Let § = 5. The doubling inequality

lexllar < e el (2.36)

follows for r < %. If % <r< %, using (2.20), we can show that

leallor = llexllx
C(R)A
> eCP®rie; llq,

> e eallr. (2.37)
Together with (2.36) and (2.37), we derive that
lexllar < e lexll, (2.38)

forany 0 < r < % and xo € Q, where C only depends on the 2. By standard elliptic
estimates, the L° norm of doubling inequalities follows. O

An easy consequence of the doubling inequality (2.29) is a vanishing order estimate
for eigenfunctions e, in 2.
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Corollary 1 Let e), be the eigenfunction in (1.1), (1.2) or (1.3). Then the vanishing
order of solution e in Q2 is everywhere less than CX, where C depends only on the
real analytic domain Q.

Proof The proof of the Corollary follows from the arguments in Corollary 1 in [45].
For the completeness of the presentation, we present the proof. We may assume that
llesll () = 1. Hence there exists some point x such that ||e || =) = |ex(X)| = 1.
For any point xgp € € and any r > 0, we iterate the doubling inequality (2.29) 7 times
so that

2 <d (2.39)
and
lleallLoo®, (xo)) = e_C'A'Alle)\IILOC(]BZ,;r(xO))- (2.40)

Note that B, , (xo) C Qandd depends only on €2. Next we choose x] € 8196(2,; —1yr(x0)
at x1. It holds that

lles ]l Lo o) = llenllLoe, (x1))- (2.41)

@ —1yr

We also iterate the doubling inequality (2.29) 7 times. Thus,

lleallLoom, ) = e_C"A||€A||L°°(IBZﬁr(x1))~ (2.42)

After a finite number of steps, e.g. m steps, we can arrive at x. Thatis, X € By, (xp—1).
We also have

m2"r < diam(Q). (2.43)

Because of (2.39), we may choose m = w. From the m steps of iterations as
(2.40), (2.41), and (2.42), we obtain that

—Chmii
lexllzo®, xon = e " lleall LB, (vn-1))

2 diam(£2) d
> e—C)Lf log, 5-

> (Cr)¢*, (2.44)

where C depends on 2. Hence the estimate (2.44) implies that the vanishing order of
solution at x¢ is less than CA. Since x¢ is an arbitrary point, we get such vanishing
rate of e, at every point in €2. O

Thanks to the doubling inequality (2.29), we are able to show the upper bounds of
the nodal sets for eigenfunctions in (1.1), (1.2) or (1.3). We need a lemma concerning
the growth of a complex analytic function with the number of zeros, see e.g. Lemma
2.3.2in [17].
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Lemma 2 Suppose f : B1(0) C C — C is an analytic function satisfying

fO) =1 and sup |f| <2
B1(0)

for some positive constant N. Then for any r € (0, 1), there holds
Hz e B, (0): f(z) =0} <cN

where ¢ depends on r. Especially, for r = % there holds
Hz e Bip0): f(2) =0} = N.

The idea to derive upper bounds of the measure of nodal sets in the real analytic
setting using doubling inequalities and the complex growth lemma is kind of standard,
see e.g. the pioneering work [10,23] and [17].

Proof of Theorem 1 For any point p € Q, applying elliptic estimates for eigenfunctions
in (2.9) in a small ball B, (p) C 2 yields that

DO{
‘—ex(p) < C{alr_la‘HeAHLoo, (2.45)

o!

where C1 > 1 depends on 2. We may consider the point p as the origin. Summing
up a geometric series implies that we can extend e; (x) to be a holomorphic function
e, (z) with z € C". Furthermore, it holds that

sup |ex(z)| < Ca sup le; (x)] (2.46)

21 s lxl=r
with Cp > 1.

With aid of the doubling inequality (2.29) and rescaling arguments, we can achieve

that
sup e, (2)| < e* sup |e; (x)] (2.47)
lzl=2r lx|<r

for 0 < r < rp with rp depending on €2 and C independent of A and r.

We make use of Lemma 2 and the inequality (2.47) to obtain the upper bounds
of nodal sets for ¢, (x). By rescaling and translation, we argue on scales of order
one. Let p € By 4 be the point where the maximum of |ey| in B4 is achieved.
For each direction w € S"7!, let e, (z) = ey (p + zw) in z € B1(0) C C. Denote
N(w) = #H{z € B12(0) C Cle,(z) = 0}. With aid of the doubling property (2.47) and
the Lemma 2, we have that

#{x € B1/2(p)|x — pis parallel to w and e; (x) = 0}
< #{z € B1,2(0) C Cley(z) = 0}
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= N(w)
<Ch. (2.48)

Thanks to the integral geometry estimates, we obtain that

H" '{x € Bip(p)len(x) = 0} < c(n) fS  N@do

< / Crdw
sn—1
= Ch. (2.49)

That is,
H" Yx e By/4(0)|ex(x) =0} < Ca. (2.50)
Since Q is compact, covering the domain € using finitely many of balls gives that
H" 'x € Qlex(x) =0} < Ca. (2.51)

Thus, we arrive at the conclusion in Theorem 1. O

3 Nodal sets of eigenfunctions for buckling problems

In this section, we aim to obtain the upper bounds of nodal sets of eigenfunctions for
the buckling eigenvalue problem (1.4). First of all, we need to analytically extend e
across the boundary 9€2. The same arguments as the proof of Proposition 1 follow. We

perform a lifting argument as i (x, t) = eﬁte,\ (x). Then u(x, t) satisfies the equation

A0+ 32Ai =0 inQ x (—o0, 00), 3.1
ﬁ:g—ﬁ:o on 92 x (—o0, 00). ’
Furthermore, let
u(x,t,s) = eiﬁ‘sﬁ(x, 1).
We have
APu+32Au+dtu +3tu =0 inQ x (—o00, 00) x (—00, 00), (32)
uzg_l{:() on 9Q x (—o0, 00) X (—00, 00). '

Using the elliptic estimates in [29] and [30], we can extend the eigenfunction u (x, 1)
across the boundary 92 x [—1, 1] x [—1, 1] satisfying

Au+02Au+3tu+0tu=0 inQx[—1, 1]x[1, 1] (3.3)
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with
Nl oo @1, 11x=1, 11 = CllullLo@xi-2, 21x[-2, 2D). (3.4)

where Q = {x € R"|dist(x, 2) < d} and C depends only on 2. The uniqueness of
the analytic continuation yields that

A%e; + AAe, =0 in Q. (3.5)
Thus, the growth of e, can be controlled as

leall ooy < €V llerllo - (3.6)

Next we need to show three-ball inequalities, and then doubling inequalities for e,
in (3.5) for any point xo € 2. To this end, we will establish the quantitative Carleman
estimates for the operators in (3.5). The following quantitative Carleman estimates hold
for Laplace eigenvalue problems, see e.g. [3,10] and [41]. Let ¢ = —Inr(x) + r€(x)
for some small constant 0 < € < 1. There exist positive constants Ry and C, such
that, for any f € CJ°(Bg,(x0)\Bs(x0)) and T > C(1 + \/[|V(x)l|c1), one has

CllF2e™ (A + V) FIl = T2 Ir2e™ fl + 8]r e £
I as Paavad ) (3.7)

See corollary 2.2 in [3] for (3.7). We iterate (3.7) to derive the quantitative Carleman
estimates for the operator in (3.5) as follows.

Lemma 3 There exist positive constants Ry and C, such that, for any xo € 2, any
f € CPBRy(x0)\Bs (x0)) with0 < § < Ry < % < 1,andt > C(1++/%), one has

Clrte™ (A f + 280 = T lr<e™ fll + 6% [r 2™ £ (3.8)
Proof The definition of the weight function ¢ = —Inr + r€ gives that
r4er¢ — r2€(r—2)¢82r€ )

Since 0 < r < Ry < 1,then 1 < ¥ < €2, It follows from (3.7) that, for T >

C(1+ V),
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Clr2e ™22 (A + VAT
T2 rEe DA (3.9)

Cllr*e™® (A + VA TF

v

v

Elementary calculations show that

r2eT 29 = y2Ttp5 o=
= 12D e (3.10)
It follows that

r2e™ 2| > Cr2e™—2)9
Thanks to (3.7) again, we obtain that
Ir2eT22Af) > Cllr2e DA S
> Cr1|rie ™ Do f)
> Cr1lree™ £, (3.11)

where the following estimate is used

€ € _je

e 2% =r2e -1

>rie
Together with the inequalities (3.9) and (3.11), we arrive at
Irte™® (A + A fl = CT|Ir¢e™ £ (3.12)
Applying the similar argument as the way in showing (3.12), we can derive that
e (A +MAf] > CT28%(|r2e™ £ (3.13)
In view of (3.12) and (3.13), we obtain the desired estimates
Clirte™® (A f + 28I = P Nrce™ £l + 282 [r e £1. (3.14)

O

As the arguments in Sect. 2, the three-ball inequalities are important tools in char-
acterizing the growth of eigenfunctions. We employ Carleman estimates (3.8) to show
the three-ball inequalities for the solution e, in (3.5).

Lemma4 There exist positive constants Ro, C and 0 < B < 1 such that, for any
R < % and any xo € 2, the solutions e;_of (3.5) satisfy

CV/ B 1-p
lewlBarco) < €V lexll oo el - (3.15)
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Proof We introduce a smooth cut-off function 0 < ¥ (r) < 1 satisfying the following
properties:

o Y(r)=0 if r(x) < % or r(x) > STR,

o Y(r)=1 'f B <r(x) < 2K,

o [ViY| < Rm

for R < & Since the function ¥ u is supported in the annulus A r 3R applying the
)

Carelman estlmates (3.8) with f = yre;, we derive that

lleerllan ox < Clirte™ (8% (Yes) + 1A Wen))|
= Cllirte™® (A%, Yl + rove, +22VY Ve, (3.16)
where we have used the Eq. (3.5). Note that [A2, Y] is a third order differential
operator on ¢, involving the derivative of /. By the properties of ¥, we get that
le™enllse o < O (Jleenlls, sx + leerllog sz )
47 4% 472

3 3
+C Z ||r'°“ef¢v"‘ex||§ 3 + Z “rla\eﬂpvaq”¥ *

la|=1 loe|=1

+C (Ire™Verll 5 ax + r2e™ Vesllor sz )
Since the weight function ¢ is radial and decreasing, we obtain that

£ 9R
< Ch (ew(“)llexl\g e el )nqn% f)

( o(%) Z IV erllx s + o) Z 11V ex o SR)

lor|=1 =1

le™esllar or
T4

9R

R
+C ( (?)nﬁwxng,% + e’¢(7>||r3vm|9%,¥) : (3.17)

For the higher order elliptic equations
APu A+ rbu =0, (3.18)

the following Caccioppoli type inequality holds

3
DIV sk, ek < COA D lutllesr, i (3.19)
|a]=0

for all positive constants 0 < ¢4 < ¢3 < ¢2 < c¢1 < 1. See e.g. Lemma 1 in [43] for
such quantitative Caccioppoli type inequality. It follows from (3.19) that

I Vel sr < CaZllerlir
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and
”rlalvaeAHQTR’% < CX%|lexllsr

forall | < |a| <3 and A > 1. Thus, the estimate (3.17) yields that
R 9R
lexllyp o = CAH (e @O(H)0CR) gy g (0 (F)-0CR) g, )

We choose parameters
1 R
Br=0 (Z) —¢(R),
9R
Br=¢QR) — ¢ (T) :

From the definition of the weight function ¢, it holds that

0<pr'<Bh<pr and 0<pp<pz<p,

(3.20)

where 81 and B, independent of R. Adding |le, || 3R to both sides of the inequality

(3.20) leads that
lexllar < CA*(e™ llerllr + e lerllsr)-

(3.21)

To incorporate the second term in the right hand side of the last inequality into the left

hand side, we choose 1 such that
4,-1h2 1
Cre™"|enllsr < §||€A||2R~

The inequality (3.22) holds if

. 2C)* e llsr
n —_—

1
> —
B2 llexllar

Thus, for such 7, we obtain that
lesllzr < CA*e™tles|.
Since T > C+/A is needed to apply the Carleman estimates (3.8), we select

1. 2024
= CVi 4 1 22 Nerllsr
B2 llexll2r

Substituting such 7 in (3.23) gives that

ﬂz/;rﬁl Ji gil
CV/A
leall,g> < e"¥"llenllsgllenlr
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B2

Raising the exponent Bt B

to both sides of the last inequality yields that

A1 B2
CVA B1+B B1tB
llexllor < e f||€k||3,1g leallg (3.25)

Set g = ;91/12;‘32' Then 0 < B < 1. We arrive at the three-ball inequality in the lemma.
O

Using the three-ball inequality (3.15) and growth of e, estimates (3.6), following
the proof of (2.28) in Sect. 2, we can show an analogous estimate

les.| > e O g o (3.26)

L°°<Ag Q(%))
23

Following the argument in the proof of Proposition 2 and applying the Carleman
estimates in (3.8) for eigenfunctions in (3.5), we are able to derive the following
doubling inequalities

llex |l Loo By, (xg)) =< ecﬁllexlle(B,(xo)) (3.27)

forany xg € Qand0 < r < %. By Corollary 1, the doubling inequality (3.27) readily

implies that the vanishing order of e, is everywhere less than C+/A in €.
The proof of Theorem 2 is derived using the doubling inequalities (3.27) and
Lemma 2 as the arguments in Theorem 1.

Proof of Theorem 2 For any point (p, 0, 0) € Q x [—%, %] X [—%, %], applying elliptic
estimates foru(x, ¢, s) in (3.3)inasmall ball B, (p) x [—r, r]x[—r,r] C Qx[—1, 1x
[—1, 1], we have

o
‘w < el o, (3.28)

o!

where DY is the |a|-order partial derivatives with respect to x and C3 > 1 depends on
Q2. By translation, we consider the point p as the origin. From the definition of u, we
obtain that

< P e | o, ) (3.29)

D%e, (0)
o!

Thus, e, (x) can be extended to be a holomorphic function e) (z) with z € C" by
summing up a geometric series to have

VA sup e ()] (3.30)

[x|=r

sup ex(z)] < e

g
2= 2y

for C4 > 1. Taking advantage of the doubling inequality (3.27), from rescaling argu-
ments, we arrive at

sup [ex(2)] < eSV* sup Jex(x))] (3.31)

lz|=<2r lx|=<r
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for 0 < r < rg with rg depending on €2 and C independent of r and X.

We combine Lemma 2 and the estimates (3.31) to obtain the measure of nodal sets.
By rescaling and translation, we argue on scales of order one. Let p € By/4 be the
maximum of |e;| in By /4. For each direction w € "1 let e (z) = exn(p + zw) in
z € B1(0) C C. Recall that N(w) = #{z € B1,2(0) C Cle,(z) = 0}. Applying the
doubling property (3.31) and the Lemma 2, we have that

#{x € B1,2(p)|x — pis parallel to w and e; (x) = 0}
< t{z € B1,2(0) C Clew(z) = 0}
= N(w)
< CV (3.32)

From the integral geometry estimates, we can show that

H M € Bip(llen(n) =01 < e [ New)do

< /S  CVido
= CVx. (3.33)
Hence, it follows that
H'" Yx e By/4(0)|ex(x) =0} < CVx. (3.34)

Covering the domain £ using a finite number of balls yields that
H" Yx € Qlex(x) = 0} < CV/A. (3.35)

Therefore, the proof in Theorem 2 is completed. O

4 Nodal sets of eigenfunctions for champed-plate problems

We are also interested in the upper bounds of nodal sets for the eigenvalue problem

4.1

3ﬁ=q=0 on 092,

{ Ale; = re;  in 9,
v

which is the bi-Laplace eigenvalue problem with Dirichlet boundary conditions. As
before, we aim to extend e, across the boundary d€2 analytically. We adopt the lifting
argument. Let

ulx,t) = e“ﬁ”'ek(x). “4.2)
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It follows that

W — =0 on 92 x (—o0, —00). @3

{ Au+dtu=0 inQx (—o00, —00),
v

Following the arguments in Proposition 1, we can extend u(x, ¢) analytically across
the boundary 02 x [—1, 1]. Thus, u(x, t) satisfies

Au+0tu=0 inQx[—1, 1] (4.4)
with
Nl oo @1, 17y < Cllulloo@x—2, 21, (4.5)

where © = {x € R"|dist(x, ) < d}forsomed > 0dependson d$2. The uniqueness
of the analytic continuation gives that

A%e; = he; in Q. (4.6)

From the definition of u(x, ¢), we will have the growth control estimates

1
leall oo < € llenllo@), .7

Next we need to establish some quantitative Carleman estimates to obtain doubling
inequalities. The bi-Laplace operator with eigenvalues can be decomposed as

AZ — )= (A= V(A + V), (4.8)

As the proof of Lemma 3, we iterate the quantitative Carleman estimates (3.7) using
the decomposition (4.8). There exist Ry and C as in Lemma 3 such that

Cllr*e™ (A2 f — A f)]l = T3 Ir2e™ 29 (Aa — Va) £ + 78] e 2 (A — V) £
> Ore™ fll + 282 et f | (4.9)

forany f € C3°(Bg,(x0)\Bs(xo)) and T > C(1 + )L%) with ¢ = —Inr(x) 4+ r€(x).
By Carleman estimates (4.9) and the arguments in Lemma 4, we can show the
following three-ball inequality

1
A .
S Y [ b (4.10)

leall L2Bopxo)) < € LZ(BR(xo))He}‘”Lz(IB_gR(xo))'

By standard elliptic estimates, we have the L°°-norm three-ball inequality

1
Cr% B 1-p
”e)»”LOO(]BzR(xo)) <e ”e)‘”LOO(IBR(xo))||e)‘”L°°(IB3R(x0))' (411)
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Following the arguments of (2.28) in Sect. 2 by applying the three-ball inequalities
(4.11) finite times and (4.7), we obtain that

1
< ,—C(R)14 e
i) Z€ lexll oo @)- (4.12)

P
3

%

From the Carleman estimates (4.9), (4.12), and the arguments in Proposition 2, we
are able to derive the doubling inequality

1
(ki
||€A||Lm(32r(x0)) <e ||€A||LOO(B'_(XO)) (4.13)

forany 0 < r < %’andxo € Q.
As in the proof of Theorem 1, we prove the upper bounds of nodal sets for eigen-
functions in (4.1) using doubling inequalities (4.13) and the complex growth Lemma 2.

Proof of Theorem 3 For any point (p, 0,0) €  x [—%, %], the elliptic estimates for
u(x,t)in (4.4) in a small ball B, (p) x (—r,r) C Q2 x [—1, 1] gives that

‘Dﬁ?u(p,m

| < Yl o, (4.14)
[0

where C5 > 1 depends on 2. We may consider the point p as the origin as well. The
definition of u(x, t) yields that

D%e;(0) _ |
‘T < e e | oo, . (4.15)

Thanks to (4.14), we can sum up a geometric series to extend e; (x) to be aholomorphic
function e, (z) with z € C". Then we have

1
sup lex(z)] < e sup |e; (x)] (4.16)

r <
I21= 7c5 lx|<r

with Cg > 1. Thanks to the doubling inequality (4.13), from rescaling arguments, it
holds that |
sup [ex(2)] < e sup fe; (x)] (4.17)

lzl=<2r lx|=<r

forany 0 < r < ro with ro depending on €2 and C independent of r and A.

Next we provide the proof of the upper bounds of nodal sets for e, . By rescaling
and translation, we argue on scales of order one. Let p € By/4 be the point where
the maximum of |e; | in By /4 is achieved. For each direction w € S et en(z) =
e,(p+zw)inz € B1(0) C C. The doubling inequality (4.17) and Lemma 2 yield that
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f{x € Bij2(p) | x — pis parallel to w and e (x) = 0}
< #H{z € B1,2(0) C Cley(z) = 0}
= N(w)
< At (4.18)

With aid of the integral geometry estimates, we derive that

H" Y{x € Bija(p)ler(x) = 0} < c(n) /5”_1 N(w)dw

< f C)»% dw
Sn—l
— a1, (4.19)
which implies that
H" Yx e Bi/4(0)]exn(x) =0} < Cat. (4.20)

Covering the domain € using finitely many of balls leads to

1

H" Yx € Qles(x) = 0} < CAR. 4.21)

This completes the conclusion in Theorem 3. O

For eigenvalue problems of higher order elliptic equations of general orders, two
types of boundary conditions are commonly studied. There are higher order elliptic
equations with Dirichlet boundary conditions

(=L)"e) = he;, in ,
"= m- 4.22
{ %vmlfel)\ = aaumzfez)L == = 0 on BQ ( )
and higher order elliptic equation with Navier boundary conditions
(=L)"e;. = ey in Q,
{ Amile)\ = Amfze)\ =...=¢, =0 ondQ (4.23)

for any integer m > 2. The approach in the proof of Theorem 3 is also applied for
both (4) and (4.23). We can obtain the following upper bounds of nodal sets.

Corollary 2 Let e), be the eigenfunction in (4) or (4.23). There exists a positive constant
C depending only on the real analytic domain Q2 such that

H" ' ({x € Qes (x) = 0}) < CAmn. (4.24)
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Proof We only sketch the main ideas of the proof, since the arguments are quite similar
to the proof of Theorem 3. We first consider the eigenvalue problem (4). To do the
analytic continuation across the boundary 92, we perform the lifting argument for e,
in (4) as

Then u(x, t) satisfies the equation

(4.25)

am—]u am—2u
gym—1 T gym=2

(=2)"u(x,t) + (—1)ma,2mu(x, t)=0 inQ x (—00, 00),
=...=u=0 on 92 X (—o0, 00).

Following the arguments in Proposition 1, the elliptic estimates will allow the
analytic continuation of u(x, t) across the boundary €2 x [—1, 1]. Then we have

(=2)"u + (—1)’"8,2’"u =0 inQx[—I, 1]. (4.26)
We are also able to derive the equation
(—A)"e; = hes in Q 4.27)

and have the growth estimates

1
leall o) < €™ lleallLe (- (4.28)

Next step is to obtain the doubling inequalities. We adapt the quantitative Carleman
estimates (3.7) for the higher order elliptic operator (—A)™ — A. By fundamental
theorem of algebra, the higher order elliptic operator can be decomposed as

(—A)" — % = rﬁ (—A - A%ezkn’%”) . (4.29)

k=0

We iterate the Carleman estimates (3.7) m times as Lemma 3. It follows that

em

ClF2me™ (—a)" — M fIl = T2 [r T e™ fll + 8™ [r e™ £ (4.30)

forany f € C(‘)X’ (Bry(x0)\Bs(xp)) and T > C(1 + Aﬁ). Following the arguments in
Proposition 2, we make use of growth estimates (4.28) and Carleman estimates (4.30)
to establish the doubling inequalities

1
llell Lo Bar (xoy < €47 lleall Lo B, (xo)) 4.31)
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forany xo € Qand0 < r < %. As in the proof of Theorem 3, the doubling inequality
(4.31) and complex growth lemma imply the measure of nodal sets of eigenfunctions
in (4). Thus, we can obtain the desired estimates

H' '{x € Qle; (x) = 0} < CAn. (4.32)

The same approach can also be applied for the eigenvalue problem (4.23) with the

exactly same upper bounds of nodal sets in (4.32). Thus, the corollary is completed. O
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