
Collaborative Trajectory Optimization for
Outage-aware Cellular-Enabled UAVs
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Abstract—Cellular-enabled unmanned aerial vehicles (UAVs)
require almost continuous cellular network connectivity to fulfill
their missions successfully. However, the area (e.g., rural) they
fly over may have partial coverage, making the path planning
of such UAV missions a challenging task. Recently a tolerable
outage duration is taken into account for such UAVs, and the
trajectory optimization under this outage duration is studied.
However, these existing studies consider only a single UAV and
focus on optimization of each UAV’s own path separately even
in multi-UAV scenarios. In this paper, we study the trajectory
optimization problem for cellular-enabled UAVs by taking into
account the collaboration among UAVs. That is, for a given set of
UAVs, each with a mission to fly from a starting point to an ending
point, we aim to optimize the total mission completion time for all
UAVs such that none of them has a connection outage more than
a threshold. We let UAVs collaborate and provide connectivity as
relays to each other to solve their outage problem and shorten
their trajectories. We first model and solve this problem using
nonlinear programming after discretization of the problem. Since
it takes longer to solve the problem with such an approach, we
then provide a graph-based approximate solution that runs fast.
Numerical results show that the proposed approximate solution
provides close to optimal results and performs better than state-
of-the-art solutions that consider each UAV separately without
collaboration among UAVs.

Index Terms—UAV, trajectory optimization, cellular network.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have recently been uti-
lized in many different applications such as surveillance and
communication [1]. In order to benefit from UAVs truly in
practice, however, it is significant to make sure that UAVs have
secure, reliable and low-latency communication links with
the ground control stations for their command and control.
However, current products in the market today rely on direct
Line-of-Sight (LoS) communication with their pilots in the
ground over nonlicensed spectrum. Thus, a new approach [2]
that aims to control UAVs through cellular connection has been
considered in order to enhance the performance of UAV based
systems. In such a scenario with cellular-enabled UAVs [3],
the ground base stations (GBSs) provide connection to UAVs
so that they can communicate with their pilots on the ground
as well as with other UAVs.
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Fig. 1: An example scenario with 5 GBSs and 2 UAVs, where
each UAV needs to travel from a starting location (e.g., L1

S)
to a final destination point (e.g., L1

F). The UAV 1 can shorten
its path by the help of UAV 2 as shown with dashed lines.

When the UAVs are used in rural areas, however, the cellular
coverage that can provide the desired throughput between
the UAVs and the GBSs may not be sufficient due to the
smaller number of GBSs in the area. Thus, in some recent
studies [4]–[7] a threshold on the outage (i.e., not having a
cellular connection with required throughput) of these UAVs
has been introduced and finding the best path for UAVs
without exceeding this threshold has been studied. However,
these studies optimize each UAV’s path separately without
considering their collaboration to maintain connectivity.

An example scenario is illustrated in Fig. 1, with five GBSs
and two UAVs. The mission for each UAV is to fly from a
start location to a final location without having more than a
given cellular outage duration (which can be determined based
on application requirements such as the frequency of control
and command messages needed for the UAVs) continuously.
The solid lines show the optimal trajectory of UAVs if they
do not benefit from one another, while the dashed lines show
the paths of UAVs when they help each other to maintain
their connectivity at the desired level. Between points X and
Y the first UAV connects to GBSs over the second UAV in
a multi-hop fashion. Note that the second UAV changes its
trajectory slightly in order to provide that support. Overall, the
mission completion time for all UAVs decreases compared to
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the previous case with solid lines. Our goal in this paper is to
consider such collaboration between UAVs in order to first let
UAVs find a feasible path and then reduce their path lengths
if possible as in the case of dashed lines.

The rest of the paper is organized as follows. We discuss
the related work in Section II. In Section III, we provide the
system model and provide the problem statement. As this
problem is difficult to solve optimally, in Section IV, we
present a graph-based approximate solution through several
steps. In Section V, we provide numerical results regarding
the performance of proposed solutions and a state-of-the-art
solution that does not consider collaboration between UAVs.
Finally, we conclude and discuss future work in Section VI.

II. RELATED WORK

Cellular-enabled UAVs act as user equipments and are
served by the GBSs to fulfill their mission. Thus, their con-
nectivity is critical for completing their mission successfully.
There are several studies performed recently looking at differ-
ent issues for such cellular-enabled UAV networks including
interference management [8], power control [9], and trajectory
optimization [3], [10], [11] by considering several constraints
such as privacy [12], and fading effects [6].

Due to the limited flight time of UAVs, the minimization of
mission completion time has been one of the main problems
studied. Moreover, it is also studied jointly with some other ob-
jectives. For example, in [13], the authors investigated the joint
UAV trajectory and user scheduling to maximize the minimum
downlink throughput of terrestrial users. UAV trajectories and
transmit power are jointly optimized with the objective of
maximizing the minimum average rate among all users. To
overcome the non-convexity optimization, the authors consider
coordinate descent and decrease the computation complexity
with successive convex optimization techniques.

Recent studies [4]–[7] introduced the outage constraint into
the path optimization problem and different solutions have
been proposed. In [4] a dynamic programming-based solution
is studied to obtain approximate paths within polynomial time.
In [5], [7], a graph-based approach is considered and through
the usage of shortest path algorithms approximate paths for
the UAVs are found. In [6], the fading effect is also taken
into account to provide realistic results. However, all these
studies consider only a single UAV based optimization in
this outage-aware cellular-enabled UAV path problem. As it
is shown in Fig. 1, in missions with multiple UAVs this
approach however misses the collaboration opportunity among
UAVs and calculates each UAV’s path separately based on the
coverage by GBSs. In this paper, we extend these efforts and
study this problem considering the collaboration of UAVs.

Note that the problem studied here is different than the lit-
erature that study multi-hop relaying [14]–[16]. These studies
indeed aim to reduce the latency of data (that is sent from
ground users or sensors to GBSs) transmission through mul-
tiple hops. On the other hand, we consider path optimization
of UAVs in a collaborative manner such that they help each
other for their cellular connectivity.

Notations Description
U , G The set of UAVs and GBSs, respectively.
n, k Number of UAVs and GBSs, respectively.
Lu
S , Lu

F Start and final location of UAV u, respectively.
xu(t), yu(t) Location of UAV u in timeslot t.
cu(t) Connectivity of UAV u at time t. It is equal to 1

if UAV u can communicate to a GBS directly or
over another UAV at timeslot t; otherwise it is 0.

RG Max distance/range for a GBS-UAV link to main-
tain required SNR level.

RU Max distance/range for a UAV-UAV link to main-
tain required SNR level.

Tu Flight duration time of UAV u
Vu Maximum speed of UAV u
TTotal Sum of flight durations of all UAVs
τmax Maximum continuous outage threshold for UAVs

TABLE I: Notations and their descriptions.

III. SYSTEM MODEL

A. Assumptions

We assume that there are n UAVs, denoted by the set U =
{u1, u2, . . . , un}. The mission of each UAV u is to fly from
a start location, LuS = (xuS , yuS , zuS ) to a final destination point,
LuF = (xuF, yuF, zuF), where zuS = zuF = H ∀u ∈ U . The UAVs
will fly with a constant speed of V at a constant altitude of H
meters (m) without having a continuous outage of τmax time
units. The set of GBSs are denoted by G = {g1, g2, . . . , gk},
with |G| = k. The location of ith GBS, gi, is denoted as (xi,
yi, zi) and the altitude of all the GBSs is assumed to be the
same (i.e., zi =zj=HG ∀i, j ∈ [1, k]).

Similar to previous work [4]–[6], for simplicity, we assume
that each communication link (GBS-UAV or UAV-UAV) is
allocated with orthogonal spectrum, thus there is no interfer-
ence between them. Each GBS and UAV is equipped with
a single antenna with omni-directional unit gain and the
communication channel is assumed to be dominated by the
LoS link. Given the specifications of the GBSs, a range RG
is defined for minimum Signal-to-Noise-Ratio (SNR) needed
for the communication between the UAV and the GBSs.
This could be computed using R =

√
γ0
Smin

− (H −HG)2

where γ0 = Pβ0

σ2 denotes the reference SNR, with P as the
transmission power of each GBS, σ2 as the noise power at
the UAV receiver, and β0 as the channel power gain at the
reference distance of 1 m. Smin is the minimum required SNR
value for the communication between the UAVs and the GBSs
in the application. We assume that the SNR at the receiver
UAV shows the connectivity quality for the cellular-enabled
UAV communication. For UAV-UAV links, the required range,
denoted by RU , is also computed similarly. Table I shows the
notations used throughout the paper.

B. Problem Statement

In the proposed scenario, the objective is to let the UAVs
complete their mission without having a cellular outage dura-
tion (i.e., no direct or multi-hop link (over other UAVs) to one
of the GBSs) more than τmax time units and minimize the total
mission time (i.e., defined by the last UAV that reaches its final
location) and later the total traveling distance of all UAVs. As
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the UAVs will be moving, we denote the location of UAV u
at time t with u(t) = (xu(t), yu(t), H), and 0 ≤ t ≤ Tumax,
where Tumax is the maximum possible flying time of the UAV
u with a constant speed of Vu. We then define the nonlinear
optimization problem as follows:

min (max
∀u∈U

Tu)λ+ TTotal (1)

s.t. (xu(0), yu(0)) = (xuS, y
u
S ), ∀u ∈ U (2)

(xu(Tu), yu(Tu)) = (xuF, y
u
F), ∀u ∈ U (3)

dist
u(t+1)
u(t) ≤ Vu, ∀u ∈ U , ∀t ∈ T (4)

cu(t) =


1, if ∃gk ∈ G s.t. distgku(t) ≤ RG
1, if ∃v ∈ U s.t. distv(t)u(t) ≤ RU &

cv(t) = 1

0, otherwise.
∀u ∈ U , ∀t ∈ T (5)
t+τmax∑
l=t

cu(l) ≥ 1, ∀u ∈ U , t ∈ T (6)

Tu =
T∑
t=0

(dist
u(t+1)
u(t) /Vu), ∀u ∈ U (7)

TTotal =

U∑
u=0

Tu, ∀u ∈ U (8)

where,
distvu =

√
(xu − xv)2 + (yu − yv)2 + (zu − zv)2 .

Here, in (1), we use scalarization method (by multiplying
the first goal with a large constant λ) and aim to first minimize
the overall mission time and then minimize the total travel time
of all UAVs with this mission time. (2) and (3) set the first
and final locations of UAVs, respectively. (4) makes sure the
UAVs do not travel more than their speed between consecutive
time points. (5) sets their connectivity to 1 if they are in the
range of a GBS or another UAV which is connected. Here,
cu(t) denotes the connectivity of UAV u at time t. (6) is used
to make sure there is no outage more than τmax duration, (7)
calculates the total flight duration of UAV u and (8) computes
the total flight time of all UAVs.

IV. PROPOSED SOLUTION

While the problem can be solved with a nonlinear opti-
mization solver using the model provided in previous section,
it takes longer time to reach the solution. Thus, in this
section, we provide an approximate solution using a graph-
based approach. First, we provide a feasibility check to see
if the UAVs can reach to their destinations under the given
constraints and environment (e.g., GBS locations) while also
considering the collaborations among UAVs. If it is possible,
then we provide a graph-based approximate path calculation
for all UAVs.

A. Graph-based Feasibility Check

We first create a graph Gu = (V,E) for each UAV u
with nodes representing GBS locations and u’s start and end

Algorithm 1: Feasibility Check

1 R = |U| × |G|: Reachability matrix
2 for each u ∈ U do
3 Form graph Gu as described in (9).
4 Run BFS from source u
5 for each g ∈ G that is reachable from u do
6 Ru,g = 1
7 end
8 end
9 for each g ∈ G do

10 Calculate Ag using (10) to find the total number of
UAVs that can reach g

11 end
12 continue=true
13 while continue do
14 for each u ∈ U do
15 Update the graph Gu using (10).
16 Run BFS from source LuS and update R
17 end
18 if

∑
∀g∈GAg did not increase then

19 continue=false
20 end
21 end
22 for each u ∈ U do
23 if LuF is not reachable from LuS then
24 return false
25 end
26 end
27 return true

locations and with edges created between the nodes if a UAV
can fly between these nodes directly without exceeding the
outage duration. The weight of the edges are also set as the
Euclidean distance. More formally,

V = G ∪ {LuS, LuF}
E = {ei,j | ∀i ∈ V, ∀j 6= i ∈ V s.t.

distji ≤ 2RG + τmax & wij = distji} (9)

Using the obtained graph and running the BFS algorithm from
the start location of each UAV, we then find the set of GBSs
each UAV can travel to by itself without being in the outage
area more than τmax duration.

Let R denote a |U|× |G| matrix showing the reachability of
UAVs to the GBS areas. Thus, we set

Ru,g =


1, if UAV u can fly to GBS range g with a

desired connection (i.e., no outage > τmax ).
0, otherwise.

We then find the number of UAVs that can reach to each GBS
g as follows:

Ag =
∑
∀u∈U

Ru,g.
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Fig. 2: The exact location of helping point in which u2 helps
u1 to go to g2’s range from g1’s center.

Knowing Ag for each g, we then run the BFS algorithm
again on each graph Gu and add new edges between each
node pair if the following condition is satisfied.

distgjgi ≤ 2RG + (Ai +Aj − 1)RU + τmax. (10)

This equation considers the best possible positioning of the
UAVs (i.e., on the straight line connecting a GBS pair with
RU distance between them) in order to provide a coverage to
the UAV of interest to travel from one GBS area to the other
one. Note that running BFS should be repeated until there is
no change in any of the Ag values. This is because as new
edges are added to the graph, Ag can change for some g ∈ G
thus new opportunities for adding edges can arise. Algorithm 1
shows the pseudo-code of this feasibility check. Once no more
new edge is added, the algorithm checks if each UAV can reach
its final destination and returns false if any of them cannot.

B. Graph-based Path Approximation

If the solution is feasible, in order to find the actual paths for
all UAVs, we first add new vertices and edges to the graph,
and then run Dijkstra’s algorithm to find the shortest paths
(considering wijs in (9)) from the starting point of each UAV
to its final destination. Next, we go through these details.

1) Finding helping points: In feasibility check, if a UAV
needs help of another UAV to pass from a GBS range to
another, we first find these helping/relay points. Let hji denote
a helping point that ui provides coverage to uj for travel
between two GBSs with a desired connection. Consider Fig. 2,
where there is only one UAV that can reach to these GBS
ranges independently (i.e., Ag = 1). Assume that u1’s shortest
path from initial Dijkstra requires it to go to g2’s range from
g1’s range (u1 depends on u2, or u2 needs to help u1). We
then consider that u2 should help u1 at the location which is
Ru away from the moment that u1 fills its outage quota (i.e.,
border of dashed circle). In Fig. 2, this refers to the red point,
which is d = RG +RU + τmax away from g1.

To calculate the exact location of this helping point, we
first find the normal vector, n̂(g1, g2), from g1’s center to g2’s
center and multiply it with the distance of the helping point
from g1 and get the coordinates. That is, we get

n̂(u1, u2) =
[
n1
n2

]
=

xu2
−xu1

dist
u2
u1

yu2
−yu1

dist
u2
u1

 .

 

 

 


Fig. 3: Intersection of two GBS areas. Dark points are added
to graph as new vertices.

Then, we get the point in which u1 needs to be to help u2 as:

hji = (xu1
+ n1d, yu1

+ n2d).

u1 needs to wait at this location at most distg2g1 −2RG− τmax
time units so that u1 can safely reach g2’s range.

It is possible that the number of UAVs that can help u1 can
be more than what is actually needed. In such cases, we choose
the UAVs with smaller shortest paths from initial Dijsktra
run. Also, we currently do not consider circular dependency
relation between UAVs and will consider this in future work.

2) Finding intersection points: In order to optimize the
paths of UAVs further, we then add the intersection points
between the GBS ranges. That is, we find the intersection
points of the circles representing the boundaries of GBS
service areas, then add them to the graph as new vertices. Note
that such intersection points will always be in the service area
and there will be no outage while traveling to these points
from either of the GBS centers that form these intersections.

We also consider the outage area (i.e., between dashed and
solid circles) and outage circles to find the intersection points.
However, this time, in order to make sure outage threshold is
not exceeded during travel of UAVs, and more smooth paths
can be found, we first divide the outage area into several
circular regions (i.e., adding more circles between solid and
dashed circle) and after finding the intersection points of each
of these circles between each other, we check if total the
distance from that point to the GBS centers considered is less
than or equal to 2RG + τmax. For example, in Fig. 3, we
added one more circle between outage and service area circle
and found 9 different intersection points in both upper and
lower side. Then, for each of these intersection points we first
check if d1+d2 ≤ 2RG+ τmax, then add to the graph if true.

Note that intersection points are just another set of points
that a UAV can travel on its path. Thus, for those UAVs which
get help from other UAVs on their shortest path calculation,
we can also consider the range of helper UAVs as one of
the circles that will intersect with other circles considered
(e.g., circles of GBS service areas, and intermediate circles
introduced in the outage area). For example in Fig. 2, one
intersection that will result from this is the intersection of
gray and dashed circles, which is happening at only one point
for this specific example but could be two in other scenarios.
These points are added to Gu1 or to the graph of UAV u1.
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Fig. 4: The vertices and edges in the graph: I1 and I2 are
intersections of circles, h1 and h2 are helping points of a UAV
to another UAV, and C is the center of GBS’s region. Edges
are created between all vertices.

3) Adding edges between nodes on the graph: As new
vertices are added to the graphs of UAVs, we also need to add
new edges from these vertices. To this end, we first find the
vertices originated from a service provider’s location. These
include the points of GBS locations and helping points of
UAVs. Once these are found, for each of them, we find the
set of all points included in their region and add an edge for
each pair. Fig. 4 shows an example of this where an edge
between all pair of nodes is added to the graph because they
are in range of the same GBS service area.

4) Adding short-cut edges between nodes on the short-path:
In order to optimize the path for UAVs, we also consider
adding short-cut edges between the nodes in the UAV travel
path graphs. This is because such paths may not be added
following the aforementioned procedures as the distance of
such edges can be longer than the specified condition checks.
To this end, we first draw an edge between each pair of nodes
on the current shortest path of a UAV and then perform a
maximum outage check. To achieve this check, we find the
intersection points of this new short-cut edge with the circles
of GBSs and calculate their exact coordinates. Then, starting
from one end point till the other one, we sort these intersection
points based on their distance and check every consecutive two
intersection points if they are in the range of different GBSs.
If that is the case and the distance between these intersection
points is more than τmax, we do not add such a short-cut edge;
otherwise an edge is added if all such consecutive intersection
points pass this check. This process is summarized in Alg. 2.

Fig. 5 illustrates an example scenario for this process.
There are six intersection points between the short-cut edge
and GBS circles which are represented by set M =
{M1,M2,M3,M4,M5,M6}. Checking consecutive intersec-
tions from different GBS service areas, we recognize that if the
distance between M1M2 and M3M4 can be traveled without
exceeding the maximum outage, then the short-cut edge is
considered eligible. Running the Dijkstra after this step then
provides a shorter path for the UAV compared to its current
path that follows < g1, I1, I2, I3, g4 >.

5) Path calculation and time synchronization: Once the
graph of each UAV is finalized, we then run Dijkstra’s algo-
rithm to find shortest paths. Note that if a UAV is helping to
another UAV, it needs to be present at a specific helping point


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Fig. 5: Checking the feasibility of adding short-cut edge
between two nodes, N1 and N2, on the current path of a UAV.

Algorithm 2: Adding Short-Cut Edges

1 for each (N1, N2) pair on the current path of UAV do
2 Add a temporary edge E′ between N1 and N2

3 M ← ordered set of intersection points between
E′ and GBSs.

4 for each consecutive points (Mi,Mi+1) in M do
5 if distMi

Mi+1 ≥ τmax × V & Mi and Mi+1 are
in range of different GBS service areas then

6 Remove E′ as it is infeasible
7 end
8 end
9 end

when the other UAV needs it. Thus, for such helper UAVs
we find their path to final destination points after visiting and
waiting in these helping points. Once the paths of each UAV
is found, we then need to synchronize their timing for their
simultaneous travel. This requires addition of some additional
waiting time to helper UAV’s path if it arrives to the helping
point early and needs to wait there until the depending UAV
no longer needs it. Due to the space, we skip these details.

V. NUMERICAL RESULTS

In this section, simulation results to evaluate the perfor-
mance of the proposed approximate solution are presented.
Specifically, we used a map with 12 GBSs and 3 UAVs. We
set the height of GBSs to 12.5m and the height of UAVs to
90m. Reference SNR (at 1 m) is set to 80 dB and Smin = 26.02
dB. Maximum speed of the UAVs is also set to 50 m/s. Under
the given parameter settings, RG and RU can be derived as 10
units (of x-y axis shown in figures), which is equal to 250 m.

In Fig. 6, we first compare the optimal path of UAVs
obtained via CPLEX using the nonlinear model in Section III
and the paths obtained with approximate solution defined in
Section IV. As the results show, the proposed approximate
solution can obtain very close path to the optimal solution.
Note that when there is no collaboration, UAV 2 cannot fly
from its start location to final location when τmax = 2.5
time units. Thus, previous work [4]–[7] that do not consider
collaboration among UAVs will not find a path for UAV 2
while it was possible with the help of UAV 1 and 3. Table II
shows the path lengths for each UAV under each scenario.

Authorized licensed use limited to: Virginia Commonwealth University. Downloaded on September 27,2021 at 15:21:34 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 6: Optimal and approximate UAV trajectories with col-
laboration of UAVs. When there is no collaboration UAV 2
cannot fly with given outage threshold (τmax = 2.5 units).

TABLE II: Path lengths of UAVs (shows in units of axis).

Method UAV 1 UAV 2 UAV 3 Total Mission
CPLEX 47.02 47.06 47.20 141.28 47.20
Heuristic 48.80 50.69 45.27 144.76 50.69
No collaboration 41.80 N/A 35.39 N/A N/A
τmax UAV 1 UAV 2 UAV 3 Total Mission
1 50.91 49.56 48.37 148.84 50.91
2.5 48.80 50.69 45.27 144.76 50.69
5 46.37 49.81 42.01 138.19 49.81

In Fig. 7, we also show the trajectories of UAVs obtained
with approximate solution with different outage thresholds. As
τmax increases, the individual and total UAV path lengths and
mission (defined by the longest UAV trip) durations decrease
as expected. These results show the robustness of the proposed
approximate solution which works under different settings.

When we compare the running time of the proposed ap-
proximate solution and CPLEX based optimal solution, for
example for Fig. 6 results, we have 0.1s and ∼30 min,
respectively. Thus, approximate solution provides much faster
solution while providing close-to-optimal results.

VI. CONCLUSION

In this paper, we investigate the collaborative trajectory
optimization problem for cellular-enabled UAVs under a given
outage constraint. We consider a scenario in which each UAV
aims to complete their mission by flying from a starting
location to a final location and all UAVs collaborate with each
other to maintain their connectivity with GBSs. We first formu-
late the problem using nonlinear optimization problem and in
order to reduce the computation complexity, we then develop a
graph-based approximate solution. Through numerical results,
we show that the proposed approximate solution can provide
close-to-optimal results and works for different scenarios. In
our future work, we will extend the ideas here and also perform
more simulations with extended scenarios.
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d trajectory optimization in uav-assisted cellular networks considering
antenna radiation pattern and backhaul constraint,” IEEE Trans. on

Aerospace and Electronic Systems, vol. 56, no. 5, pp. 3735–3750, 2020.

Authorized licensed use limited to: Virginia Commonwealth University. Downloaded on September 27,2021 at 15:21:34 UTC from IEEE Xplore.  Restrictions apply. 


		2021-06-10T06:10:33-0400
	Preflight Ticket Signature




